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Mixture modeling applications in psychology often include covariates to explain class membership and aid in construct validation of the latent classification variable. These applications tend to use between-class models involving only main effects of predictors. However, a variety of developmental theories posit interactions among risk and protective variables in predicting membership in trajectory classes or behavioral symptom profiles. This article bridges this disconnect between substantive theory and methodological practice by presenting and comparing two approaches for testing interactive effects of predictors on class membership: product term (PT) and multiple group (MG) approaches. For each approach, we discuss alternative interpretation strategies involving predicted probabilities and odds ratios; we also discuss when the approaches provide equivalent inferences. Published longitudinal and cross-sectional mixture model applications that had originally allowed for only additive effects on class membership are re-analyzed to illustrate the testing and interpretation of interactive effects on class membership using both PT and MG approaches.

Mixture models have become increasingly common in psychology research. Developmental psychology and psychopathology researchers in particular employ longitudinal mixtures (e.g., latent class growth models and growth mixture models) to parsimoniously summarize covariation among repeated measures using discrete latent classes with different trajectories of change over time (e.g., Chassin, Curran, Wirth, Presson, & Sherman, 2009 [substance abuse]; Fontaine, Carbonneau, Vitaro, Barker, & Tremblay, 2009 [antisocial behaviors]; Muthén, 2001 [reading achievement]). Psychologists also commonly use cross-sectional mixture models (e.g., latent class or profile analysis) to account for associations among multiple symptoms or behaviors at a single timepoint (e.g., Aldridge & Roesch, 2008 [coping strategies]; Collins & Lanza, 2010 [adolescent sexual risk behavior]; Liu et al., 2010 [neonatal neurobehaviors]). Whereas unconditional mixture models simply allow the description of discrete patterns of change over time and description of discrete patterns of symptom endorsement, conditional mixture models also allow the prediction of membership in these latent classes (e.g., Chung, Flaherty, & Schafer, 2006; Dayton & Macready, 1988; Lubke & Muthén, 2005; Muthén, 2002; Nagin, 2005).

In principle, conditional mixtures serve an important role in allowing researchers to substantively explain class membership (see Bauer & Curran, 2004; Collins & Lanza, 2010; Muthén, 2003). However, when predictors of class membership are included in empirical applications, often only the sign and significance of effects are interpreted rather than their magnitudes. This practice may reflect broader, persistent issues involving “lack of interpretation” (Long, 2012, p. 28) of results in applications with observed nominal outcomes. Ultimately, this practice can limit the potential of conditional mixture results to inform theory in a detailed manner.
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Long (2012) describes the persistence generally of “limit[ing] interpretation to a table of coefficients with a brief discussion of the signs and significance” or “simply presenting odds ratios without information that allows determination of the magnitude of the effect in terms of changes in probabilities” (p. 28).
In principle, conditional mixture models also allow researchers to flexibly accommodate complex interactions, which can be useful when developmentalists posit interactions among risk and protective variables in predicting membership in trajectory classes or symptom profiles (e.g., Duncan & Keller, 2011; Lenroot & Giedd, 2011; Moffitt, Caspi, & Rutter, 2005; Nugent, Tyrka, Carpenter, & Price, 2011; Sterba & Bauer, 2010). However, empirical applications of conditional mixtures typically include only main effects on class membership, not interaction effects. Furthermore, in empirical applications, multiple-group mixtures are rarely capitalized on for flexibly testing interaction effects on class membership in particular.

Even without including product term or multiple group specifications, mixture models can recover certain kinds of interactions among within-class predictors of y-variable(s) and between-class predictors of class membership (assuming a sufficient number of classes and assuming coefficients of within-class predictors are allowed to vary across classes, e.g., Bauer & Shanahan, 2007; Mathiowetz, 2010; Sterba, 2014; Sterba & Bauer, 2014; Van Horn et al., 2009). This is because class-varying (linear or nonlinear) effects of within-class predictors can be locally weighted by functions of between-class predictors. However, to recover other kinds of interactions, mixture models require explicit product term or multiple-group specifications. For instance, such specifications are needed to recover interactions among predictors of class membership, which could be highly relevant to developmental theory (e.g., Bergman, 2001; Cairns, Bergman, & Kagan, 1998; Magnusson, 1985). In a longitudinal mixture, for instance, the effect of treatment on trajectory class membership could depend on another predictor of class, say, gender. Similarly, the effect of adolescents’ perceived stress level on adolescents’ internalizing symptom class membership could depend on another predictor of class, say, parental drug use. Such interactions would not be accommodated by conditional mixture specifications commonly applied in practice (e.g., Castelao & Kroner-Herwig, 2013; Cook, Roggman, & D’zatko, 2012; Dyer, Pleck, & McBride, 2012; Greenbaum, Del Boca, Darkes, Wang, & Goldman, 2005; Hepworth, Law, Lawlor, & McKinney, 2010; Lincoln & Takeuchi, 2010; Nagin, 2005; Van Horn et al., 2009). Furthermore, multiple group mixtures (which have mainly focused on multiple-group latent class analysis, e.g., Clogg & Goodman, 1985; Collins & Lanza, 2010; Geiser, Lehmann, & Eid, 2006; McCutcheon, 2002) have seen little motivation generally for testing such interactions among observed predictors of class membership.

In this light, this article focuses on the interpretation and testing of interaction effects on class membership in mixture models. This article has three main goals. First, we describe strategies—involving odds ratios and predicted probabilities—for interpreting the magnitude of predictors’ effects on class membership when predictors affect class additively or interactively. We describe advantages and disadvantages of each interpretation strategy. Second, we compare and contrast product term (PT) and multiple-group (MG) mixture approaches for specifying interactions among predictors of class membership. Third, we show how and when the same hypothesis test results for interaction effects, conditional main effects, and simple effects (defined later) on class membership can be obtained using both PT and MG approaches. To demonstrate these interpretation strategies and to illustrate equivalencies of results across PT and MG approaches, we employ two empirical examples involving adolescent antisocial behavior—one involving a conditional longitudinal mixture and the other involving a conditional cross-sectional mixture. An online appendix available at www.vanderbilt.edu/peabody/sterba/ provides Mplus (Muthén & Muthén, 1998–2014) software syntax for empirical example analyses using both PT and MG approaches.

Before continuing, some comments about the generality of this presentation are necessary. Specifically, although the empirical examples involve two kinds of mixture models that differ in the specification of the within-class model, all mixture models (see McLachlan & Peel, 2000; Sterba, 2013 for general reviews) allow the incorporation of covariates predicting class membership. Hence, the points made in the main body of this article generalize to other mixtures as well. To emphasize this generality, we initially focus only on the between-class model specification and only later mention illustrative within-class models for the two empirical examples. Additionally, the points made in this article generalize to settings where covariates are incorporated into the mixture specification in a one-step model-based approach (as done here), or in the third step of a three-step approach (as recently introduced in Asparouhov & Muthén, 2013; Vermunt, 2010).2

**ADDITIVE EFFECTS ON CLASS MEMBERSHIP**

Consider a mixture model with a categorical latent classification variable that has K classes (where classes are indexed k = 1 . . . K). We do not know person i’s class membership, ci. It is unobserved. However, we can estimate the (marginal) probability that a randomly sampled person i is a member of class k, denoted

\[ P(i \in k) = \frac{p_k}{1 - p_k} \]

2The three-step approach has not yet been presented for multiple group specifications, though this is a feasible extension. An alternative two-step (classify-analyze) approach performs worse than either the one-step or three-step approaches (e.g., Clark & Muthén, 2009; Clogg, 1995) and is not considered here.
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P(c_i = k). Moreover, if we know background covariate information about person i, such as gender or treatment status, this information can be incorporated into the model to refine our estimate of the probability that person i is a member of class k—making it a conditional probability. Background covariate information can be incorporated by adopting a multinomial logistic regression specification for the conditional probability of class membership (e.g., Bandeen-roche, Miglioretti, Zeger, & Rathouz, 1997; Wedel, 2002). Researchers are likely familiar with the use of multinomial logistic regression when the dependent variable is an observed, nominal variable (e.g., occupation); see Long (1997) for an excellent review. However, a multinomial logistic regression specification can still be used here when our dependent variable, class membership, is an unobserved nominal variable.

At times, we may theorize that background covariates, here denoted x_{1i} and x_{2i}, have additive effects on class membership, leading to the following multinomial logistic regression specification:

\[ p(c_i = k|x_{1i}, x_{2i}) = \frac{\exp(\beta_0^{(k)} + \beta_1^{(k)} x_{1i} + \beta_2^{(k)} x_{2i})}{\sum_{k=1}^{K} \exp(\beta_0^{(k)} + \beta_1^{(k)} x_{1i} + \beta_2^{(k)} x_{2i})}. \]

Here, \( \sum \) indicates summation, \( \beta \)'s are multinomial logistic regression coefficients, and a \( k \) superscript indicates that the parameter can differ across latent class. In this specification, one class is designated as the reference class (here, the last, \( K \)th, class). In this reference class, for identification, all coefficients are set to 0: \( \beta_0^{(K)} = \beta_1^{(K)} = \beta_2^{(K)} = 0 \). All comparisons will be made with respect to this reference class. The choice of the reference (last) class is substantively motivated. Often, a normative/low risk class is chosen as the reference class.

The multinomial coefficients, \( \beta \)'s, are not on an intuitive metric—they are in a log odds (or logit) metric. Therefore, rather than interpreting them directly, we consider two interpretation options based on using these coefficients to (1) calculate odds and odds ratios (OR) and (2) calculate predicted probabilities.

Odds and OR Interpretation

Exponentiating the multinomial intercept, \( \exp(\beta_0^{(k)}) \), converts it into an odds metric (see the Online Appendix for details of this conversion). An odds is a ratio of two probabilities (here, the probability of membership in class \( k \) versus class \( K \), where all covariates = 0):

\[ \exp(\beta_0^{(k)}) = \frac{p(c_i = k|x_{1i} = x_{2i} = 0)}{p(c_i = K|x_{1i} = x_{2i} = 0)}. \]

Specifically, \( \exp(\beta_0^{(k)}) \) is a baseline\(^5 \) odds of membership in class \( k \) relative to membership in the reference class \( K \), where all covariates are equal to 0.

Exponentiating a multinomial slope, e.g., \( \exp(\beta_1^{(k)}) \), converts it into an odds ratio (see the Online Appendix for details of this conversion). This OR is a ratio of the odds before and after a +1 unit difference in \( x_{1i} \), holding \( x_{2i} \) constant:

\[ \exp(\beta_1^{(k)}) = \frac{p(c_i = k|x_{1i} + 1, x_{2i})}{p(c_i = k|x_{1i}, x_{2i})} / \frac{p(c_i = K|x_{1i} + 1, x_{2i})}{p(c_i = K|x_{1i}, x_{2i})}. \]

Specifically, \( \exp(\beta_1^{(k)}) \) is interpretable as the multiplicative factor by which the odds of membership in class \( k \) versus the reference class \( K \) changes for a +1 unit difference in \( x_{1i} \), holding \( x_{2i} \) constant. An OR = 1 implies that the covariate does not distinguish between membership in these two classes; that is, there is a factor change of 1 in the odds of being in class \( k \) (vs. \( K \)) for every +1 unit difference in \( x_{1i} \). For instance, if \( x_{1i} \) were age, an OR = 1 implies that the odds of being in class \( k \) (vs. \( K \)) stay the same regardless of every +1 year difference in age. If \( x_{1i} \) were gender, an OR = 1 implies that the odds of being in class \( k \) (vs. \( K \)) are the same for boys versus girls. In contrast, OR > 1 means that a +1 unit difference in \( x_{1i} \) increases the odds of being in class \( k \) (vs. \( K \)), but OR < 1 means that a +1 unit difference in \( x_{1i} \) reduces the odds of being in class \( k \) (vs. \( K \)). Thus, if \( x_{1i} \) were age, an OR = 1.55 implies that for a +1 year difference in age, the odds of being in class \( k \) (vs. \( K \)) increase by a factor of 1.55 (i.e., 55% larger odds). And, if \( x_{1i} \) were gender, OR = .30 implies that being male decreases the odds of being in class \( k \) (vs. \( K \)) by a factor of .30 (i.e., 70% smaller odds).

Predicted Probability Interpretation

Interpreting effects in terms of OR is attractive because the same OR applies regardless of the values of the predictor variables. However, the change in the probability of class \( k \) versus \( K \) implied by a particular factor change in

\(^{5} \text{If there were only two classes, } K = 2, \text{ the multinomial logistic specification would simplify and would provide equivalent results to a binary logistic specification.} \)

\(^{6} \text{Suppose that a } K = 2 \text{ mixture model is fit where the first class evidences low delinquency whereas the second (reference) class evidences high delinquency. Suppose the researcher had instead desired the low delinquency class to be the reference class. One way to achieve this is to refit the model, placing estimates from the low delinquency class as starting values for the parameters of the last class. Such reordering of the classes does not alter model fit (e.g., McLachlan & Peel, 2000).} \)

\(^{7} \text{Subsequently, we use the term "baseline odds" as shorthand to refer to the odds where all covariates are equal to 0.} \)
the odds will depend on the values of the predictors. An alternative to interpreting the effects of predictors on class membership in terms of baseline odds and multiplicative changes in these odds is to use the estimated multinomial coefficients ($\beta$'s) together with Equation (1) to compute predicted probabilities, $p(c_i = k|x_{1i}, x_{2i})$, themselves. Predicted probabilities are interpretationally useful because they are not specific to the choice of a reference class and they incorporate multinomial intercept and slope information from all predictors, thus facilitating an integrative understanding of the relationship between the entire set of predictors and class membership.

Predicted probabilities can be plotted or tabled for a range of substantively-interesting chosen values of the covariates; this conveys how the probability of class membership varies as a function of predictors. It is also possible to compute discrete change in predicted probabilities as certain covariate(s) are changed by a specified amount whereas others are held constant (perhaps held at their means). (Researchers should be aware that discrete changes in predicted probabilities holding covariates at their means can differ somewhat from discrete changes in predicted probabilities calculated case-wise and then averaged across cases; Long, 1997.)

PRODUCT TERM (PT) APPROACH FOR INCORPORATING INTERACTIVE EFFECTS ON CLASS MEMBERSHIP

The previous subsection concerned additive effects of predictors on class membership in a conditional mixture model. Alternatively, researchers may theorize that $x_{1i}$ and $x_{2i}$ have interactive effects, such that the effect of $x_{1i}$, say, age, on class membership varies across levels of $x_{2i}$, say, gender. This can be accommodated in a conditional mixture by including the product term $x_{1i}x_{2i}$ as another predictor of class membership in the multinomial logistic regression:

$$
p(c_i = k|x_{1i}, x_{2i}) = \frac{\exp\left(\beta_0^{(k)} + \beta_1^{(k)}x_{1i} + \beta_2^{(k)}x_{2i} + \beta_3^{(k)}x_{1i}x_{2i}\right)}{\sum_{k=1}^{K} \exp\left(\beta_0^{(k)} + \beta_1^{(k)}x_{1i} + \beta_2^{(k)}x_{2i} + \beta_3^{(k)}x_{1i}x_{2i}\right)}.
$$

Again, all coefficients associated with the reference ($K$th) class are set to 0 for identification: $\beta_0^{(K)} = \beta_1^{(K)} = \beta_2^{(K)} = \beta_3^{(K)} = 0$.

Odds and OR Interpretation

In this interactive model, the OR for $x_{1i}$ (ratio of the odds of class $k$ vs. $K$ for a +1 unit difference in $x_{1i}$) will differ depending on $x_{2i}$, and vice versa. Particularly, considering $x_{1i}$ (age) the focal predictor and $x_{2i}$ (gender) the moderator, $\exp\left(\beta_3^{(k)}\right)$ is the multiplicative factor by which the OR for $x_{1i}$ changes for boys ($x_{2i} = 1$) versus girls ($x_{2i} = 0$). Equivalently, considering $x_{2i}$ (gender) the focal predictor and $x_{1i}$ (age) the moderator, $\exp\left(\beta_3^{(k)}\right)$ is the multiplicative factor by which the OR for $x_{2i}$ changes given a +1 unit difference in age ($x_{1i}$). The lower-order effects of each predictor involved in the interaction ($x_{2i}$) at 0 and holding any other predictors constant (here, there are no other such predictors). Interpretation of conditional main effects for continuous predictors is aided by centering these predictors at meaningful values. Continuous predictors in both empirical examples will be centered, as described later. Centering also reduces nonessential multicollinearity among predictors (see Aiken & West, 1991).

Predicted Probability Interpretation

Additionally, predicted probabilities can be computed at chosen values of the covariates using Equation (4), and plotted or tabled to show how the probability of class membership can be expected to change as a function of different combinations of covariate values. Note that the plotting utility for predicted probabilities of class membership in some mixture modeling software (e.g., Mplus Version 7.11) assumes that predictors of class membership in a conditional mixture model can enter additively, not interactively. This utility allows the plotting of predicted probabilities of class membership across the range of one predictor, holding all other predictors at fixed chosen values. However, in an interactive model, the value of the product $x_{1i}x_{2i}$ is already determined once the values of each constituent variable ($x_{1i}$ and $x_{2i}$) are chosen. To use this utility to depict interactive relationships of predictors with class, judicious centering would be needed to ensure that the product term equals zero at the desired moderator value.

MULTIPLE GROUP (MG) APPROACH FOR INCORPORATING INTERACTIVE EFFECTS ON CLASS MEMBERSHIP

If theory suggests interactive relationships among predictors of class membership, the approach discussed thus far involves using a conditional mixture model that incorporates product terms as in Equation (4) (i.e., the
PT approach). When at least one of the predictors involved in the interaction is categorical (say, if \( x_{2i} \) were gender or treatment), an alternative approach can be used that avoids the need to construct and incorporate product terms as in Equation (4). This approach employs a multiple-group (MG) mixture model, where the observed categorical predictor \( x_{2i} \) is treated as the grouping variable. Note that, in this article, we use “group” when referring to levels of a manifest categorical predictor and latent “class” when referring to levels of a latent classification variable. We first introduce a constrained version of a MG mixture for the purpose of conveniently testing such interactions, and then discuss how MG mixtures also afford the flexibility to test assumptions that are untestable using standard conditional mixtures.

Instead of designating a categorical \( x_{2i} \) as a covariate, we now designate it as a manifest grouping variable, with \( G + 1 \) levels (\( g = 0 \ldots G \)). Here \( G = 1 \). For instance, in a later empirical example the binary grouping variable is gender. (Note that if \( G > 1 \), then the PT approach presented earlier would require representing this categorical covariate by a set of \( G \) coding variables and representing the interaction by product terms of \( x_{1i} \), each coding variable.)

A MG mixture assumes the same number of latent classes, \( K \), across groups (i.e., configural invariance); this is implicitly assumed by the PT mixture as well. In a \( K \)-class MG mixture, in theory all model parameters could be allowed to differ across manifest groups. A \( g \) superscript on a parameter indicates that it can differ across manifest groups. However, to specify a MG mixture equivalent to the PT approach discussed earlier, we assume across-group equality of all within-class model parameters (see Empirical Examples for some illustrative within-class models). Only between-class parameters are allowed to differ across group, as follows:

\[
p(c_i = k|x_{1i},g_i) = \frac{\exp\left(\beta_0(k|g_i) + \beta_1(k|g_i)x_{1i}\right)}{\sum_{k=1}^{K} \exp\left(\beta_0(k|g_i) + \beta_1(k|g_i)x_{1i}\right)}, \quad (5)
\]

As an alternative to Equation (4), in Equation (5) only \( x_{1i} \) is treated as a covariate and all multinomial coefficients are now conditional on group (i.e., \( x_{2i} \)). Table 1 shows how, for a categorical \( x_{2i} \), tests of conditional main effects and interaction effects are accomplished equivalently in the PT approach of Equation (4) versus the MG approach of Equation (5). To summarize, testing that the coefficient for \( x_{2i} = 0 \) or that the coefficient for \( x_{1i}x_{2i} = 0 \) in the PT approach corresponds, in the MG approach, to testing that the multinomial intercepts or multinomial slopes of \( x_{1i} \), respectively, are equal across group. Tests that a predictor (or product term) does not distinguish a specific class \( k \) from the reference class \( K \) are 1 degree of freedom (df) tests. Tests that a predictor (or product term) does not distinguish any

<table>
<thead>
<tr>
<th>TABLE 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Testing Hypotheses Regarding Prediction of Class Membership Involving Interactive Effects in the Product Term (PT) Versus Multiple Group (MG) Mixture Frameworks</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PT approach with a binary ( x_{2i} )</th>
<th>MG mixture approach with a binary ( x_{2i} ) serving as a grouping variable. In Equation (5):</th>
</tr>
</thead>
<tbody>
<tr>
<td>Does the conditional main effect of ( x_{2i} )... ( \ldots ) help distinguish membership in class ( k ) vs. ( K )?</td>
<td>Test ( \beta_{0}^{(k)} = 0 (df = 1) ) ( | \beta_{0}^{(k</td>
</tr>
<tr>
<td>... help distinguish membership in any class vs. the reference class ( K )?</td>
<td>Test ( \beta_{2} = 0 (df = K - 1) ) where ( \beta_{2} = (\beta_{2}^{(1</td>
</tr>
<tr>
<td>Does the interaction term ( x_{1i}x_{2i} )... ( \ldots ) help distinguish membership in class ( k ) vs. ( K )?</td>
<td>Test ( \beta_{1}^{(i)} = 0 (df = 1) ) ( | \beta_{1}^{(i)} = \beta_{1}^{(i</td>
</tr>
<tr>
<td>... help distinguish membership in any class vs. the reference class ( K )?</td>
<td>Test ( \beta_{1} = 0 (df = K - 1) ) where ( \beta_{1} = (\beta_{1}^{(1)}, \ldots, \beta_{1}^{(K - 1)}) ) ( | \beta_{1} = (\beta_{1}^{(1</td>
</tr>
</tbody>
</table>

Note. \( ^{1} \) This can be a Wald test, for instance where \( \hat{W} = \text{[\hat{L} \cdot \text{Var}(\hat{b}) \cdot \hat{L}]^{-1}} \cdot \hat{L} \cdot \hat{b} \) is a contrast matrix, \( \hat{b} \) is a vector of estimates of all multinomial coefficients involved to the left of the equal sign in the table expressions. For instance, in row 2 column 2 of the table, \( \hat{b} = b \), whereas in row 2 column 3, \( \theta = [\beta_{0}^{(k|g)}, \beta_{0}^{(k|g)}]^{T} \). \( \text{Var}(\hat{b}) \) is the asymptotic covariance matrix for estimates in \( \hat{b} \) (obtained with TECH3 in Mplus). \( \hat{W} \) will be \( \chi^{2} (df) \) distributed under the null hypothesis; this test is implemented in Mplus with the model test command. \( ^{2} \) This can be a z-test (where \( z = b^{k}/SE_{b}^{k} \)), which is \( \sqrt{\hat{W}} \) where \( df = 1 \). In this table, invariance across manifest groups is assumed for within-class parameters in the MG mixture.
class from the reference class \( K \) are \( K-1 \) \( df \) tests (e.g., multivariate Wald tests, as described in Table 1, or likelihood ratio tests). Odds ratios and predicted probability interpretation strategies can be used in the MG mixture approach similarly to the PT mixture approach.

Table 1 mentions only \( x_{1i} \) and \( x_{2i} \). If, as in empirical example 1, additional covariates are present, the results of tests in columns 1 and 2 of Table 1 would still correspond; each test would simply control for the additional covariates. Also, Table 1 concerns prediction of class membership involving only interaction effects. A constrained special case of the MG mixture model, where \( \beta_1^{(k|i)} = \beta_1^{(k)} \), can also be used to test additive effects of predictors on class membership and can yield equivalent results to Equation (1), for categorical \( x_{2i} \).

**COMPARING THE PT VS. MG MIXTURE APPROACHES**

Three main considerations should be kept in mind when deciding between the PT vs. MG mixture approaches, as follows. First, as stated earlier, the MG approach requires that the moderator, \( x_{2i} \), be categorical. If it is not, the PT mixture approach would typically be considered preferable to dichotomization (see MacCallum, Zhang, Preacher, & Rucker, 2002; Shentu & Xie, 2010).

Second, beyond testing whether the interaction of \( x_{1i} \) and \( x_{2i} \) is significant, a researcher may be interested in testing whether a focal predictor, say \( x_{1i} \), can significantly distinguish membership in class \( k \) vs. \( K \) at particular chosen values of a moderator, \( x_{2i} \). In the PT approach, rearranging Equation (4) indicates that the simple slope of \( x_{1i} \) at a chosen conditional value of \( x_{2i} \), here denoted \( x_{2j} \), is: \( \beta_{1}^{(k)} + \beta_{3}^{(k)} x_{2j} \). This simple slope can be tested using familiar procedures from multiple linear regression for “probing” interaction effects (e.g., Aiken & West, 1991). Specifically, a \( z \)-test of this simple slope can be computed using the following (delta-method) standard error:

\[
SE_{\beta_1^{(k)} + \beta_3^{(k)} x_{2j}} = \sqrt{VAR_{\beta_1^{(k)}} + 2x_{2j}COV_{\beta_1^{(k)}\beta_3^{(k)}} + x_{2j}^2VAR_{\beta_3^{(k)}}}.
\]

This formula includes asymptotic variances and covariances of multinomial coefficients (which can be obtained, for instance, using TECH3 in Mplus) or alternatively the entire test can be performed using a model constraint (as shown in the Online Appendix example syntax). In contrast, in the MG approach, simple slopes of \( x_{1i} \) for each value of the moderator grouping variable, \( x_{2i} \), are already directly-estimated model parameters. This is convenient particularly when the grouping variable is expected to moderate effects of several predictors on class membership (as in Example 1).

Third, another strength of the MG approach is that it easily allows investigation of invariance of within-class model parameters across levels of the manifest grouping variable. Invariance would be tested by comparing models in which the within-class parameters are constrained equal across group vs. unconstrained across group. Depending on the nature of the within-class model, conventions may exist regarding the order in which invariance of within-class parameters is tested (see, e.g., Millsap, 2011). In contrast, the standard PT mixture approach a priori assumes invariance of the within-class model parameters across levels of this grouping variable. If this assumption is not met, estimated parameters can be biased. Although an expansion\(^6\) of the PT mixture approach could indeed be used to test across-group invariance of within-class variance parameters such as residual variances (for continuous \( y \)'s) or random effect variances or factor variances (if present) would be more cumbersome than in the MG mixture approach (relatedly, see Muthén & Asparouhov, 2002; Oberski, 2014; Snijders & Bosker, 1999, Sect. 8.1). For categorical \( y \)'s, within-class residual variances typically are not estimable parameters, and their invariance across levels of the \( x_{2i} \) grouping variable is implicitly assumed in both PT and MG mixture approaches used here (see Long, 2009).

This article’s perspective on the general relationship between PT and MG mixture approaches is somewhat different from the perspective of Collins and Lanza (2010), which was given in the context of latent class analysis (LCA) specifically. They argue that the covariate (PT) and MG LCAs “reflect different points of view about the grouping variable” such that in the MG LCA “the grouping variable is automatically allowed to moderate the effect of each covariate on latent class membership” (p. 168). However, if not all of these across-group differences in covariate effects on class membership are substantively motivated, this strategy can sacrifice parsimony (e.g., Cohen, 1968). As the number of across-group parameter constraints is relaxed, a larger sample size should be necessary to maintain the same amount of precision. Instead, we conceptualized PT and MG mixtures as two modeling approaches that can achieve the exact same inferential goals given categorical moderator(s), with differences in convenience for specifying interactions (because MG mixtures do not require use of product terms to represent interactions), and in flexibility (because MG

\(^6\)This extension would involve regressing outcomes within-class (here, \( y_{ij} \)) on \( x_{2j} \) as well as allowing \( x_{2j} \) to interact with each within-class predictor.
mixture more easily allow optional investigation of invariance assumptions for the within-class submodel). Also, Collins and Lanza (2010) describe hypothesis tests afforded by the PT versus MG mixture as being somewhat different. They use the MG mixture approach to test a combination of a conditional main effect plus interaction, but use the PT mixture approach with a categorical moderator to test each of these two effects separately (pp. 170–171). Here, in Table 1 we instead articulate how the exact same omnibus or individual-parameter hypothesis tests can be obtained from both modeling frameworks, and we illustrate this in the following empirical examples.

In the next two sections, two empirical examples are used to illustrate interpretation of interactive effects on class membership. Each example is an extended version of a previously published analysis which originally investigated only additive effects of predictors on class membership—specifically, Sterba (2014) and Muthén (2002). Here, in Examples 1 and 2, the previously published analyses are extended to investigate interactive effects of predictors on class membership. Example 1 is a fully worked example, whereas Example 2 is focused on one particular result to avoid redundancy. When covariates predict only class membership and do not enter the within-class model, as in Examples 1 and 2, class enumeration results have been shown to correspond whether an unconditional or conditional mixture is used (e.g., Albus, 2003). That is, having higher social support and being female may be most protective for those with a prior delinquency history. Here, revisiting this previous K = 3 analysis, Example 1 investigates the interactive effect of arrest × social support (s, a) and arrest × male (m, a) on class membership.

The within-class model for Example 1 uses a latent class growth model (LCGM) specification (e.g., Muthén, 2001; Nagin, 1999) for binary aggression 8 repeated measures:

\[ \pi^{(k)}_{ij} = \frac{1}{1 + \exp \left( \tau^{(k)}_{ij} - \left( \eta^{(k)}_{0} + \eta^{(k)}_{1} \times \text{time}_{ij} \right) \right)} \]  

(7)

Here, \( \tau^{(k)}_{ij} \) is a threshold for repeated measure \( j \) (where \( j = 1 \ldots J \)) in class \( k \) that is fixed to 0 for identification. \( \pi^{(k)}_{ij} \) is the probability of endorsing repeated measure \( j \) for person \( i \) (where \( i = 1 \ldots N \)) within class \( k \). It is allowed to depend on intercept, \( \eta^{(k)}_{0} \) and linear, \( \eta^{(k)}_{1} \) parameters of change. These aspects of change differ across latent classes (as indicated by the \( k \) superscript on these parameters), to accommodate differently-shaped class-specific trajectories. \( \text{time}_{ij} \) was centered at initial status.

Using the PT mixture approach, adapting Equation (4), the Example 1 between-class model is:

\[ p(c_i = k|x_i) = \frac{\exp \left( \beta^{(k)}_{0} + \beta^{(k)}_{1} d_i + \beta^{(k)}_{2} a_i + \beta^{(k)}_{3} m_i + \beta^{(k)}_{4} s_i + \beta^{(k)}_{5} a_i + \beta^{(k)}_{6} m_i + \beta^{(k)}_{7} s_i a_i \right)}{\sum_{k=1}^{K} \exp \left( \beta^{(k)}_{0} + \beta^{(k)}_{1} d_i + \beta^{(k)}_{2} a_i + \beta^{(k)}_{3} m_i + \beta^{(k)}_{4} s_i + \beta^{(k)}_{5} a_i + \beta^{(k)}_{6} m_i + \beta^{(k)}_{7} s_i a_i \right)}, \]

(8)

where \( x_i \) is a vector of all covariates in the between-class model. Since two anticipated interactions involved a

---

8Endorsement of an aggressive conduct offense occurred if an adolescent over the past 12 months: fought in a group, shot or stabbed, pulled a knife or gun, badly injured someone, or threatened with a weapon. It would be possible to adopt other representations of this aggression construct.

---

7Exact ages were not made available for participants in this dataset, at www.icpsr.umich.edu. The analysis sample of \( N = 438 \) consists of young adults with at least one outcome and all covariate data present. Under missing-at-random assumptions, missing outcomes were accommodated with full information maximum likelihood, implemented with the Expectation-Maximization algorithm.
categorical moderator (prior arrest status, \(a_i\)), an equivalent specification under the MG mixture approach uses \(a_i\) as a manifest grouping variable, and assumes invariance of the within-class model across arrest status. \(a_i\) can take on values \(g = 0 \ldots G\). Herein, \(G = 1\). Using this MG mixture approach, adapting Equation (5), the Example 1 between-class model is instead:

\[
p(c_i = k|x_i, a_i = g) = \frac{\exp(p^{(k)}_0 + \beta^{(k)}_1 d_i + \beta^{(k)}_3 m_i + \beta^{(k)}_4 s_i)}{\sum^K_k \exp(p^{(k)}_0 + \beta^{(k)}_1 d_i + \beta^{(k)}_3 m_i + \beta^{(k)}_4 s_i)}.
\]

(9)

In the fitted LCGM, within class \(k\), repeated measure \(j\) follows a Bernoulli probability mass function (PMF) where \(p(y_{ij}|c_i = k) = \left(\pi_{yj}^{(k)}\right)^{y_{ij}}\left(1 - \pi_{yj}^{(k)}\right)^{1-y_{ij}}\). Under the assumption that repeated measures are locally independent within-class, their PMFs are multiplied to form the joint PMF for all \(J\) repeated measures within class, \(p(y_{ij}|c_i = k)\). In the PT mixture, this within-class joint PMF is weighted by the between-class model in Equation (8) and summed across class to form the full model PMF:

\[
p(y_{ij}|x_i) = \sum^K_k p(c_i = k|x_i)p(y_{ij}|c_i = k).
\]

(10)

For more details, see Sterba (2013). In the MG mixture approach, the within-class joint PMF is instead multiplied by Equation (9) and summed across class and group to form the full model PMF:

\[
p(y_{ij}|x_i) = \sum^G_g \sum^K_k p(a_i = g)p(c_i = k|x_i, a_i = g)p(y_{ij}|c_i = k).
\]

(11)

Here, \(p(a_i = g)\) indicates the probability that the observed grouping variable takes on the value \(g\). Note that degrees of freedom in these PT and MG mixtures match when \(p(a_i = g)\) is fixed to the observed proportion (rather than counted as an estimated parameter).

Results

The within-class model of our \(K = 3\) LCGM\(^9\) summarized individual variation in aggressive behavior trajectories with a low-stable aggression class (marginally 44% of participants, where \(\eta^{(1)}_0 = -4.19, \eta^{(1)}_1 = .90\), a high-stable aggression class (marginally 18%, where \(\eta^{(2)}_0 = 2.03, \eta^{(2)}_1 = -2.9\), and a declining class (marginally 38%, where \(\eta^{(3)}_0 = 3.03, \eta^{(3)}_1 = -3.9\)). By time 3, class 3 had decreased to approximately the same level as the low-stable class 1. Prior to turning to the prediction of class membership and interpretation of results using OR and predicted probabilities, a possible preliminary step could involve testing invariance of within-class growth parameters across arrest-status group, i.e.: \(\eta_0^{(k)} = \eta_0^{(k)}\) and \(\eta_1^{(k)} = \eta_1^{(k)}\), under assumptions mentioned earlier (Long, 2009). Doing so, we find that we cannot reject the null hypothesis of invariance using a multivariate Wald test (5.97 (6), \(p = .43\)). Turning then from the within-class model to the between-class model, we may consider starting with the omnibus tests described in Table 1, each of which evaluates the hypothesis that a predictor cannot discriminate membership in any class vs. the reference (declining) class. Results of these omnibus Wald tests for Example 1 are given in Table 2; these results apply to both the PT and MG mixtures, as was described in Table 1. Table 2 results indicate that two conditional main effects (gender, prior arrest), the covariate substance abuse, and the interaction of support \(\times\) arrest each significantly distinguish at least one class versus the reference (declining) class.

Odds and OR Interpretation

More specific information regarding differentiating membership in a particular class \(k\) from the reference class can be obtained for each predictor in terms of OR’s; this information is provided in Table 3 for PT mixture results and Table 4 for MG mixture results. Confidence intervals for ORs are provided in Tables 3 and 4; for instance, the CI for \(\exp(p^{(k)}_1)\) would be \(\exp(p^{(k)}_1 \pm z_{.025}/2 SE(p^{(k)}_1))\) (e.g., Hosmer & Lemeshow, 2000). Effects superscripted by the same letter across Tables 3 and 4 are equivalent in both models; effects that are directly estimated in only one model can also

---

\(^9\) The previous study found \(K = 3\) classes to be best fitting using a more complex within-class model that involved time-varying covariates, which were not used here. Yet the \(K = 3\) conditional LCGM used here had marginal class trajectories nearly identical to the previous study and was also found best fitting according to information criteria (for AIC, \(K = 2\): 1397.88, \(K = 3\): 1344.82, \(K = 4\): 1348.16; for BIC, \(K = 2\): 1442.78; \(K = 3\): 1426.46; \(K = 4\): 1466.55).
be tested in the other model using procedures described in Table 1. Results for intercepts indicate that, for non-substance abusing, nonarrested females with average social support, the baseline odds of low-stable aggression (class #1) were higher and baseline odds of high-stable aggression (#2) were lower, each compared to the declining aggression class (#3). But the odds of low-stable aggression (vs. declining aggression) decrease by 54% for having a substance abuse diagnosis, and decrease 61% for being male—given that one has not been arrested and controlling for other predictors. Interesting results also included a significant interaction of social support × arrest, for distinguishing the low-stable (#1) versus declining (#3) classes. Simple slopes for social support, considering prior arrest as moderator, were conveniently already directly estimated in the MG mixture (Table 4). For those with an arrest record, a+1 standard deviation difference in social support increased by 82% the odds of low-stable versus declining aggression (controlling for gender and substance abuse). But, for those without an arrest record, the effect of social support is nonsignificant.

Predicted Probability Interpretation

Next, we substitute the values of the estimated multinomial coefficients in Tables 3 (or 4) into Equation (8) (or (9)) and depict predicted probabilities at a meaningful combination of covariate values in Figure 1, here chosen specifically to aid in interpreting the support × arrest interaction. Figure 1 depicts the probability of membership (vertical axis) in classes 1, 2, or 3, across the observed range of social support (horizontal axis) where prior arrest = 0 (Panel A) or prior arrest = 1 (Panel B), holding other covariates at their means. For youth with a prior arrest record, Figure 1 shows that the more support received, the more likely they are to be in a low-stable aggression class (#1). If youth with a prior arrest record receive the least support, they are most likely (probability = .81) to be in class 3 (declining aggression), but if they receive maximal support, they are most likely (probability = .47) to be in class 1. On the other hand, for youth without a prior arrest record, the low-stable class (#1) is most likely across the range of social support. Furthermore, for these youth declining (#3) and high-stable (#2)

### Table 3
Product Term (PT) Mixture Results for Example 1: Odds Ratios for Each Predictor Distinguishing Membership in Class k Versus K

<table>
<thead>
<tr>
<th>Multinomial coefficient</th>
<th>Class 1 (low-stable) vs. class 3 (declining)</th>
<th>Class 2 (high-stable) vs. class 3 (declining)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est. (SE)</td>
<td>Exp (Est)</td>
</tr>
<tr>
<td>Intercept</td>
<td>1.11* (.34)</td>
<td>.03</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>−0.78* (.34)</td>
<td>.46</td>
</tr>
<tr>
<td>Arrest</td>
<td>−1.30* (.35)</td>
<td>.27</td>
</tr>
<tr>
<td>Male</td>
<td>−0.94* (.36)</td>
<td>.39</td>
</tr>
<tr>
<td>Support</td>
<td>−0.11 (.20)</td>
<td>.90</td>
</tr>
</tbody>
</table>

Note. *p < .05. Superscripted letters indicate that an effect is equal across the modeling approaches in Tables 3 versus 4. For the intercept, Exp(Est) is a baseline odds. For each slope, Exp(Est) an odds ratio. CI = confidence interval, Exp(Est ± 1.96 × SE).

### Table 4
Multiple-Group (MG) Mixture Results for Example 1: Odds Ratios for Each Predictor Distinguishing Membership in Class k Versus K

<table>
<thead>
<tr>
<th>Multinomial coefficient</th>
<th>Class 1 (low-stable) vs. class 3 (declining)</th>
<th>Class 2 (high-stable) vs. class 3 (declining)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est. (SE)</td>
<td>Exp (Est)</td>
</tr>
<tr>
<td>Intercept</td>
<td>−0.19 (.45)</td>
<td>.83</td>
</tr>
<tr>
<td>Intercept</td>
<td>1.11* (.34)</td>
<td>.03</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>−0.78* (.34)</td>
<td>.46</td>
</tr>
<tr>
<td>Male</td>
<td>−0.22 (.41)</td>
<td>.80</td>
</tr>
<tr>
<td>Male</td>
<td>−0.94* (.36)</td>
<td>.39</td>
</tr>
<tr>
<td>Support</td>
<td>0.60* (.23)</td>
<td>1.82</td>
</tr>
<tr>
<td>Support</td>
<td>−0.11 (.20)</td>
<td>.90</td>
</tr>
</tbody>
</table>

Note. In the multiple-group (MG) mixture, prior arrest status (arrest = 1, no arrest = 0) is the grouping variable. *p < .05. Superscripted letters indicate that an effect is equal across the modeling approaches in Tables 3 versus 4. For each intercept, Exp(Est) is a baseline odds. For each slope, Exp(Est) an odds ratio. CI = confidence interval, Exp(Est ± 1.96 × SE).
aggression are about equally common at low social support, whereas as social support increases, declining aggression becomes relatively more common than high-stable.

**EMPIRICAL EXAMPLE 2**

A previous study by Muthén (2002) (see also Muthén & Muthén, 2000) extracted \(K=4\) classes of antisocial behavior symptoms from a cross-sectional sample of \(N=7,326\) 16–23 year olds from the National Longitudinal Survey of Youth (NLSY; The Ohio State University Center for Human Resource Research, 1979). The nine binary antisocial behavior symptoms were: property damage, fighting, shoplifting, stealing < $50, making threats, smoking marijuana, other drug involvement, conning someone, and holding stolen goods. In this prior study, the latent classes of antisocial behavior were predicted by three covariates: age in years \((a_i, \text{centered at 16 years})\), gender \((m_i, \text{where 1 = male and 0 = female})\), and race \((r_i, \text{where 1 = Black and 0 = white or Hispanic})\). Herein, we revisit Muthén’s (2002) analysis in order to investigate a three-way interaction of age \(\times\) gender \(\times\) race in predicting class membership, using both PT and MG mixture specifications. This reanalysis is for purposes of methodological illustration.

The within-class model for Example 2 uses a latent class analysis (LCA) specification for binary outcomes (e.g., Clogg, 1995; Muthén, 2004). For item \(j\), we have:

\[
p_j^{(k)} = \frac{1}{1 + \exp(\tau_j^{(k)})},
\]

where \(p_j^{(k)}\) is the probability of endorsing outcome \(j\), (where \(j=1\ldots J\)) and \(\tau_j^{(k)}\) is an estimated threshold. Herein, \(J=9\). Using the PT mixture approach, the Example 2 between-class model is then:

\[
p(c_i = k|x_i) = \frac{\exp\left(\beta_0^{(k)} + \beta_1^{(k)} a_i + \beta_2^{(k)} m_i + \beta_3^{(k)} r_i + \beta_4^{(k)} a_i m_i + \beta_5^{(k)} a_i r_i + \beta_6^{(k)} m_i r_i\right)}{\sum_{k=1}^{K} \exp\left(\beta_0^{(k)} + \beta_1^{(k)} a_i + \beta_2^{(k)} m_i + \beta_3^{(k)} r_i + \beta_4^{(k)} a_i m_i + \beta_5^{(k)} a_i r_i + \beta_6^{(k)} m_i r_i\right)}
\]

Notice that we now have a \(a_i m_i r_i\) product term included in order to accommodate the posited three-way interaction. Two of these variables can be considered moderators and one, say \(a_i\), a focal predictor.

Two alternative MG mixture specifications for the Example 2 between-class model could be used that are both equivalent to the above PT mixture specification, when assuming across-group invariance of the within-class model. One MG mixture specification could involve constructing a manifest grouping variable with four levels to represent each combination of the two categorical moderators \((m_i\text{ and }r_i)\). Allowing effects of \(a_i\) to differ across these groups would accommodate the posited three-way interaction. Alternatively, an equivalent MG mixture specification could employ one categorical moderator (say, \(m_i\)) as the manifest
Within-Class Symptom Endorsement Probabilities for Example 2

<table>
<thead>
<tr>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(13%)</td>
<td>(29%)</td>
<td>(21%)</td>
<td>(37%)</td>
</tr>
<tr>
<td>Property damage</td>
<td>.77</td>
<td>.20</td>
<td>.14</td>
</tr>
<tr>
<td>Fight</td>
<td>.72</td>
<td>.52</td>
<td>.15</td>
</tr>
<tr>
<td>Shoplift</td>
<td>.79</td>
<td>.22</td>
<td>.39</td>
</tr>
<tr>
<td>Steal &lt;$50</td>
<td>.66</td>
<td>.13</td>
<td>.25</td>
</tr>
<tr>
<td>Threaten</td>
<td>.80</td>
<td>.56</td>
<td>.37</td>
</tr>
<tr>
<td>Use marijuana</td>
<td>.85</td>
<td>.29</td>
<td>.92</td>
</tr>
<tr>
<td>Use of other drugs</td>
<td>.49</td>
<td>.01</td>
<td>.52</td>
</tr>
<tr>
<td>Con</td>
<td>.60</td>
<td>.29</td>
<td>.21</td>
</tr>
<tr>
<td>Hold stolen goods</td>
<td>.58</td>
<td>.07</td>
<td>.09</td>
</tr>
</tbody>
</table>

Note that this specification is actually a hybrid MG mixture. Here, \( G = 1 \):

\[
p(c_i = k | x_i, m_i = g) = \frac{\prod_{j=1}^{K} \exp \left( \beta_{0j} + \beta_{1j} x_i + \beta_{2j} m_i \right)}{\sum_{k=1}^{K} \exp \left( \beta_{0k} + \beta_{1k} x_i + \beta_{2k} m_i \right)}.
\]  

Note that this specification is actually a hybrid approach because it involves both product terms and a multiple-group architecture, but here for simplicity we continue to call it a MG mixture.

In the LCA, binary item \( j \) in class \( k \) is again Bernoulli distributed, with \( \pi_{ij} \) defined as in Equation (12). The product of the Bernoulli PMFs for items \( j = 1 \ldots J \) in class \( k \) forms a joint within-class PMF, \( p(y_j | c_i = k) \), similarly to the LCGM. This joint within-class PMF and Equation (13) are both substituted into Equation (10) to construct the PMF for the PT mixture. This joint within-class PMF and Equation (14) are substituted into Equation (11) (now using gender, \( m_i \), rather than arrest, for the grouping variable) to construct the PMF for the MG mixture.

**Results**

The within-class antisocial item endorsement probabilities for each of the \( K = 4 \) classes are given in Table 5. Behaviors in class 1 (here, 13% of participants marginally) can be described as multidomain delinquent, class 2 (here, 29% marginally) as fighting, class 3 (here, 21% marginally) as drug use, and class 4 (here, 37% marginally) as low antisocial behavior. We focus here on the prediction of class membership using OR and predicted probability interpretations.

**Odds and OR Interpretation**

Baseline odds and OR results for distinguishing each class from the reference class (\#4) are given in Tables 6 and 7 for the PT mixture and MG mixture, respectively. Effects superscripted by the same letter across Tables 6 and 7 are directly estimated in both models; effects that are directly estimated in only one model can be tested in the other model by extending procedures outlined in Table 1. Our specific focus in Example 2 is investigating the posited three-way interaction effect. Table 6 indicates that this three-way interaction is significant in discriminating membership in class 2 (fighting) versus 4 (low). Table 7 breaks this interaction into two two-way interactions, for male = 1 and male = 0 respectively, each of which can be probed using Equation (6). This probing indicates that a 1 year increase in age decreases the odds of membership in the fight versus low class by 38% for white women (\( p < .05 \)), 21% for black men (\( p < .05 \)), 19% for black women (\( p < .05 \)), and 25% for white men (\( p < .05 \)).
In sum, in Example 1, we used $K = 3$ trajectory classes to account for individual differences in change in aggression among youth transferring out of foster care, and found that risk (prior arrest record) and protective (social support) variables interactively predicted which youth were more likely to follow which trajectory type, in line with Yoshikawa (1994) and Youngstrom et al. (2003). An additive conditional mixture model would not have captured these effects. Furthermore, the MG mixture gave us ready access to simple slopes that aided in interpreting this interaction. In Example 2, we used $K = 4$ classes to account for associations among antisocial symptoms in a cross-sectional analysis. Although prior studies had allowed only additive effects of age, gender, and race predictors on delinquent behavior class membership (Muthén, 2002, Muthén & Muthén, 2000), evidence of a three-way interaction of these predictors was found, which was explicated by plotting predicted probabilities of class membership. As these three interacting demographic predictors are themselves proxies for other explanatory variables, future research should instead examine interactive effects among potential underlying causal factors.

### DISCUSSION

Mixture applications in psychology often include covariates to explain class membership and aid in construct validation of the categorical latent classification variable (e.g., Castelao & Kroner-Herwig, 2013; Cook et al., 2012; Dyer et al., 2012; Greenbaum et al., 2005; Hepworth et al., 2010; Lincoln & Takeuchi, 2010; Nagin, 2005). However, applications largely have used between-class models involving only main effects of predictors to help distinguish class membership. This is inconsistent with many developmental psychology and developmental psychopathology theories that posit interactions among person characteristics and/or contextual variables in predicting membership in classes of growth trajectories or classes of behavioral symptom profiles (e.g., Bergman, 2001; Lenroot & Giedd, 2011; Magnusson, 1985; Moffitt et al., 2005; Nugent et al., 2011; Sterba & Bauer, 2010). As noted by Cohen, Cohen, West, and Aiken (2003) “the testing of interactions is at the very heart of theory testing in the social sciences” (p. 255). To address this disconnect between substantive theory and methodological practice, this article provided a general description of model specifications incorporating interactive effects of predictors on class membership—using both conditional product term (PT) and multiple group (MG) mixture modeling.
frameworks and using both odds ratio and predictive probability interpretation strategies. Relative advantages and disadvantages of OR and predicted probability interpretation strategies were described. Furthermore, this article showed how and when equivalent inferences could be obtained from PT vs. MG mixture modeling frameworks. Importantly, points made in this article apply to mixture models in general—regardless of the within-class outcome distributions and regardless of within-class model. Here, empirical examples concerned two illustrative mixtures—one longitudinal and the other cross-sectional—and software syntax for each example analysis was provided in our Online Appendix.

Extensions

We conclude with a discussion of three extension topics. First, although here we have discussed incorporating only two-way and three-way linear interactions among predictors of class membership, nonlinear interactions could also be of interest (e.g., $x_1^2 x_2$) and could be similarly incorporated. In particular, when considering higher-order and nonlinear interaction effects, researchers are encouraged to center continuous predictors to reduce nonessential collinearity among predictors within-class. Multicollinearity could increase the risk of estimation problems for mixtures particularly with small classes. Second, researchers interested in recovering interaction effects involving predictors of class membership could compare the MG mixture approach advocated herein versus the variation recommended by Collins and Lanza (2010) and discussed earlier. The latter strategy involves potentially unnecessarily relaxing all across-group constraints on covariate effects, even for covariates not involved in testing the hypothesized interaction(s). This strategy should reduce power (and risk estimation problems due to the increased model complexity) when the constrained model is true. If the unconstrained model is true (i.e., unhypothesized interactions do exist), this strategy may have lower risk of bias. Third, here we discussed plotting of predicted probabilities of class membership using information in the between-class model. It is also possible to combine information from the between-class model and within-class models (in

FIGURE 2  Example 2: Predicted probabilities of class membership from PT or MG mixture approaches for alternative values of age, gender and race. Note. The number identifying each line corresponds to the class for which the probability of membership is plotted. Class 1 = multidomain delinquent; Class 2 = fighting; Class 3 = drug use; Class 4 = low. In the corresponding additive-effect plot in Muthén (2002), class 2 and 3 labels were reversed. The race = 0 category is herein termed white to be consistent with the prior study, although it includes Hispanic. The x-axis spans the observed range of age; age has a mean = 19 and SD = 2.18.
Equations (10) and (11)) to plot predicted probabilities for γ-outcomes (rather than for class) at chosen covariate values (see Bauer & Shanahan, 2007; Nagin & Tremblay, 2005; Sterba & Bauer, 2014). By combining information from within-class and between-class models, plots of such predicted outcomes can depict interactions of between-class predictors with within-class predictors that are accommodated by the mixture.

CONCLUSIONS

Our focus here was on interactions among between-class predictors. It is important for developmental researchers to be aware of options for how to incorporate and interpret such interactions, when they are anticipated based on theory. Otherwise, researchers risk overly parsimonious explanations of class membership that may not fully reflect substantive theory.
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