Pantheon Summary (Generated at Wed, 05 Jul 2017 23:54:17 40000 with
pantheon version 767a95bcc95d67bd77e69c0£8bc9320c1ad3146b)

Repeated the test of 15 congestion control schemes once.

Each test lasted for 30 seconds running 1 flow.

Data path from AWS California 1 Ethernet to Stanford ppp0.

NTP offset measured against time.stanford.edu.
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test from AWS California 1 Ethernet to Stanford ppp0, 1 run of 30s each per scheme
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test from AWS California 1 Ethernet to Stanford ppp0, 1 run of 30s each per scheme

mean power scores of all runs by scheme
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Run 1: Statistics of TCP BBR

Start at: Wed, 05 Jul 2017 23:35:29 +0000
End at: Wed, 05 Jul 2017 23:35:59 +0000
Local clock offset: 0.641 ms

Remote clock offset: -2.963 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:02 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 14.61 Mbit/s

95th percentile per-packet one-way delay: 122.306 ms

Loss rate: 0.21%

-- Flow 1:

Average throughput: 14.61 Mbit/s

95th percentile per-packet one-way delay: 122.306 ms

Loss rate: 0.21%



Run 1: Report of TCP BBR — Data Link
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Run 1: Statistics of CalibratedKoho

Start at: Wed, 05 Jul 2017 23:29:38 +0000
End at: Wed, 05 Jul 2017 23:30:08 +0000
Local clock offset: 0.568 ms

Remote clock offset: -2.958 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:02 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.46 Mbit/s

95th percentile per-packet one-way delay: 30.148 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.46 Mbit/s

95th percentile per-packet one-way delay: 30.148 ms

Loss rate: 0.00%
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Run 1: Statistics of Copa

Start at: Wed, 05 Jul 2017 23:24:57 +0000
End at: Wed, 05 Jul 2017 23:25:27 +0000
Local clock offset: 0.532 ms

Remote clock offset: -2.928 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:02 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.83 Mbit/s

95th percentile per-packet one-way delay: 23.756 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.83 Mbit/s

95th percentile per-packet one-way delay: 23.756 ms

Loss rate: 0.00%
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Run 1: Report of Copa — Data Link
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Run 1: Statistics of TCP Cubic

Start at: Wed, 05 Jul 2017 23:30:48 +0000
End at: Wed, 05 Jul 2017 23:31:18 +0000
Local clock offset: 0.543 ms

Remote clock offset: -2.93 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:03 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 10.71 Mbit/s

95th percentile per-packet one-way delay: 192.812 ms

Loss rate: 0.36}

-- Flow 1:

Average throughput: 10.71 Mbit/s

95th percentile per-packet one-way delay: 192.812 ms

Loss rate: 0.36%
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Run 1: Report of TCP Cubic — Data Link

~ VMV

!

%

25

20

n =)

— —
(S/1aW) IndyBnoayy

15 20 25

Time (s)

10

Flow 1 egress (mean 10.71 Mbit/s)

—— Flow 1 ingress (mean 10.66 Mbit/s)

Sl

350

300
250

(sw) Aejap Aem-auo 123ded-1ad

25

20

Time (s)

Flow 1 per-packet one-way delay (95th percentile 192.812 ms)

11



Run 1: Statistics of KohoCC

Start at: Wed, 05 Jul 2017 23:22:37 +0000
End at: Wed, 05 Jul 2017 23:23:07 +0000
Local clock offset: 0.648 ms

Remote clock offset: -2.805 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:03 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.37 Mbit/s

95th percentile per-packet one-way delay: 31.054 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.37 Mbit/s

95th percentile per-packet one-way delay: 31.054 ms

Loss rate: 0.00%
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Run 1: Statistics of LEDBAT

Start at: Wed, 05 Jul 2017 23:19:07 +0000
End at: Wed, 05 Jul 2017 23:19:37 +0000
Local clock offset: 0.504 ms

Remote clock offset: -3.018 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:04 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.91 Mbit/s

95th percentile per-packet one-way delay: 37.998 ms

Loss rate: 0.01%

-- Flow 1:

Average throughput: 4.91 Mbit/s

95th percentile per-packet one-way delay: 37.998 ms

Loss rate: 0.01%
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Run 1: Report of LEDBAT — Data Link
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Run 1: Statistics of PCC

Start at: Wed, 05 Jul 2017 23:26:06 +0000
End at: Wed, 05 Jul 2017 23:26:36 +0000
Local clock offset: 0.569 ms

Remote clock offset: -2.947 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:05 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.37 Mbit/s

95th percentile per-packet one-way delay: 23.512 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.37 Mbit/s

95th percentile per-packet one-way delay: 23.512 ms

Loss rate: 0.00%
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Run 1: Report of PCC — Data Link
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Run 1: Statistics of QUIC Cubic

Start at: Wed, 05 Jul 2017 23:33:08 +0000
End at: Wed, 05 Jul 2017 23:33:38 +0000
Local clock offset: 0.67 ms

Remote clock offset: -2.894 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:07 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.04 Mbit/s

95th percentile per-packet one-way delay: 291.696 ms

Loss rate: 0.47%

-- Flow 1:

Average throughput: 12.04 Mbit/s

95th percentile per-packet one-way delay: 291.696 ms

Loss rate: 0.47%
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Run 1: Report of QUIC Cubic — Data Link
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Run 1: Statistics of Saturator

Start at: Wed, 05 Jul 2017 23:27:17 +0000
End at: Wed, 05 Jul 2017 23:27:47 +0000
Local clock offset: 0.549 ms

Remote clock offset: -2.969 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:10 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 24.83 Mbit/s

95th percentile per-packet one-way delay: 134.949 ms

Loss rate: 0.38}

-- Flow 1:

Average throughput: 24.83 Mbit/s

95th percentile per-packet one-way delay: 134.949 ms

Loss rate: 0.38%
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Run 1: Report of Saturator — Data Link

35

R

=1
~

(S/1aW) IndyBnoayy

25

10

25

20

15

Time (s)

o
Flow 1 ingress (mean 24.80 Mbit/s)

1

Flow 1 egress (mean 24.83 Mbit/s)

(sw) Aejap Aem-auo 12x2ed-1a4

Time (s)

Flow 1 per-packet one-way delay (95th percentile 134.949 ms)

21



Run 1: Statistics of SCReAM

Start at: Wed, 05 Jul 2017 23:20:17 +0000
End at: Wed, 05 Jul 2017 23:20:47 +0000
Local clock offset: 0.604 ms

Remote clock offset: -2.908 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:10 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 24.023 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 24.023 ms

Loss rate: 0.00%
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Run 1: Statistics of Sprout

Start at: Wed, 05 Jul 2017 23:31:58 +0000
End at: Wed, 05 Jul 2017 23:32:28 +0000
Local clock offset: 0.612 ms

Remote clock offset: -2.984 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:10 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 10.60 Mbit/s

95th percentile per-packet one-way delay: 68.497 ms

Loss rate: 0.02%

-- Flow 1:

Average throughput: 10.60 Mbit/s

95th percentile per-packet one-way delay: 68.497 ms

Loss rate: 0.02%
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Run 1: Report of Sprout — Data Link

WH |

J

\/

AN

YRE

\/

16

14

o
—

o @ o <+ o~

—

(S/1aW) IndyBnoayy

20 25

15
Time (s)

10
Flow 1 ingress (mean 10.58 Mbit/s)

—— Flow 1 egress (mean 10.60 Mbit/s)

PR T

W i

200

175

o n o
" o =1
— — =

(sw) Aejap Aem-auo 12x2ed-1a4

Time (s)

Flow 1 per-packet one-way delay (95th percentile 68.497 ms)

25



Run 1: Statistics of TaoVA-100x

Start at: Wed, 05 Jul 2017 23:21:27 +0000
End at: Wed, 05 Jul 2017 23:21:57 +0000
Local clock offset: 0.636 ms

Remote clock offset: -2.893 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:12 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 5.26 Mbit/s

95th percentile per-packet one-way delay: 29.677 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 5.26 Mbit/s

95th percentile per-packet one-way delay: 29.677 ms

Loss rate: 0.00%
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Run 1: Statistics of TCP Vegas

Start at: Wed, 05 Jul 2017 23:23:46 +0000
End at: Wed, 05 Jul 2017 23:24:16 +0000
Local clock offset: 0.628 ms

Remote clock offset: -2.837 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:12 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.42 Mbit/s

95th percentile per-packet one-way delay: 45.504 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 3.42 Mbit/s

95th percentile per-packet one-way delay: 45.504 ms

Loss rate: 0.00%
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Run 1: Report of TCP Vegas — Data Link
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Run 1: Statistics of Verus

Start at: Wed, 05 Jul 2017 23:28:28 +0000
End at: Wed, 05 Jul 2017 23:28:58 +0000
Local clock offset: 0.555 ms

Remote clock offset: -2.961 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:14 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 11.43 Mbit/s

95th percentile per-packet one-way delay: 379.461 ms

Loss rate: 0.67%

-- Flow 1:

Average throughput: 11.43 Mbit/s

95th percentile per-packet one-way delay: 379.461 ms

Loss rate: 0.67%
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Run 1: Report of Verus — Data Link
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Run 1: Statistics of WebRTC media

Start at: Wed, 05 Jul 2017 23:34:19 +0000
End at: Wed, 05 Jul 2017 23:34:49 +0000
Local clock offset: 0.68 ms

Remote clock offset: -2.978 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 23:54:14 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.46 Mbit/s

95th percentile per-packet one-way delay: 32.154 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.46 Mbit/s

95th percentile per-packet one-way delay: 32.154 ms

Loss rate: 0.00%
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Run 1: Report of WebRTC media — Data Link
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