Pantheon Summary (Generated at Tue, 27 Jun 2017 07:07:45 +0000 with
pantheon version £1£579919e2382b18c1fb18b676e821e7efcOb62)

Repeated the test of 15 congestion control schemes 10 times.

Each test lasted for 30 seconds running 1 flow.

Data path from AWS California 1 Ethernet to Stanford Ethernet.

NTP offset measured against time.stanford.edu.
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test from AWS California 1 Ethernet to Stanford Ethernet, 10 runs of 30s each per scheme
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test from AWS California 1 Ethernet to Stanford Ethernet, 10 runs of 30s each per scheme
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test from AWS California 1 Ethernet to Stanford Ethernet, 10 runs of 30s each per scheme
mean power scores of all runs by scheme
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Run 1: Statistics of TCP BBR

Start at: Mon, 26 Jun 2017 22:20:05 +0000
End at: Mon, 26 Jun 2017 22:20:35 +0000
Local clock offset: 1.367 ms

Remote clock offset: -2.489 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:37:56 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 447.47 Mbit/s

95th percentile per-packet one-way delay: 24.689 ms

Loss rate: 3.28%

-- Flow 1:

Average throughput: 447.47 Mbit/s

95th percentile per-packet one-way delay: 24.689 ms

Loss rate: 3.28%
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Run 1: Report of TCP BBR — Data Link
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Run 2: Statistics of TCP BBR

Start at: Mon, 26 Jun 2017 22:39:44 +0000
End at: Mon, 26 Jun 2017 22:40:14 +0000
Local clock offset: 2.005 ms

Remote clock offset: -2.451 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:37:58 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 510.39 Mbit/s

95th percentile per-packet one-way delay: 25.163 ms

Loss rate: 2.90%

-- Flow 1:

Average throughput: 510.39 Mbit/s

95th percentile per-packet one-way delay: 25.163 ms

Loss rate: 2.90%
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Run 2: Report of TCP BBR — Data Link
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Run 3: Statistics of TCP BBR

Start at: Mon, 26 Jun 2017 22:59:31 +0000
End at: Mon, 26 Jun 2017 23:00:01 +0000
Local clock offset: 1.739 ms

Remote clock offset: -2.204 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:39:18 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 560.63 Mbit/s

95th percentile per-packet one-way delay: 25.144 ms

Loss rate: 3.85}

-- Flow 1:

Average throughput: 560.63 Mbit/s

95th percentile per-packet one-way delay: 25.144 ms

Loss rate: 3.85%
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Run 4: Statistics of TCP BBR

Start at: Mon, 26 Jun 2017 23:19:10 +0000
End at: Mon, 26 Jun 2017 23:19:40 +0000
Local clock offset: 2.36 ms

Remote clock offset: -1.665 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:39:18 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 531.61 Mbit/s

95th percentile per-packet one-way delay: 25.016 ms

Loss rate: 4.01%

-- Flow 1:

Average throughput: 531.61 Mbit/s

95th percentile per-packet one-way delay: 25.016 ms

Loss rate: 4.01%
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Run 4: Report of TCP BBR — Data Link
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Run 5: Statistics of TCP BBR

Start at: Mon, 26 Jun 2017 23:38:51 +0000
End at: Mon, 26 Jun 2017 23:39:21 +0000
Local clock offset: 2.363 ms

Remote clock offset: -1.953 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:40:24 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 485.71 Mbit/s

95th percentile per-packet one-way delay: 24.852 ms

Loss rate: 3.67%

-- Flow 1:

Average throughput: 485.71 Mbit/s

95th percentile per-packet one-way delay: 24.852 ms

Loss rate: 3.67%
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Run 5: Report of TCP BBR — Data Link
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Run 6: Statistics of TCP BBR

Start at: Mon, 26 Jun 2017 23:58:29 +0000
End at: Mon, 26 Jun 2017 23:58:59 +0000
Local clock offset: 2.415 ms

Remote clock offset: -2.042 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:40:24 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 408.92 Mbit/s

95th percentile per-packet one-way delay: 25.009 ms

Loss rate: 4.60%

-- Flow 1:

Average throughput: 408.92 Mbit/s

95th percentile per-packet one-way delay: 25.009 ms

Loss rate: 4.60%
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Run 6: Report of TCP BBR — Data Link
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Run 7: Statistics of TCP BBR

Start at: Tue, 27 Jun 2017 00:18:11 +0000
End at: Tue, 27 Jun 2017 00:18:41 +0000
Local clock offset: 1.273 ms

Remote clock offset: -1.809 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:41:06 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 394.93 Mbit/s

95th percentile per-packet one-way delay: 23.464 ms

Loss rate: 2.82%

-- Flow 1:

Average throughput: 394.93 Mbit/s

95th percentile per-packet one-way delay: 23.464 ms

Loss rate: 2.82%
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Run 7: Report of TCP BBR — Data Link
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Run 8: Statistics of TCP BBR

Start at: Tue, 27 Jun 2017 00:37:53 +0000
End at: Tue, 27 Jun 2017 00:38:23 +0000
Local clock offset: 0.547 ms

Remote clock offset: -1.555 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:41:31 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 495.13 Mbit/s

95th percentile per-packet one-way delay: 23.230 ms

Loss rate: 1.34%

-- Flow 1:

Average throughput: 495.13 Mbit/s

95th percentile per-packet one-way delay: 23.230 ms

Loss rate: 1.34%
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Run 8: Report of TCP BBR — Data Link
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Run 9: Statistics of TCP BBR

Start at: Tue, 27 Jun 2017 00:57:32 +0000
End at: Tue, 27 Jun 2017 00:58:02 +0000
Local clock offset: 1.745 ms

Remote clock offset: -1.592 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:42:09 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 401.12 Mbit/s

95th percentile per-packet one-way delay: 23.802 ms

Loss rate: 3.65}

-- Flow 1:

Average throughput: 401.12 Mbit/s

95th percentile per-packet one-way delay: 23.802 ms

Loss rate: 3.65%
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Run 9: Report of TCP BBR — Data Link
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Run 10: Statistics of TCP BBR

Start at: Tue, 27 Jun 2017 01:17:09 +0000
End at: Tue, 27 Jun 2017 01:17:39 +0000
Local clock offset: 2.74 ms

Remote clock offset: -1.723 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:42:39 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 491.25 Mbit/s

95th percentile per-packet one-way delay: 25.385 ms

Loss rate: 2.10%

-- Flow 1:

Average throughput: 491.25 Mbit/s

95th percentile per-packet one-way delay: 25.385 ms

Loss rate: 2.10%
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Run 10: Report of TCP BBR — Data Link
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Run 1: Statistics of CalibratedKoho

Start at: Mon, 26 Jun 2017 22:17:14 +0000
End at: Mon, 26 Jun 2017 22:17:44 +0000
Local clock offset: 1.776 ms

Remote clock offset: -2.547 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:43:15 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 356.00 Mbit/s

95th percentile per-packet one-way delay: 23.154 ms

Loss rate: 0.01%

-- Flow 1:

Average throughput: 356.00 Mbit/s

95th percentile per-packet one-way delay: 23.154 ms

Loss rate: 0.01%
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Run 2: Statistics of CalibratedKoho

Start at: Mon, 26 Jun 2017 22:37:01 +0000
End at: Mon, 26 Jun 2017 22:37:31 +0000
Local clock offset: 2.945 ms

Remote clock offset: -2.352 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:43:18 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 234.01 Mbit/s

95th percentile per-packet one-way delay: 24.050 ms

Loss rate: 0.18}

-- Flow 1:

Average throughput: 234.01 Mbit/s

95th percentile per-packet one-way delay: 24.050 ms

Loss rate: 0.18%
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Run 3: Statistics of CalibratedKoho

Start at: Mon, 26 Jun 2017 22:56:44 +0000
End at: Mon, 26 Jun 2017 22:57:14 +0000
Local clock offset: 0.758 ms

Remote clock offset: -2.228 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:43:48 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 283.87 Mbit/s

95th percentile per-packet one-way delay: 23.123 ms

Loss rate: 0.14%

-- Flow 1:

Average throughput: 283.87 Mbit/s

95th percentile per-packet one-way delay: 23.123 ms

Loss rate: 0.14%
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Run 4: Statistics of CalibratedKoho

Start at: Mon, 26 Jun 2017 23:16:17 +0000
End at: Mon, 26 Jun 2017 23:16:47 +0000
Local clock offset: 2.635 ms

Remote clock offset: -1.775 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:44:11 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 380.55 Mbit/s

95th percentile per-packet one-way delay: 24.506 ms

Loss rate: 0.85}

-- Flow 1:

Average throughput: 380.55 Mbit/s

95th percentile per-packet one-way delay: 24.506 ms

Loss rate: 0.85%
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Run 4: Report of CalibratedKoho — Data Link

700 +

600 4

<] & <
=) =] =)

Throughput (Mbit/s)

)

o

=3
L

100

T
0 5 10 15 20 25 30
Time (s)

—— Flow 1 ingress (mean 383.81 Mbit/s) —— Flow 1 egress (mean 380.55 Mbit/s)

I
29+ !
281
271
261

251

Per-packet one-way delay (ms)

24

234

Time (s)
Flow 1 per-packet one-way delay (95th percentile 24.506 ms)

31



Run 5: Statistics of CalibratedKoho

Start at: Mon, 26 Jun 2017 23:36:00 +0000
End at: Mon, 26 Jun 2017 23:36:30 +0000
Local clock offset: 2.133 ms

Remote clock offset: -1.945 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:44:42 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 354.53 Mbit/s

95th percentile per-packet one-way delay: 23.394 ms

Loss rate: 0.12%

-- Flow 1:

Average throughput: 354.53 Mbit/s

95th percentile per-packet one-way delay: 23.394 ms

Loss rate: 0.12%
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Run 6: Statistics of CalibratedKoho

Start at: Mon, 26 Jun 2017 23:55:37 +0000
End at: Mon, 26 Jun 2017 23:56:07 +0000
Local clock offset: 2.449 ms

Remote clock offset: -1.995 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:45:06 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 371.62 Mbit/s

95th percentile per-packet one-way delay: 24.667 ms

Loss rate: 1.22%

-- Flow 1:

Average throughput: 371.62 Mbit/s

95th percentile per-packet one-way delay: 24.667 ms

Loss rate: 1.22%
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Run 7: Statistics of CalibratedKoho

Start at: Tue, 27 Jun 2017 00:15:21 +0000
End at: Tue, 27 Jun 2017 00:15:51 +0000
Local clock offset: 1.659 ms

Remote clock offset: -1.729 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:45:34 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 338.24 Mbit/s

95th percentile per-packet one-way delay: 23.759 ms

Loss rate: 1.40%

-- Flow 1:

Average throughput: 338.24 Mbit/s

95th percentile per-packet one-way delay: 23.759 ms

Loss rate: 1.40%
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Run 8: Statistics of CalibratedKoho

Start at: Tue, 27 Jun 2017 00:34:59 +0000
End at: Tue, 27 Jun 2017 00:35:29 +0000
Local clock offset: -0.246 ms

Remote clock offset: -1.622 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:46:03 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 391.21 Mbit/s

95th percentile per-packet one-way delay: 21.683 ms

Loss rate: 0.08}

-- Flow 1:

Average throughput: 391.21 Mbit/s

95th percentile per-packet one-way delay: 21.683 ms

Loss rate: 0.08%
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Run 9: Statistics of CalibratedKoho

Start at: Tue, 27 Jun 2017 00:54:46 +0000
End at: Tue, 27 Jun 2017 00:55:16 +0000
Local clock offset: 1.628 ms

Remote clock offset: -1.618 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:46:21 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 287.36 Mbit/s

95th percentile per-packet one-way delay: 23.202 ms

Loss rate: 0.15}

-- Flow 1:

Average throughput: 287.36 Mbit/s

95th percentile per-packet one-way delay: 23.202 ms

Loss rate: 0.15%
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Run 10: Statistics of CalibratedKoho

Start at: Tue, 27 Jun 2017 01:14:16 +0000
End at: Tue, 27 Jun 2017 01:14:46 +0000
Local clock offset: 2.43 ms

Remote clock offset: -1.708 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:47:05 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 377.15 Mbit/s

95th percentile per-packet one-way delay: 23.840 ms

Loss rate: 0.14%

-- Flow 1:

Average throughput: 377.15 Mbit/s

95th percentile per-packet one-way delay: 23.840 ms

Loss rate: 0.14%
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Run 1: Statistics of Copa

Start at: Mon, 26 Jun 2017 22:12:17 +0000
End at: Mon, 26 Jun 2017 22:12:47 +0000
Local clock offset: 3.604 ms

Remote clock offset: -2.762 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:47:05 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 56.77 Mbit/s

95th percentile per-packet one-way delay: 24.976 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 56.77 Mbit/s

95th percentile per-packet one-way delay: 24.976 ms

Loss rate: 0.00%
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Run 2: Statistics of Copa

Start at: Mon, 26 Jun 2017 22:32:02 +0000
End at: Mon, 26 Jun 2017 22:32:32 +0000
Local clock offset: 3.123 ms

Remote clock offset: -2.405 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:47:05 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 64.27 Mbit/s

95th percentile per-packet one-way delay: 24.291 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 64.27 Mbit/s

95th percentile per-packet one-way delay: 24.291 ms

Loss rate: 0.00%
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Run 3: Statistics of Copa

Start at: Mon, 26 Jun 2017 22:51:45 +0000
End at: Mon, 26 Jun 2017 22:52:15 +0000
Local clock offset: -0.301 ms

Remote clock offset: -2.365 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:47:12 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.13 Mbit/s

95th percentile per-packet one-way delay: 20.780 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.13 Mbit/s

95th percentile per-packet one-way delay: 20.780 ms

Loss rate: 0.00%
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Run 4: Statistics of Copa

Start at: Mon, 26 Jun 2017 23:11:19 +0000
End at: Mon, 26 Jun 2017 23:11:49 +0000
Local clock offset: 3.298 ms

Remote clock offset: -1.864 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:47:27 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 65.65 Mbit/s

95th percentile per-packet one-way delay: 24.015 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 65.65 Mbit/s

95th percentile per-packet one-way delay: 24.015 ms

Loss rate: 0.00%
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Run 5: Statistics of Copa

Start at: Mon, 26 Jun 2017 23:31:05 +0000
End at: Mon, 26 Jun 2017 23:31:35 +0000
Local clock offset: 1.717 ms

Remote clock offset: -1.895 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:47:27 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 47.05 Mbit/s

95th percentile per-packet one-way delay: 22.631 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 47.05 Mbit/s

95th percentile per-packet one-way delay: 22.631 ms

Loss rate: 0.00%
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Run 6: Statistics of Copa

Start at: Mon, 26 Jun 2017 23:50:39 +0000
End at: Mon, 26 Jun 2017 23:51:09 +0000
Local clock offset: 2.5 ms

Remote clock offset: -1.936 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:47:39 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 55.37 Mbit/s

95th percentile per-packet one-way delay: 23.303 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 55.37 Mbit/s

95th percentile per-packet one-way delay: 23.303 ms

Loss rate: 0.00%
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Run 6: Report of Copa — Data Link

80 1

70 4

w s w @
=1 =] =] o
L L L L

Throughput (Mbit/s)

[
=1
!

10 4

5 10 15 20 25 30
Time (s)
—— Flow 1 ingress (mean 55.37 Mbit/s) —— Flow 1 egress (mean 55.37 Mbit/s)

55 4

w s S u
& =] o =]
L L L L

Per-packet one-way delay (ms)
w
=]

251

Time (s)

Flow 1 per-packet one-way delay (95th percentile 23.303 ms)

99




Run 7: Statistics of Copa

Start at: Tue, 27 Jun 2017 00:10:21 +0000
End at: Tue, 27 Jun 2017 00:10:51 +0000
Local clock offset: 2.514 ms

Remote clock offset: -1.885 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:47:46 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 69.39 Mbit/s

95th percentile per-packet one-way delay: 23.081 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 69.39 Mbit/s

95th percentile per-packet one-way delay: 23.081 ms

Loss rate: 0.00%
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Run 8: Statistics of Copa

Start at: Tue, 27 Jun 2017 00:30:00 +0000
End at: Tue, 27 Jun 2017 00:30:30 +0000
Local clock offset: 0.199 ms

Remote clock offset: -1.696 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:47:56 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 58.40 Mbit/s

95th percentile per-packet one-way delay: 20.651 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 58.40 Mbit/s

95th percentile per-packet one-way delay: 20.651 ms

Loss rate: 0.00%
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Run 9: Statistics of Copa

Start at: Tue, 27 Jun 2017 00:49:51 +0000
End at: Tue, 27 Jun 2017 00:50:21 +0000
Local clock offset: 1.65 ms

Remote clock offset: -1.566 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:48:04 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 61.66 Mbit/s

95th percentile per-packet one-way delay: 22.022 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 61.66 Mbit/s

95th percentile per-packet one-way delay: 22.022 ms

Loss rate: 0.00%
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Run 10: Statistics of Copa

Start at: Tue, 27 Jun 2017 01:09:23 +0000
End at: Tue, 27 Jun 2017 01:09:53 +0000
Local clock offset: 1.977 ms

Remote clock offset: -1.727 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:48:14 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 62.97 Mbit/s

95th percentile per-packet one-way delay: 22.506 ms

Loss rate: 0.01%

-- Flow 1:

Average throughput: 62.97 Mbit/s

95th percentile per-packet one-way delay: 22.506 ms

Loss rate: 0.01%
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Run 1: Statistics of TCP Cubic

Start at: Mon, 26 Jun 2017 22:13:32 +0000
End at: Mon, 26 Jun 2017 22:14:02 +0000
Local clock offset: 3.193 ms

Remote clock offset: -2.707 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:48:23 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 126.11 Mbit/s

95th percentile per-packet one-way delay: 24.829 ms

Loss rate: 0.13}

-- Flow 1:

Average throughput: 126.11 Mbit/s

95th percentile per-packet one-way delay: 24.829 ms

Loss rate: 0.13%
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Run 2: Statistics of TCP Cubic

Start at: Mon, 26 Jun 2017 22:33:18 +0000
End at: Mon, 26 Jun 2017 22:33:48 +0000
Local clock offset: 3.033 ms

Remote clock offset: -2.342 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:48:44 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 187.70 Mbit/s

95th percentile per-packet one-way delay: 24.539 ms

Loss rate: 0.11%

-- Flow 1:

Average throughput: 187.70 Mbit/s

95th percentile per-packet one-way delay: 24.539 ms

Loss rate: 0.11%
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Run 3: Statistics of TCP Cubic

Start at: Mon, 26 Jun 2017 22:52:59 +0000
End at: Mon, 26 Jun 2017 22:53:29 +0000
Local clock offset: -0.62 ms

Remote clock offset: -2.37 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:48:46 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 137.39 Mbit/s

95th percentile per-packet one-way delay: 21.025 ms

Loss rate: 0.08}

-- Flow 1:

Average throughput: 137.39 Mbit/s

95th percentile per-packet one-way delay: 21.025 ms

Loss rate: 0.08%
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Run 4: Statistics of TCP Cubic

Start at: Mon, 26 Jun 2017 23:12:34 +0000
End at: Mon, 26 Jun 2017 23:13:04 +0000
Local clock offset: 3.163 ms

Remote clock offset: -1.876 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:49:03 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 124.62 Mbit/s

95th percentile per-packet one-way delay: 24.333 ms

Loss rate: 0.08}

-- Flow 1:

Average throughput: 124.62 Mbit/s

95th percentile per-packet one-way delay: 24.333 ms

Loss rate: 0.08%
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Run 5: Statistics of TCP Cubic

Start at: Mon, 26 Jun 2017 23:32:20 +0000
End at: Mon, 26 Jun 2017 23:32:50 +0000
Local clock offset: 1.833 ms

Remote clock offset: -1.847 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:49:05 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 122.14 Mbit/s

95th percentile per-packet one-way delay: 23.244 ms

Loss rate: 0.21%

-- Flow 1:

Average throughput: 122.14 Mbit/s

95th percentile per-packet one-way delay: 23.244 ms

Loss rate: 0.21%
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Run 6: Statistics of TCP Cubic

Start at: Mon, 26 Jun 2017 23:51:54 +0000
End at: Mon, 26 Jun 2017 23:52:24 +0000
Local clock offset: 2.579 ms

Remote clock offset: -1.926 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:49:22 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 126.84 Mbit/s

95th percentile per-packet one-way delay: 23.668 ms

Loss rate: 0.10%

-- Flow 1:

Average throughput: 126.84 Mbit/s

95th percentile per-packet one-way delay: 23.668 ms

Loss rate: 0.10%
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Run 7: Statistics of TCP Cubic

Start at: Tue, 27 Jun 2017 00:11:38 +0000
End at: Tue, 27 Jun 2017 00:12:08 +0000
Local clock offset: 2.28 ms

Remote clock offset: -1.802 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:49:23 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 118.79 Mbit/s

95th percentile per-packet one-way delay: 23.312 ms

Loss rate: 0.15}

-- Flow 1:

Average throughput: 118.79 Mbit/s

95th percentile per-packet one-way delay: 23.312 ms

Loss rate: 0.15%
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Run 8: Statistics of TCP Cubic

Start at: Tue, 27 Jun 2017 00:31:15 +0000
End at: Tue, 27 Jun 2017 00:31:45 +0000
Local clock offset: 0.018 ms

Remote clock offset: -1.679 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:49:43 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 134.59 Mbit/s

95th percentile per-packet one-way delay: 21.109 ms

Loss rate: 0.19%

-- Flow 1:

Average throughput: 134.59 Mbit/s

95th percentile per-packet one-way delay: 21.109 ms

Loss rate: 0.19%
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Run 9: Statistics of TCP Cubic

Start at: Tue, 27 Jun 2017 00:51:06 +0000
End at: Tue, 27 Jun 2017 00:51:36 +0000
Local clock offset: 1.66 ms

Remote clock offset: -1.537 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:49:43 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 106.24 Mbit/s

95th percentile per-packet one-way delay: 22.618 ms

Loss rate: 0.16}

-- Flow 1:

Average throughput: 106.24 Mbit/s

95th percentile per-packet one-way delay: 22.618 ms

Loss rate: 0.16%

80



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 9: Report of TCP Cubic — Data Link

200 4

150 A

100

0 5 10 15 20

Time (s)

25

—— Flow 1 ingress (mean 106.41 Mbit/s) = —— Flow 1 egress (mean 106.24 Mbit/s)

321

28 1

26 |

i |
o4

RN VTR i

ul! ||||

!
i
I

i

bl

B
]

|
|

0 5 10 15 20
Time (s)

25

Flow 1 per-packet one-way delay (95th percentile 22.618 ms)

81




Run 10: Statistics of TCP Cubic

Start at: Tue, 27 Jun 2017 01:10:38 +0000
End at: Tue, 27 Jun 2017 01:11:08 +0000
Local clock offset: 1.935 ms

Remote clock offset: -1.758 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:49:54 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 90.73 Mbit/s

95th percentile per-packet one-way delay: 23.092 ms

Loss rate: 0.14%

-- Flow 1:

Average throughput: 90.73 Mbit/s

95th percentile per-packet one-way delay: 23.092 ms

Loss rate: 0.14%
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Run 1: Statistics of KohoCC

Start at: Mon, 26 Jun 2017 22:21:41 +0000
End at: Mon, 26 Jun 2017 22:22:11 +0000
Local clock offset: 1.681 ms

Remote clock offset: -2.439 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:49:54 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 53.89 Mbit/s

95th percentile per-packet one-way delay: 23.662 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 53.89 Mbit/s

95th percentile per-packet one-way delay: 23.662 ms

Loss rate: 0.00%
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Run 2: Statistics of KohoCC

Start at: Mon, 26 Jun 2017 22:41:24 +0000
End at: Mon, 26 Jun 2017 22:41:54 +0000
Local clock offset: 1.531 ms

Remote clock offset: -2.446 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:49:59 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 53.79 Mbit/s

95th percentile per-packet one-way delay: 23.135 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 53.79 Mbit/s

95th percentile per-packet one-way delay: 23.135 ms

Loss rate: 0.00%
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Run 2:

Report of KohoCC — Data Link
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Run 3: Statistics of KohoCC

Start at: Mon, 26 Jun 2017 23:01:13 +0000
End at: Mon, 26 Jun 2017 23:01:43 +0000
Local clock offset: 2.233 ms

Remote clock offset: -2.16 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:50:03 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 53.78 Mbit/s

95th percentile per-packet one-way delay: 23.835 ms

Loss rate: 0.01%

-- Flow 1:

Average throughput: 53.78 Mbit/s

95th percentile per-packet one-way delay: 23.835 ms

Loss rate: 0.01%
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Run 4: Statistics of KohoCC

Start at: Mon, 26 Jun 2017 23:20:51 +0000
End at: Mon, 26 Jun 2017 23:21:21 +0000
Local clock offset: 2.158 ms

Remote clock offset: -1.751 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:50:08 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 53.78 Mbit/s

95th percentile per-packet one-way delay: 23.154 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 53.78 Mbit/s

95th percentile per-packet one-way delay: 23.154 ms

Loss rate: 0.00%
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Run 4: Report of KohoCC — Data Link

60

g 8 2
(S/1aW) IndyBnoayy

10 4

Time (s)

Flow 1 ingress (mean 53.78 Mbit/s)

Flow 1 egress (mean 53.78 Mbit/s)

. IE ' ‘

25

294

8
7
6
5
4
23+

(sw) Aejap Aem-auo jaxded-1ad

Time (s)

Flow 1 per-packet one-way delay (95th percentile 23.154 ms)

91



Run 5: Statistics of KohoCC

Start at: Mon, 26 Jun 2017 23:40:29 +0000
End at: Mon, 26 Jun 2017 23:40:59 +0000
Local clock offset: 2.458 ms

Remote clock offset: -2.023 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:50:11 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 53.88 Mbit/s

95th percentile per-packet one-way delay: 23.705 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 53.88 Mbit/s

95th percentile per-packet one-way delay: 23.705 ms

Loss rate: 0.00%
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Run 6: Statistics of KohoCC

Start at: Tue, 27 Jun 2017 00:00:03 +0000
End at: Tue, 27 Jun 2017 00:00:33 +0000
Local clock offset: 2.25 ms

Remote clock offset: -2.089 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:50:17 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 53.62 Mbit/s

95th percentile per-packet one-way delay: 23.655 ms

Loss rate: 0.01%

-- Flow 1:

Average throughput: 53.62 Mbit/s

95th percentile per-packet one-way delay: 23.655 ms

Loss rate: 0.01%
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Run 7: Statistics of KohoCC

Start at: Tue, 27 Jun 2017 00:19:43 +0000
End at: Tue, 27 Jun 2017 00:20:13 +0000
Local clock offset: 1.093 ms

Remote clock offset: -1.871 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:50:20 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 53.66 Mbit/s

95th percentile per-packet one-way delay: 22.254 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 53.66 Mbit/s

95th percentile per-packet one-way delay: 22.254 ms

Loss rate: 0.00%
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Run 8: Statistics of KohoCC

Start at: Tue, 27 Jun 2017 00:39:32 +0000
End at: Tue, 27 Jun 2017 00:40:02 +0000
Local clock offset: 1.191 ms

Remote clock offset: -1.55 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:50:26 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 53.67 Mbit/s

95th percentile per-packet one-way delay: 22.377 ms

Loss rate: 0.02}

-- Flow 1:

Average throughput: 53.67 Mbit/s

95th percentile per-packet one-way delay: 22.377 ms

Loss rate: 0.02%
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Run 9: Statistics of KohoCC

Start at: Tue, 27 Jun 2017 00:59:06 +0000
End at: Tue, 27 Jun 2017 00:59:36 +0000
Local clock offset: 1.684 ms

Remote clock offset: -1.558 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:50:29 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 53.79 Mbit/s

95th percentile per-packet one-way delay: 22.552 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 53.79 Mbit/s

95th percentile per-packet one-way delay: 22.552 ms

Loss rate: 0.00%
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Run 10: Statistics of KohoCC

Start at: Tue, 27 Jun 2017 01:18:47 +0000
End at: Tue, 27 Jun 2017 01:19:17 +0000
Local clock offset: 2.884 ms

Remote clock offset: -1.59 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:50:35 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 53.83 Mbit/s

95th percentile per-packet one-way delay: 23.969 ms

Loss rate: 0.01%

-- Flow 1:

Average throughput: 53.83 Mbit/s

95th percentile per-packet one-way delay: 23.969 ms

Loss rate: 0.01%

102



Throughput (Mbit/s)

Per-packet one-way delay (ms)
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Run 1: Statistics of LEDBAT

Start at: Mon, 26 Jun 2017 22:14:48 +0000
End at: Mon, 26 Jun 2017 22:15:18 +0000
Local clock offset: 2.669 ms

Remote clock offset: -2.617 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:50:43 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 98.62 Mbit/s

95th percentile per-packet one-way delay: 24.498 ms

Loss rate: 0.20%

-- Flow 1:

Average throughput: 98.62 Mbit/s

95th percentile per-packet one-way delay: 24.498 ms

Loss rate: 0.20%
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Run 2: Statistics of LEDBAT

Start at: Mon, 26 Jun 2017 22:34:37 +0000
End at: Mon, 26 Jun 2017 22:35:07 +0000
Local clock offset: 3.001 ms

Remote clock offset: -2.313 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:50:47 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 70.71 Mbit/s

95th percentile per-packet one-way delay: 24.843 ms

Loss rate: 0.25}

-- Flow 1:

Average throughput: 70.71 Mbit/s

95th percentile per-packet one-way delay: 24.843 ms

Loss rate: 0.25%
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Run 3: Statistics of LEDBAT

Start at: Mon, 26 Jun 2017 22:54:16 +0000
End at: Mon, 26 Jun 2017 22:54:46 +0000
Local clock offset: -0.472 ms

Remote clock offset: -2.275 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:51:06 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 134.22 Mbit/s

95th percentile per-packet one-way delay: 21.273 ms

Loss rate: 0.15}

-- Flow 1:

Average throughput: 134.22 Mbit/s

95th percentile per-packet one-way delay: 21.273 ms

Loss rate: 0.15%
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Run 4: Statistics of LEDBAT

Start at: Mon, 26 Jun 2017 23:13:51 +0000
End at: Mon, 26 Jun 2017 23:14:21 +0000
Local clock offset: 3.062 ms

Remote clock offset: -1.764 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:51:06 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 103.49 Mbit/s

95th percentile per-packet one-way delay: 23.821 ms

Loss rate: 0.21%

-- Flow 1:

Average throughput: 103.49 Mbit/s

95th percentile per-packet one-way delay: 23.821 ms

Loss rate: 0.21%
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Run 5: Statistics of LEDBAT

Start at: Mon, 26 Jun 2017 23:33:35 +0000
End at: Mon, 26 Jun 2017 23:34:05 +0000
Local clock offset: 2.057 ms

Remote clock offset: -1.922 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:51:14 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.92 Mbit/s

95th percentile per-packet one-way delay: 23.359 ms

Loss rate: 0.20%

-- Flow 1:

Average throughput: 81.92 Mbit/s

95th percentile per-packet one-way delay: 23.359 ms

Loss rate: 0.20%
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Run 6: Statistics of LEDBAT

Start at: Mon, 26 Jun 2017 23:53:10 +0000
End at: Mon, 26 Jun 2017 23:53:40 +0000
Local clock offset: 2.559 ms

Remote clock offset: -1.855 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:51:20 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.18 Mbit/s

95th percentile per-packet one-way delay: 23.655 ms

Loss rate: 0.16}

-- Flow 1:

Average throughput: 96.18 Mbit/s

95th percentile per-packet one-way delay: 23.655 ms

Loss rate: 0.16%
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Run 6: Report of LEDBAT — Data Link
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Run 7: Statistics of LEDBAT

Start at: Tue, 27 Jun 2017 00:12:54 +0000
End at: Tue, 27 Jun 2017 00:13:24 +0000
Local clock offset: 2.111 ms

Remote clock offset: -1.815 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:51:30 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 111.47 Mbit/s

95th percentile per-packet one-way delay: 22.957 ms

Loss rate: 0.10%

-- Flow 1:

Average throughput: 111.47 Mbit/s

95th percentile per-packet one-way delay: 22.957 ms

Loss rate: 0.10%
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Run 8: Statistics of LEDBAT

Start at: Tue, 27 Jun 2017 00:32:32 +0000
End at: Tue, 27 Jun 2017 00:33:02 +0000
Local clock offset: -0.095 ms

Remote clock offset: -1.654 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:51:38 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 116.28 Mbit/s

95th percentile per-packet one-way delay: 20.643 ms

Loss rate: 0.12%

-- Flow 1:

Average throughput: 116.28 Mbit/s

95th percentile per-packet one-way delay: 20.643 ms

Loss rate: 0.12%
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Run 9: Statistics of LEDBAT

Start at: Tue, 27 Jun 2017 00:52:21 +0000
End at: Tue, 27 Jun 2017 00:52:51 +0000
Local clock offset: 1.581 ms

Remote clock offset: -1.527 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:51:46 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 91.42 Mbit/s

95th percentile per-packet one-way delay: 22.549 ms

Loss rate: 0.10%

-- Flow 1:

Average throughput: 91.42 Mbit/s

95th percentile per-packet one-way delay: 22.549 ms

Loss rate: 0.10%
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Run 10: Statistics of LEDBAT

Start at: Tue, 27 Jun 2017 01:11:52 +0000
End at: Tue, 27 Jun 2017 01:12:22 +0000
Local clock offset: 2.138 ms

Remote clock offset: -1.701 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:51:51 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 66.61 Mbit/s

95th percentile per-packet one-way delay: 23.503 ms

Loss rate: 0.13}

-- Flow 1:

Average throughput: 66.61 Mbit/s

95th percentile per-packet one-way delay: 23.503 ms

Loss rate: 0.13%
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Run 1: Statistics of PCC

Start at: Mon, 26 Jun 2017 22:09:31 +0000
End at: Mon, 26 Jun 2017 22:10:01 +0000
Local clock offset: 4.043 ms

Remote clock offset: -2.848 ms
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Run 2: Statistics of PCC

Start at: Mon, 26 Jun 2017 22:29:06 +0000
End at: Mon, 26 Jun 2017 22:29:36 +0000
Local clock offset: 2.95 ms

Remote clock offset: -2.297 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:53:18 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 673.90 Mbit/s

95th percentile per-packet one-way delay: 25.308 ms

Loss rate: 0.24%

-- Flow 1:

Average throughput: 673.90 Mbit/s

95th percentile per-packet one-way delay: 25.308 ms

Loss rate: 0.24%
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Run 3: Statistics of PCC

Start at: Mon, 26 Jun 2017 22:48:50 +0000
End at: Mon, 26 Jun 2017 22:49:20 +0000
Local clock offset: 0.129 ms

Remote clock offset: -2.467 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:54:22 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 701.68 Mbit/s

95th percentile per-packet one-way delay: 22.680 ms

Loss rate: 0.14%

-- Flow 1:

Average throughput: 701.68 Mbit/s

95th percentile per-packet one-way delay: 22.680 ms

Loss rate: 0.14%
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Run 4: Statistics of PCC

Start at: Mon, 26 Jun 2017 23:08:38 +0000
End at: Mon, 26 Jun 2017 23:09:08 +0000
Local clock offset: 3.356 ms

Remote clock offset: -1.919 ms
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Run 5: Statistics of PCC

Start at: Mon, 26 Jun 2017 23:28:21 +0000
End at: Mon, 26 Jun 2017 23:28:51 +0000
Local clock offset: 1.276 ms

Remote clock offset: -1.762 ms
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Run 6: Statistics of PCC

Start at: Mon, 26 Jun 2017 23:47:58 +0000
End at: Mon, 26 Jun 2017 23:48:28 +0000
Local clock offset: 2.548 ms

Remote clock offset: -1.99 ms
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Run 7: Statistics of PCC

Start at: Tue, 27 Jun 2017 00:07:29 +0000
End at: Tue, 27 Jun 2017 00:07:59 +0000
Local clock offset: 2.358 ms

Remote clock offset: -1.896 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:56:35 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 666.92 Mbit/s

95th percentile per-packet one-way delay: 24.345 ms

Loss rate: 0.02%

-- Flow 1:

Average throughput: 666.92 Mbit/s

95th percentile per-packet one-way delay: 24.345 ms

Loss rate: 0.02%
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Run 7: Report of PCC — Data Link
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Run 8: Statistics of PCC

Start at: Tue, 27 Jun 2017 00:27:03 +0000
End at: Tue, 27 Jun 2017 00:27:33 +0000
Local clock offset: 0.329 ms

Remote clock offset: -1.686 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:56:44 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 697.49 Mbit/s

95th percentile per-packet one-way delay: 22.081 ms

Loss rate: 0.07%

-- Flow 1:

Average throughput: 697.49 Mbit/s

95th percentile per-packet one-way delay: 22.081 ms

Loss rate: 0.07%
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Run 9: Statistics of PCC

Start at: Tue, 27 Jun 2017 00:46:58 +0000
End at: Tue, 27 Jun 2017 00:47:28 +0000
Local clock offset: 1.616 ms

Remote clock offset: -1.501 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:02 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 574.83 Mbit/s

95th percentile per-packet one-way delay: 22.734 ms

Loss rate: 0.20%

-- Flow 1:

Average throughput: 574.83 Mbit/s

95th percentile per-packet one-way delay: 22.734 ms

Loss rate: 0.20%
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Run 9: Report of PCC — Data Link
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Run 10: Statistics of PCC

Start at: Tue, 27 Jun 2017 01:06:32 +0000
End at: Tue, 27 Jun 2017 01:07:02 +0000
Local clock offset: 1.912 ms

Remote clock offset: -1.645 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:04 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 536.21 Mbit/s

95th percentile per-packet one-way delay: 23.404 ms

Loss rate: 0.31%

-- Flow 1:

Average throughput: 536.21 Mbit/s

95th percentile per-packet one-way delay: 23.404 ms

Loss rate: 0.31%
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Run 1: Statistics of QUIC Cubic (toy)

Start at: Mon, 26 Jun 2017 22:08:21 +0000
End at: Mon, 26 Jun 2017 22:08:51 +0000
Local clock offset: 4.115 ms

Remote clock offset: -2.794 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:05 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 13.03 Mbit/s

95th percentile per-packet one-way delay: 25.773 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 13.03 Mbit/s

95th percentile per-packet one-way delay: 25.773 ms

Loss rate: 0.00%
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Run 1: Report of QUIC Cubic (toy) — Data Link
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Run 2: Statistics of QUIC Cubic (toy)

Start at: Mon, 26 Jun 2017 22:27:55 +0000
End at: Mon, 26 Jun 2017 22:28:26 +0000
Local clock offset: 2.924 ms

Remote clock offset: -2.321 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:07 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 16.08 Mbit/s

95th percentile per-packet one-way delay: 24.173 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 16.08 Mbit/s

95th percentile per-packet one-way delay: 24.173 ms

Loss rate: 0.00%
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Run 3: Statistics of QUIC Cubic (toy)

Start at: Mon, 26 Jun 2017 22:47:39 +0000
End at: Mon, 26 Jun 2017 22:48:09 +0000
Local clock offset: 0.214 ms

Remote clock offset: -2.409 ms
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Run 4: Statistics of QUIC Cubic (toy)

Start at: Mon, 26 Jun 2017 23:07:28 +0000
End at: Mon, 26 Jun 2017 23:07:58 +0000
Local clock offset: 3.312 ms

Remote clock offset: -1.992 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:10 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 17.50 Mbit/s

95th percentile per-packet one-way delay: 24.195 ms

Loss rate: 0.01%

-- Flow 1:

Average throughput: 17.50 Mbit/s

95th percentile per-packet one-way delay: 24.195 ms

Loss rate: 0.01%
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Run 5: Statistics of QUIC Cubic (toy)

Start at: Mon, 26 Jun 2017 23:27:10 +0000
End at: Mon, 26 Jun 2017 23:27:40 +0000
Local clock offset: 1.359 ms

Remote clock offset: -1.852 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:12 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 15.12 Mbit/s

95th percentile per-packet one-way delay: 21.995 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 15.12 Mbit/s

95th percentile per-packet one-way delay: 21.995 ms

Loss rate: 0.00%
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Run 5: Report of QUIC Cubic (toy) — Data Link

804 -
70 / - i
604
50 4 / |
40 - f |

30 4 | |

Throughput (Mbit/s)

20 {

5 10 15 20 25
Time (s)

—— Flow 1 ingress (mean 15.12 Mbit/s) Flow 1 egress (mean 15.12 Mbit/s)

w w B
=1 & S
L L L

Per-packet one-way delay (ms)

N
o
L

5 f 15 20 25
Time (s)
Flow 1 per-packet one-way delay (95th percentile 21.995 ms)

153



Run 6: Statistics of QUIC Cubic (toy)

Start at: Mon, 26 Jun 2017 23:46:48 +0000
End at: Mon, 26 Jun 2017 23:47:18 +0000
Local clock offset: 2.574 ms

Remote clock offset: -2.01 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:13 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 15.06 Mbit/s

95th percentile per-packet one-way delay: 23.369 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 15.06 Mbit/s

95th percentile per-packet one-way delay: 23.369 ms

Loss rate: 0.00%
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Run 7: Statistics of QUIC Cubic (toy)

Start at: Tue, 27 Jun 2017 00:06:18 +0000
End at: Tue, 27 Jun 2017 00:06:48 +0000
Local clock offset: 1.92 ms

Remote clock offset: -1.988 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:15 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 15.24 Mbit/s

95th percentile per-packet one-way delay: 23.171 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 15.24 Mbit/s

95th percentile per-packet one-way delay: 23.171 ms

Loss rate: 0.00%
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Run 7: Report of QUIC Cubic (toy) — Data Link
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Run 8: Statistics of QUIC Cubic (toy)

Start at: Tue, 27 Jun 2017 00:25:52 +0000
End at: Tue, 27 Jun 2017 00:26:22 +0000
Local clock offset: 0.481 ms

Remote clock offset: -1.754 ms
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Run 9: Statistics of QUIC Cubic (toy)

Start at: Tue, 27 Jun 2017 00:45:48 +0000
End at: Tue, 27 Jun 2017 00:46:18 +0000
Local clock offset: 1.596 ms

Remote clock offset: -1.402 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:18 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 16.55 Mbit/s

95th percentile per-packet one-way delay: 21.858 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 16.55 Mbit/s

95th percentile per-packet one-way delay: 21.858 ms

Loss rate: 0.00%
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Run 9: Report

of QUIC Cubic (toy) — Data Link
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Run 10: Statistics of QUIC Cubic (toy)

Start at: Tue, 27 Jun 2017 01:05:21 +0000
End at: Tue, 27 Jun 2017 01:05:51 +0000
Local clock offset: 1.798 ms

Remote clock offset: -1.61 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:19 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 13.73 Mbit/s

95th percentile per-packet one-way delay: 22.319 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 13.73 Mbit/s

95th percentile per-packet one-way delay: 22.319 ms

Loss rate: 0.00%
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Run 1: Statistics of Saturator

Start at: Mon, 26 Jun 2017 22:18:48 +0000
End at: Mon, 26 Jun 2017 22:19:18 +0000
Local clock offset: 1.421 ms

Remote clock offset: -2.504 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:35 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 108.24 Mbit/s

95th percentile per-packet one-way delay: 22.897 ms

Loss rate: 0.04%

-- Flow 1:

Average throughput: 108.24 Mbit/s

95th percentile per-packet one-way delay: 22.897 ms

Loss rate: 0.04%
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Run 1: Report of Saturator — Data Link
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Run 2: Statistics of Saturator

Start at: Mon, 26 Jun 2017 22:38:27 +0000
End at: Mon, 26 Jun 2017 22:38:57 +0000
Local clock offset: 2.438 ms

Remote clock offset: -2.42 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:35 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 107.51 Mbit/s

95th percentile per-packet one-way delay: 23.958 ms

Loss rate: 0.07%

-- Flow 1:

Average throughput: 107.51 Mbit/s

95th percentile per-packet one-way delay: 23.958 ms

Loss rate: 0.07%
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Run 3: Statistics of Saturator

Start at: Mon, 26 Jun 2017 22:58:14 +0000
End at: Mon, 26 Jun 2017 22:58:44 +0000
Local clock offset: 1.281 ms

Remote clock offset: -2.246 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:52 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 107.38 Mbit/s

95th percentile per-packet one-way delay: 23.150 ms

Loss rate: 0.03}

-- Flow 1:

Average throughput: 107.38 Mbit/s

95th percentile per-packet one-way delay: 23.150 ms

Loss rate: 0.03%
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Run 4: Statistics of Saturator

Start at: Mon, 26 Jun 2017 23:17:53 +0000
End at: Mon, 26 Jun 2017 23:18:23 +0000
Local clock offset: 2.435 ms

Remote clock offset: -1.667 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:58:52 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 108.30 Mbit/s

95th percentile per-packet one-way delay: 23.292 ms

Loss rate: 0.04}

-- Flow 1:

Average throughput: 108.30 Mbit/s

95th percentile per-packet one-way delay: 23.292 ms

Loss rate: 0.04%
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Run 5: Statistics of Saturator

Start at: Mon, 26 Jun 2017 23:37:34 +0000
End at: Mon, 26 Jun 2017 23:38:04 +0000
Local clock offset: 2.328 ms

Remote clock offset: -1.983 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:59:08 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 107.80 Mbit/s

95th percentile per-packet one-way delay: 23.536 ms

Loss rate: 0.04%

-- Flow 1:

Average throughput: 107.80 Mbit/s

95th percentile per-packet one-way delay: 23.536 ms

Loss rate: 0.04%
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Run 6: Statistics of Saturator

Start at: Mon, 26 Jun 2017 23:57:12 +0000
End at: Mon, 26 Jun 2017 23:57:42 +0000
Local clock offset: 2.415 ms

Remote clock offset: -2.015 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:59:09 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 108.62 Mbit/s

95th percentile per-packet one-way delay: 23.585 ms

Loss rate: 0.03}

-- Flow 1:

Average throughput: 108.62 Mbit/s

95th percentile per-packet one-way delay: 23.585 ms

Loss rate: 0.03%
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Run 7: Statistics of Saturator

Start at: Tue, 27 Jun 2017 00:16:54 +0000
End at: Tue, 27 Jun 2017 00:17:24 +0000
Local clock offset: 1.451 ms

Remote clock offset: -1.78 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:59:24 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 107.76 Mbit/s

95th percentile per-packet one-way delay: 22.405 ms

Loss rate: 0.01%

-- Flow 1:

Average throughput: 107.76 Mbit/s

95th percentile per-packet one-way delay: 22.405 ms

Loss rate: 0.01%
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Run 8: Statistics of Saturator

Start at: Tue, 27 Jun 2017 00:36:36 +0000
End at: Tue, 27 Jun 2017 00:37:06 +0000
Local clock offset: -0.101 ms

Remote clock offset: -1.546 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:59:26 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 107.76 Mbit/s

95th percentile per-packet one-way delay: 21.075 ms

Loss rate: 0.03}

-- Flow 1:

Average throughput: 107.76 Mbit/s

95th percentile per-packet one-way delay: 21.075 ms

Loss rate: 0.03%
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Run 8: Report of Saturator — Data Link
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Run 9: Statistics of Saturator

Start at: Tue, 27 Jun 2017 00:56:15 +0000
End at: Tue, 27 Jun 2017 00:56:45 +0000
Local clock offset: 1.722 ms

Remote clock offset: -1.61 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:59:41 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 107.98 Mbit/s

95th percentile per-packet one-way delay: 22.372 ms

Loss rate: 0.04}

-- Flow 1:

Average throughput: 107.98 Mbit/s

95th percentile per-packet one-way delay: 22.372 ms

Loss rate: 0.04%
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Per-packet one-way delay (ms)

Run 9: Report of Saturator — Data Link
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Run 10: Statistics of Saturator

Start at: Tue, 27 Jun 2017 01:15:52 +0000
End at: Tue, 27 Jun 2017 01:16:22 +0000
Local clock offset: 2.62 ms

Remote clock offset: -1.66 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:59:44 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 108.00 Mbit/s

95th percentile per-packet one-way delay: 23.689 ms

Loss rate: 0.05%

-- Flow 1:

Average throughput: 108.00 Mbit/s

95th percentile per-packet one-way delay: 23.689 ms

Loss rate: 0.05%
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Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 10: Report of Saturator — Data Link
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Run 1: Statistics of SCReAM

Start at: Mon, 26 Jun 2017 22:16:04 +0000
End at: Mon, 26 Jun 2017 22:16:34 +0000
Local clock offset: 2.179 ms

Remote clock offset: -2.638 ms
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Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 1: Report of SCReAM — Data Link
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Run 2: Statistics of SCReAM

Start at: Mon, 26 Jun 2017 22:35:51 +0000
End at: Mon, 26 Jun 2017 22:36:21 +0000
Local clock offset: 2.874 ms

Remote clock offset: -2.414 ms
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Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 2: Report of SCReAM — Data Link
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Run 3: Statistics of SCReAM

Start at: Mon, 26 Jun 2017 22:55:35 +0000
End at: Mon, 26 Jun 2017 22:56:05 +0000
Local clock offset: 0.245 ms

Remote clock offset: -2.296 ms
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Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 3: Report of SCReAM — Data Link
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Run 4: Statistics of SCReAM

Start at: Mon, 26 Jun 2017 23:15:08 +0000
End at: Mon, 26 Jun 2017 23:15:38 +0000
Local clock offset: 2.906 ms

Remote clock offset: -1.742 ms
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Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 4: Report of SCReAM — Data Link
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Run 5: Statistics of SCReAM

Start at: Mon, 26 Jun 2017 23:34:51 +0000
End at: Mon, 26 Jun 2017 23:35:21 +0000
Local clock offset: 2.087 ms

Remote clock offset: -1.808 ms

# Below is generated by plot.py at Tue, 27 Jun 2017 06:59:45 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.20 Mbit/s

95th percentile per-packet one-way delay: 23.309 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.20 Mbit/s

95th percentile per-packet one-way delay: 23.309 ms

Loss rate: 0.00%

192



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 5: Report of SCReAM — Data Link
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Run 6: Statistics of SCReAM

Start at: Mon, 26 Jun 2017 23:54:27 +0000
End at: Mon, 26 Jun 2017 23:54:57 +0000
Local clock offset: 2.461 ms

Remote clock offset: -1.915 ms
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Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 6: Report of SCReAM — Data Link
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Run 7: Statistics of SCReAM

Start at: Tue, 27 Jun 2017 00:14:11 +0000
End at: Tue, 27 Jun 2017 00:14:41 +0000
Local clock offset: 1.791 ms

Remote clock offset: -1.781 ms
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Run 7: Report of SCReAM — Data Link
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Run 8: Statistics of SCReAM

Start at: Tue, 27 Jun 2017 00:33:50 +0000
End 