Pantheon Summary (Generated at Tue, 20 Jun 2017 07:19:52 +0000 with
pantheon version £1£579919e2382b18c1fb18b676e821e7efcOb62)

Repeated the test of 15 congestion control schemes once.

Each test lasted for 30 seconds running 1 flow.

Data path from Stanford ppp0O to AWS California 1 Ethernet.

NTP offset measured against time.stanford.edu.

git branch: master @ f1£579919e2382b18c1fb18b676e821e7efcOb62
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M receiver/src/buffer.h

M receiver/src/core.cpp
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M src/network/sproutconn.cc
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M tools/plot.py
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test from Stanford ppp0 to AWS California 1 Ethernet, 1 run of 30s each per scheme
mean of all runs by scheme
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test from Stanford ppp0 to AWS California 1 Ethernet, 1 run of 30s each per scheme
mean power scores of all runs by scheme
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Run 1: Statistics of TCP BBR

Start at: Tue, 20 Jun 2017 07:01:27 +0000
End at: Tue, 20 Jun 2017 07:01:57 +0000
Local clock offset: 4.666 ms

Remote clock offset: -2.675 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:39 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 8.55 Mbit/s

95th percentile per-packet one-way delay: 149.319 ms

Loss rate: 0.29}

-- Flow 1:

Average throughput: 8.55 Mbit/s

95th percentile per-packet one-way delay: 149.319 ms

Loss rate: 0.29%
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Run 1: Report of TCP BBR — Data Link
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Run 1: Statistics of CalibratedKoho

Start at: Tue, 20 Jun 2017 07:11:58 +0000
End at: Tue, 20 Jun 2017 07:12:28 +0000
Local clock offset: 4.808 ms

Remote clock offset: -2.64 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:39 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.42 Mbit/s

95th percentile per-packet one-way delay: 66.755 ms

Loss rate: 0.52}

-- Flow 1:

Average throughput: 0.42 Mbit/s

95th percentile per-packet one-way delay: 66.755 ms

Loss rate: 0.52%



Run 1: Report of CalibratedKoho — Data Link
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Run 1: Statistics of Copa

Start at: Tue, 20 Jun 2017 07:13:08 +0000
End at: Tue, 20 Jun 2017 07:13:38 +0000
Local clock offset: 4.925 ms

Remote clock offset: -2.616 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:39 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.74 Mbit/s

95th percentile per-packet one-way delay: 73.583 ms

Loss rate: 0.58}

-- Flow 1:

Average throughput: 0.74 Mbit/s

95th percentile per-packet one-way delay: 73.583 ms

Loss rate: 0.58%



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 1: Report of Copa — Data Link
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Run 1: Statistics of TCP Cubic

Start at: Tue, 20 Jun 2017 07:09:38 +0000
End at: Tue, 20 Jun 2017 07:10:08 +0000
Local clock offset: 4.789 ms

Remote clock offset: -2.715 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:40 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 10.22 Mbit/s

95th percentile per-packet one-way delay: 270.493 ms

Loss rate: 1.02%

-- Flow 1:

Average throughput: 10.22 Mbit/s

95th percentile per-packet one-way delay: 270.493 ms

Loss rate: 1.02%
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Run 1: Report of TCP Cubic — Data Link
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Run 1: Statistics of KohoCC

Start at: Tue, 20 Jun 2017 07:10:48 +0000
End at: Tue, 20 Jun 2017 07:11:18 +0000
Local clock offset: 4.864 ms

Remote clock offset: -2.616 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:40 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.40 Mbit/s

95th percentile per-packet one-way delay: 72.637 ms

Loss rate: 0.54}

-- Flow 1:

Average throughput: 0.40 Mbit/s

95th percentile per-packet one-way delay: 72.637 ms

Loss rate: 0.54%
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Run 1: Report of KohoCC — Data Link
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Run 1: Statistics of LEDBAT

Start at: Tue, 20 Jun 2017 07:14:18 +0000
End at: Tue, 20 Jun 2017 07:14:48 +0000
Local clock offset: 4.884 ms

Remote clock offset: -2.603 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:42 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 8.22 Mbit/s

95th percentile per-packet one-way delay: 123.545 ms

Loss rate: 0.44%

-- Flow 1:

Average throughput: 8.22 Mbit/s

95th percentile per-packet one-way delay: 123.545 ms

Loss rate: 0.44%
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Run 1:

Report of LEDBAT — Data Link
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Run 1: Statistics of PCC

Start at: Tue, 20 Jun 2017 07:07:18 +0000
End at: Tue, 20 Jun 2017 07:07:48 +0000
Local clock offset: 4.838 ms

Remote clock offset: -2.711 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:42 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.46 Mbit/s

95th percentile per-packet one-way delay: 37.464 ms

Loss rate: 0.19%

-- Flow 1:

Average throughput: 3.46 Mbit/s

95th percentile per-packet one-way delay: 37.464 ms

Loss rate: 0.19%
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Run 1: Report of PCC — Data Link
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Run 1: Statistics of QUIC Cubic (toy)

Start at: Tue, 20 Jun 2017 07:17:49 +0000
End at: Tue, 20 Jun 2017 07:18:19 +0000
Local clock offset: 4.76 ms

Remote clock offset: -2.498 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:43 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 8.61 Mbit/s

95th percentile per-packet one-way delay: 345.727 ms

Loss rate: 1.72%

-- Flow 1:

Average throughput: 8.61 Mbit/s

95th percentile per-packet one-way delay: 345.727 ms

Loss rate: 1.72%
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Run 1: Report of QUIC Cubic (toy) — Data Link
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Run 1: Statistics of Saturator

Start at: Tue, 20 Jun 2017 07:15:28 +0000
End at: Tue, 20 Jun 2017 07:15:58 +0000
Local clock offset: 4.73 ms

Remote clock offset: -2.497 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:44 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 7.31 Mbit/s

95th percentile per-packet one-way delay: 303.848 ms

Loss rate: 2.60%

-- Flow 1:

Average throughput: 7.31 Mbit/s

95th percentile per-packet one-way delay: 303.848 ms

Loss rate: 2.60%
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Run 1: Report of Saturator — Data Link
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Run 1: Statistics of SCReAM

Start at: Tue, 20 Jun 2017 07:16:39 +0000
End at: Tue, 20 Jun 2017 07:17:09 +0000
Local clock offset: 4.715 ms

Remote clock offset: -2.534 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:45 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.19 Mbit/s

95th percentile per-packet one-way delay: 64.518 ms

Loss rate: 0.26}

-- Flow 1:

Average throughput: 0.19 Mbit/s

95th percentile per-packet one-way delay: 64.518 ms

Loss rate: 0.26%
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Run 1: Report of SCReAM — Data Link
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Run 1: Statistics of Sprout

Start at: Tue, 20 Jun 2017 07:02:37 +0000
End at: Tue, 20 Jun 2017 07:03:07 +0000
Local clock offset: 4.654 ms

Remote clock offset: -2.682 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:46 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 6.48 Mbit/s

95th percentile per-packet one-way delay: 73.236 ms

Loss rate: 0.59%

-- Flow 1:

Average throughput: 6.48 Mbit/s

95th percentile per-packet one-way delay: 73.236 ms

Loss rate: 0.59%
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Run 1: Report of Sprout — Data Link
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Run 1: Statistics of TaoVA-100x

Start at: Tue, 20 Jun 2017 07:06:07 +0000
End at: Tue, 20 Jun 2017 07:06:37 +0000
Local clock offset: 4.704 ms

Remote clock offset: -2.722 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:48 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.20 Mbit/s

95th percentile per-packet one-way delay: 51.439 ms

Loss rate: 1.03}

-- Flow 1:

Average throughput: 4.20 Mbit/s

95th percentile per-packet one-way delay: 51.439 ms

Loss rate: 1.03%
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Run 1: Report of TaoVA-100x — Data Link
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Run 1: Statistics of TCP Vegas

Start at: Tue, 20 Jun 2017 07:03:47 +0000
End at: Tue, 20 Jun 2017 07:04:17 +0000
Local clock offset: 4.695 ms

Remote clock offset: -2.683 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:48 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.13 Mbit/s

95th percentile per-packet one-way delay: 184.839 ms

Loss rate: 0.44%

-- Flow 1:

Average throughput: 3.13 Mbit/s

95th percentile per-packet one-way delay: 184.839 ms

Loss rate: 0.44%
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Run 1: Report of TCP Vegas — Data Link
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Run 1: Statistics of Verus

Start at: Tue, 20 Jun 2017 07:04:57 +0000
End at: Tue, 20 Jun 2017 07:05:27 +0000
Local clock offset: 4.69 ms

Remote clock offset: -2.711 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:49 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 6.19 Mbit/s

95th percentile per-packet one-way delay: 150.629 ms

Loss rate: 26.52}

-- Flow 1:

Average throughput: 6.19 Mbit/s

95th percentile per-packet one-way delay: 150.629 ms

Loss rate: 26.52}
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Run 1: Report of Verus — Data Link
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Run 1: Statistics of WebRTC media

Start at: Tue, 20 Jun 2017 07:08:28 +0000
End at: Tue, 20 Jun 2017 07:08:58 +0000
Local clock offset: 4.782 ms

Remote clock offset: -2.704 ms

# Below is generated by plot.py at Tue, 20 Jun 2017 07:19:49 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 1.87 Mbit/s

95th percentile per-packet one-way delay: 62.376 ms

Loss rate: 0.38}

-- Flow 1:

Average throughput: 1.87 Mbit/s

95th percentile per-packet one-way delay: 62.376 ms

Loss rate: 0.38%
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Report of WebRTC media — Data Link
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