Pantheon Summary (Generated at Wed, 14 Jun 2017 18:01:39 40000 with
pantheon version 0502c2c57571426cde66b34b88203c82b91edebc)

Repeated the test of 15 congestion control schemes once.

Each test lasted for 30 seconds running 1 flow.

Data path from Stanford ppp0O to AWS California 1 Ethernet.

NTP offset measured against time.stanford.edu.

git branch: master @ 0502c2c57571426cde66b34b88203c82b91edebc
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M sender/src/buffer.h

M sender/src/core.cpp
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M src/examples/cellsim.cc
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M src/network/sproutconn.cc
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M src/verus.hpp

M tools/plot.py
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test from Stanford ppp0 to AWS California 1 Ethernet, run 1 of 30s each per scheme
mean of all runs by scheme
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test from Stanford ppp0 to AWS California 1 Ethernet, run 1 of 30s each per scheme
mean power scores of all runs by scheme
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Run 1: Statistics of TCP BBR

Start at: Wed, 14 Jun 2017 17:54:07 +0000
End at: Wed, 14 Jun 2017 17:54:37 +0000
Local clock offset: 2.228 ms

Remote clock offset: -1.871 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:25 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 8.61 Mbit/s

95th percentile per-packet one-way delay: 132.079 ms

Loss rate: 0.28}

-- Flow 1:

Average throughput: 8.61 Mbit/s

95th percentile per-packet one-way delay: 132.079 ms

Loss rate: 0.28%



Run 1: Report of TCP BBR — Data Link
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Run 1: Statistics of CalibratedKoho

Start at: Wed, 14 Jun 2017 17:43:34 +0000
End at: Wed, 14 Jun 2017 17:44:04 +0000
Local clock offset: 2.804 ms

Remote clock offset: -2.023 ms
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Run 1: Report of CalibratedKoho — Data Link
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Run 1: Statistics of Copa

Start at: Wed, 14 Jun 2017 17:56:27 +0000
End at: Wed, 14 Jun 2017 17:56:57 +0000
Local clock offset: 2.539 ms

Remote clock offset: -1.942 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:25 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.60 Mbit/s

95th percentile per-packet one-way delay: 69.354 ms

Loss rate: 0.20%

-- Flow 1:

Average throughput: 0.60 Mbit/s

95th percentile per-packet one-way delay: 69.354 ms

Loss rate: 0.20%
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Run 1: Statistics of TCP Cubic

Start at: Wed, 14 Jun 2017 17:45:54 +0000
End at: Wed, 14 Jun 2017 17:46:24 +0000
Local clock offset: 2.563 ms

Remote clock offset: -1.977 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:27 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 8.97 Mbit/s

95th percentile per-packet one-way delay: 329.339 ms

Loss rate: 1.08}

-- Flow 1:

Average throughput: 8.97 Mbit/s

95th percentile per-packet one-way delay: 329.339 ms

Loss rate: 1.08%
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Throughput (Mbit/s)
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Run 1: Report of TCP Cubic — Data Link
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Run 1: Statistics of KohoCC

Start at: Wed, 14 Jun 2017 17:57:37 +0000
End at: Wed, 14 Jun 2017 17:58:07 +0000
Local clock offset: 2.546 ms

Remote clock offset: -1.898 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:27 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.40 Mbit/s

95th percentile per-packet one-way delay: 71.489 ms

Loss rate: 0.72}

-- Flow 1:

Average throughput: 0.40 Mbit/s

95th percentile per-packet one-way delay: 71.489 ms

Loss rate: 0.72%
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Run 1: Report of KohoCC — Data Link
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Run 1: Statistics of LEDBAT

Start at: Wed, 14 Jun 2017 17:48:14 +0000
End at: Wed, 14 Jun 2017 17:48:44 +0000
Local clock offset: 2.328 ms

Remote clock offset: -1.987 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:27 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 8.52 Mbit/s

95th percentile per-packet one-way delay: 152.127 ms

Loss rate: 0.53}

-- Flow 1:

Average throughput: 8.52 Mbit/s

95th percentile per-packet one-way delay: 152.127 ms

Loss rate: 0.53%
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Run 1: Report of LEDBAT — Data Link
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Run 1: Statistics of PCC

Start at: Wed, 14 Jun 2017 17:58:47 +0000
End at: Wed, 14 Jun 2017 17:59:17 +0000
Local clock offset: 2.753 ms

Remote clock offset: -1.943 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:29 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.39 Mbit/s

95th percentile per-packet one-way delay: 32.616 ms

Loss rate: 0.17%

-- Flow 1:

Average throughput: 4.39 Mbit/s

95th percentile per-packet one-way delay: 32.616 ms

Loss rate: 0.17%
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Run 1: Report of PCC — Data Link
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Run 1: Statistics of QUIC Cubic (toy)

Start at: Wed, 14 Jun 2017 17:47:04 +0000
End at: Wed, 14 Jun 2017 17:47:34 +0000
Local clock offset: 2.559 ms

Remote clock offset: -1.997 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:30 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 7.95 Mbit/s

95th percentile per-packet one-way delay: 340.380 ms

Loss rate: 2.29%

-- Flow 1:

Average throughput: 7.95 Mbit/s

95th percentile per-packet one-way delay: 340.380 ms

Loss rate: 2.29%
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Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 1: Report of QUIC Cubic (toy) — Data Link
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Run 1: Statistics of Saturator

Start at: Wed, 14 Jun 2017 17:49:25 +0000
End at: Wed, 14 Jun 2017 17:49:55 +0000
Local clock offset: 2.34 ms

Remote clock offset: -1.897 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:31 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 8.16 Mbit/s

95th percentile per-packet one-way delay: 293.703 ms

Loss rate: 1.45%

-- Flow 1:

Average throughput: 8.16 Mbit/s

95th percentile per-packet one-way delay: 293.703 ms

Loss rate: 1.45%
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Run 1: Report of Saturator — Data Link
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Run 1: Statistics of SCReAM

Start at: Wed, 14 Jun 2017 17:59:58 +0000
End at: Wed, 14 Jun 2017 18:00:28 +0000
Local clock offset: 2.819 ms

Remote clock offset: -2.004 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:31 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.13 Mbit/s

95th percentile per-packet one-way delay: 77.915 ms

Loss rate: 0.07%

-- Flow 1:

Average throughput: 0.13 Mbit/s

95th percentile per-packet one-way delay: 77.915 ms

Loss rate: 0.07%
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Run 1: Statistics of Sprout

Start at: Wed, 14 Jun 2017 17:50:35 +0000
End at: Wed, 14 Jun 2017 17:51:05 +0000
Local clock offset: 2.147 ms

Remote clock offset: -1.972 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:32 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 8.54 Mbit/s

95th percentile per-packet one-way delay: 71.369 ms

Loss rate: 0.34}

-- Flow 1:

Average throughput: 8.54 Mbit/s

95th percentile per-packet one-way delay: 71.369 ms

Loss rate: 0.34%
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Run 1: Statistics of TaoVA-100x

Start at: Wed, 14 Jun 2017 17:55:17 +0000
End at: Wed, 14 Jun 2017 17:55:47 +0000
Local clock offset: 2.422 ms

Remote clock offset: -1.874 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:34 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 5.38 Mbit/s

95th percentile per-packet one-way delay: 37.394 ms

Loss rate: 0.17%

-- Flow 1:

Average throughput: 5.38 Mbit/s

95th percentile per-packet one-way delay: 37.394 ms

Loss rate: 0.17%
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Run 1: Statistics of TCP Vegas

Start at: Wed, 14 Jun 2017 17:44:44 +0000
End at: Wed, 14 Jun 2017 17:45:14 +0000
Local clock offset: 2.664 ms

Remote clock offset: -2.019 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:34 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 1.01 Mbit/s

95th percentile per-packet one-way delay: 70.349 ms

Loss rate: 0.68}

-- Flow 1:

Average throughput: 1.01 Mbit/s

95th percentile per-packet one-way delay: 70.349 ms

Loss rate: 0.68%
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Run 1: Report of TCP Vegas — Data Link
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Run 1: Statistics of Verus

Start at: Wed, 14 Jun 2017 17:52:56 +0000
End at: Wed, 14 Jun 2017 17:53:26 +0000
Local clock offset: 2.152 ms

Remote clock offset: -1.849 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:35 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 8.05 Mbit/s

95th percentile per-packet one-way delay: 127.202 ms

Loss rate: 13.05%

-- Flow 1:

Average throughput: 8.05 Mbit/s

95th percentile per-packet one-way delay: 127.202 ms

Loss rate: 13.05%
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Run 1: Statistics of WebRTC media

Start at: Wed, 14 Jun 2017 17:51:46 +0000
End at: Wed, 14 Jun 2017 17:52:16 +0000
Local clock offset: 2.062 ms

Remote clock offset: -1.913 ms

# Below is generated by plot.py at Wed, 14 Jun 2017 18:01:36 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.49 Mbit/s

95th percentile per-packet one-way delay: 73.199 ms

Loss rate: 0.36}

-- Flow 1:

Average throughput: 2.49 Mbit/s

95th percentile per-packet one-way delay: 73.199 ms

Loss rate: 0.36%
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Run 1: Report of WebRTC media — Data Link
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