Pantheon Summary (Generated at Sun, 11 Jun 2017 01:02:56 40000 with
pantheon version e44e21ab50520045378£626dc5b5e21d0473d7b8)

Repeated the test of 14 congestion control schemes once.

Each test lasted for 30 seconds running 1 flow.

Data path from Nepal Ethernet to AWS India 2 Ethernet.

NTP offset measured against nets.org.sg.

git branch: master @ e44e21ab50520045378£626dc5b5e21d0473d7b8
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M receiver/src/buffer.h
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M src/examples/cellsim.cc
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M src/network/sproutconn.cc
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M src/verus.hpp

M tools/plot.py
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test from Nepal Ethernet to AWS India 2 Ethernet, run 1 of 30s each per scheme
mean of all runs by scheme
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test from Nepal Ethernet to AWS India 2 Ethernet, run 1 of 30s each per scheme
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test from Nepal Ethernet to AWS India 2 Ethernet, run 1 of 30s each per scheme
mean power scores of all runs by scheme
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Run 1: Statistics of CalibratedKoho

Start at: Sun, 11 Jun 2017 00:58:44 +0000
End at: Sun, 11 Jun 2017 00:59:14 +0000
Local clock offset: -2.441 ms

Remote clock offset: 5.783 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:45 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 6.07 Mbit/s

95th percentile per-packet one-way delay: 102.343 ms

Loss rate: 11.26

-- Flow 1:

Average throughput: 6.07 Mbit/s

95th percentile per-packet one-way delay: 102.343 ms

Loss rate: 11.26}
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Per-packet one-way delay (ms)

Run 1: Report of CalibratedKoho — Data Link
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Run 1: Statistics of Copa

Start at: Sun, 11 Jun 2017 00:56:01 +0000
End at: Sun, 11 Jun 2017 00:56:31 +0000
Local clock offset: 1.528 ms

Remote clock offset: 5.716 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:45 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 1.71 Mbit/s

95th percentile per-packet one-way delay: 95.343 ms

Loss rate: 14.02}

-- Flow 1:

Average throughput: 1.71 Mbit/s

95th percentile per-packet one-way delay: 95.343 ms

Loss rate: 14.02}%



Run 1: Report of Copa — Data Link
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Run 1: Statistics of TCP Cubic

Start at: Sun, 11 Jun 2017 00:49:25 +0000
End at: Sun, 11 Jun 2017 00:49:55 +0000
Local clock offset: 0.308 ms

Remote clock offset: 0.751 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:45 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.69 Mbit/s

95th percentile per-packet one-way delay: 93.936 ms

Loss rate: 2.47%

-- Flow 1:

Average throughput: 2.69 Mbit/s

95th percentile per-packet one-way delay: 93.936 ms

Loss rate: 2.47%
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Run 1: Report of TCP Cubic — Data Link
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Run 1: Statistics of KohoCC

Start at: Sun, 11 Jun 2017 00:45:27 +0000
End at: Sun, 11 Jun 2017 00:45:57 +0000
Local clock offset: -1.775 ms

Remote clock offset: 6.642 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:47 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 7.92 Mbit/s

95th percentile per-packet one-way delay: 99.643 ms

Loss rate: 15.61%

-- Flow 1:

Average throughput: 7.92 Mbit/s

95th percentile per-packet one-way delay: 99.643 ms

Loss rate: 15.61%
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Run 1: Report of KohoCC — Data Link
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Run 1: Statistics of LEDBAT

Start at: Sun, 11 Jun 2017 00:46:46 +0000
End at: Sun, 11 Jun 2017 00:47:16 +0000
Local clock offset: 0.986 ms

Remote clock offset: 6.74 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:47 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 1.20 Mbit/s

95th percentile per-packet one-way delay: 91.596 ms

Loss rate: 1.81%

-- Flow 1:

Average throughput: 1.20 Mbit/s

95th percentile per-packet one-way delay: 91.596 ms

Loss rate: 1.81%
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Run 1: Report of LEDBAT — Data Link
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Run 1: Statistics of PCC

Start at: Sun, 11 Jun 2017 00:57:17 +0000
End at: Sun, 11 Jun 2017 00:57:47 +0000
Local clock offset: -0.242 ms

Remote clock offset: -0.17 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:47 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.05 Mbit/s

95th percentile per-packet one-way delay: 96.804 ms

Loss rate: 2.82%

-- Flow 1:

Average throughput: 4.05 Mbit/s

95th percentile per-packet one-way delay: 96.804 ms

Loss rate: 2.82%
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Run 1: Report of PCC — Data Link

J >y

0 5 10 15 20 25 30
Time (s)

—— Flow 1 ingress (mean 4.15 Mbit/s) = —— Flow 1 egress (mean 4.05 Mbit/s)

180

160

Time (s)

Flow 1 per-packet one-way delay (95th percentile 96.804 ms)

15



Run 1: Statistics of QUIC Cubic (toy)

Start at: Sun, 11 Jun 2017 00:48:05 +0000
End at: Sun, 11 Jun 2017 00:48:35 +0000
Local clock offset: 0.111 ms

Remote clock offset: 2.751 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:48 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.07 Mbit/s

95th percentile per-packet one-way delay: 91.399 ms

Loss rate: 1.08}

-- Flow 1:

Average throughput: 4.07 Mbit/s

95th percentile per-packet one-way delay: 91.399 ms

Loss rate: 1.08%
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Run 1: Report of QUIC Cubic (toy) — Data Link
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Run 1: Statistics of Saturator

Start at: Sun, 11 Jun 2017 01:00:04 +0000
End at: Sun, 11 Jun 2017 01:00:34 +0000
Local clock offset: 2.016 ms

Remote clock offset: 6.487 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:50 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 8.46 Mbit/s

95th percentile per-packet one-way delay: 102.018 ms

Loss rate: 43.86%

-- Flow 1:

Average throughput: 8.46 Mbit/s

95th percentile per-packet one-way delay: 102.018 ms

Loss rate: 43.86}
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Run 1: Report of Saturator — Data Link
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Run 1: Statistics of SCReAM

Start at: Sun, 11 Jun 2017 00:52:02 +0000
End at: Sun, 11 Jun 2017 00:52:32 +0000
Local clock offset: -0.471 ms

Remote clock offset: 5.051 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:50 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.15 Mbit/s

95th percentile per-packet one-way delay: 92.694 ms

Loss rate: 0.95}

-- Flow 1:

Average throughput: 0.15 Mbit/s

95th percentile per-packet one-way delay: 92.694 ms

Loss rate: 0.95%
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Run 1: Report of SCReAM — Data Link
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Run 1: Statistics of Sprout

Start at: Sun, 11 Jun 2017 00:50:49 +0000
End at: Sun, 11 Jun 2017 00:51:19 +0000
Local clock offset: 2.728 ms

Remote clock offset: 3.717 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:51 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 1.70 Mbit/s

95th percentile per-packet one-way delay: 101.732 ms

Loss rate: 6.84}

-- Flow 1:

Average throughput: 1.70 Mbit/s

95th percentile per-packet one-way delay: 101.732 ms

Loss rate: 6.84%
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Run 1: Statistics of TaoVA-100x

Start at: Sun, 11 Jun 2017 00:44:07 +0000
End at: Sun, 11 Jun 2017 00:44:37 +0000
Local clock offset: -0.151 ms

Remote clock offset: -4.81 ms
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Run 1: Report of TaoVA-100x — Data Link
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Run 1: Statistics of TCP Vegas

Start at: Sun, 11 Jun 2017 00:53:20 +0000
End at: Sun, 11 Jun 2017 00:53:50 +0000
Local clock offset: -2.187 ms

Remote clock offset: 3.408 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:52 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 1.53 Mbit/s

95th percentile per-packet one-way delay: 92.447 ms

Loss rate: 1.99%

-- Flow 1:

Average throughput: 1.53 Mbit/s

95th percentile per-packet one-way delay: 92.447 ms

Loss rate: 1.99%
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Run 1: Report of TCP Vegas — Data Link
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Run 1: Statistics of Verus

Start at: Sun, 11 Jun 2017 00:54:33 +0000
End at: Sun, 11 Jun 2017 00:55:03 +0000
Local clock offset: -0.896 ms

Remote clock offset: 4.561 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:53 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.78 Mbit/s

95th percentile per-packet one-way delay: 137.592 ms

Loss rate: 81.49j

-- Flow 1:

Average throughput: 4.78 Mbit/s

95th percentile per-packet one-way delay: 137.592 ms

Loss rate: 81.49j
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Run 1: Report of Verus — Data Link
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Run 1: Statistics of WebRTC media

Start at: Sun, 11 Jun 2017 01:01:25 +0000
End at: Sun, 11 Jun 2017 01:01:55 +0000
Local clock offset: 2.273 ms

Remote clock offset: 5.339 ms

# Below is generated by plot.py at Sun, 11 Jun 2017 01:02:53 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.64 Mbit/s

95th percentile per-packet one-way delay: 90.680 ms

Loss rate: 2.15%

-- Flow 1:

Average throughput: 3.64 Mbit/s

95th percentile per-packet one-way delay: 90.680 ms

Loss rate: 2.15%
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