Pantheon Report

Generated at 2018-02-16 06:06:25 (UTC).

Data path: AWS Brazil 2 Ethernet (local) —Colombia Ethernet (remote).

Repeated the test of 17 congestion control schemes 10 times.

Each test lasted for 30 seconds running 1 flow.

Increased UDP receive buffer to 16 MB (default) and 32 MB (max).

Tested BBR with qdisc of Fair Queuing (fq), and other schemes with the
default Linux qdisc (pfifo_fast).

NTP offsets were measured against gps.ntp.br and have been applied to
correct the timestamps in logs.

Git summary:
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M tools/plot.py
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test from AWS Brazil 2 Ethernet to Colombia Ethernet, 10 runs of 30s each per scheme

(mean of all runs by scheme)
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mean avg tput (Mbit/s)

mean 95th-%ile delay (ms)

mean loss rate (%)

scheme # runs flow 1 flow 1 flow 1
TCP BBR 10 81.67 115.31 2.04
TCP Cubic 10 62.16 98.77 0.43
LEDBAT 10 11.40 86.69 0.01

PCC 10 81.30 98.24 1.99
QUIC Cubic 9 61.99 93.52 0.26
SCReAM 10 0.22 85.73 0.01
WebRTC media 10 1.97 86.00 0.00

Sprout 10 3.45 91.92 0.00
TaoVA-100x 10 74.43 110.68 0.64
TCP Vegas 10 35.31 86.96 0.39

Verus 10 31.88 131.24 29.59

Copa 10 80.67 94.99 9.09
FillP 10 95.79 112.42 15.29
Indigo-1-32 10 92.85 92.31 0.75
Vivace-latency 10 71.19 101.19 0.10
Vivace-loss 10 88.15 113.85 2.38
Vivace-LTE 10 87.13 114.43 1.95



Run 1: Statistics of TCP BBR

Start at: 2018-02-16 01:59:35
End at: 2018-02-16 02:00:05

Local clock offset: -1.001 ms
Remote clock offset: 7.817 ms

# Below is generated by plot.py at 2018-02-16 05:45:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.34 Mbit/s

95th percentile per-packet one-way delay: 117.598 ms
Loss rate: 1.96%

-- Flow 1:

Average throughput: 81.34 Mbit/s

95th percentile per-packet one-way delay: 117.598 ms
Loss rate: 1.96%



Run 1: Report of TCP BBR — Data Link
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Run 2: Statistics of TCP BBR

Start at: 2018-02-16 02:21:34
End at: 2018-02-16 02:22:04

Local clock offset: -1.706 ms
Remote clock offset: 4.599 ms

# Below is generated by plot.py at 2018-02-16 05:45:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.87 Mbit/s

95th percentile per-packet one-way delay: 112.399 ms
Loss rate: 1.76%

-- Flow 1:

Average throughput: 82.87 Mbit/s

95th percentile per-packet one-way delay: 112.399 ms
Loss rate: 1.76%



Run 2: Report of TCP BBR — Data Link
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Run 3: Statistics of TCP BBR

Start at: 2018-02-16 02:43:32
End at: 2018-02-16 02:44:02

Local clock offset: -4.303 ms
Remote clock offset: 3.097 ms

# Below is generated by plot.py at 2018-02-16 05:45:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.24 Mbit/s

95th percentile per-packet one-way delay: 116.897 ms
Loss rate: 1.83%

-- Flow 1:

Average throughput: 82.24 Mbit/s

95th percentile per-packet one-way delay: 116.897 ms
Loss rate: 1.83%



Run 3: Report of TCP BBR — Data Link
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Run 4: Statistics of TCP BBR

Start at: 2018-02-16 03:05:41
End at: 2018-02-16 03:06:11

Local clock offset: -4.973 ms
Remote clock offset: -2.183 ms

# Below is generated by plot.py at 2018-02-16 05:45:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.48 Mbit/s

95th percentile per-packet one-way delay: 116.997 ms
Loss rate: 2.10%

-- Flow 1:

Average throughput: 82.48 Mbit/s

95th percentile per-packet one-way delay: 116.997 ms
Loss rate: 2.10%
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Run 4: Report of TCP BBR — Data Link
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Run 5: Statistics of TCP BBR

Start at: 2018-02-16 03:27:44
End at: 2018-02-16 03:28:14

Local clock offset: -4.652 ms
Remote clock offset: -4.316 ms

# Below is generated by plot.py at 2018-02-16 05:45:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.93 Mbit/s

95th percentile per-packet one-way delay: 112.474 ms
Loss rate: 1.81%

-- Flow 1:

Average throughput: 82.93 Mbit/s

95th percentile per-packet one-way delay: 112.474 ms
Loss rate: 1.81%
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Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 5: Report of TCP BBR — Data Link
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Run 6: Statistics of TCP BBR

Start at: 2018-02-16 03:49:45
End at: 2018-02-16 03:50:15

Local clock offset: -4.398 ms
Remote clock offset: 1.547 ms

# Below is generated by plot.py at 2018-02-16 05:45:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.63 Mbit/s

95th percentile per-packet one-way delay: 118.178 ms
Loss rate: 2.17%

-- Flow 1:

Average throughput: 82.63 Mbit/s

95th percentile per-packet one-way delay: 118.178 ms
Loss rate: 2.17%
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Run 6: Report of TCP BBR — Data Link
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Run 7: Statistics of TCP BBR

Start at: 2018-02-16 04:11:48
End at: 2018-02-16 04:12:18

Local clock offset: -5.149 ms
Remote clock offset: -4.967 ms

# Below is generated by plot.py at 2018-02-16 05:45:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 80.55 Mbit/s

95th percentile per-packet one-way delay: 111.833 ms
Loss rate: 2.46%

-- Flow 1:

Average throughput: 80.55 Mbit/s

95th percentile per-packet one-way delay: 111.833 ms
Loss rate: 2.46%
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Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 7: Report of TCP BBR — Data Link
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Run 8: Statistics of TCP BBR

Start at: 2018-02-16 04:33:51
End at: 2018-02-16 04:34:21

Local clock offset: -5.499 ms
Remote clock offset: 1.023 ms

# Below is generated by plot.py at 2018-02-16 05:45:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.53 Mbit/s

95th percentile per-packet one-way delay: 117.093 ms
Loss rate: 1.86%

-- Flow 1:

Average throughput: 81.53 Mbit/s

95th percentile per-packet one-way delay: 117.093 ms
Loss rate: 1.86%
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Run 8: Report of TCP BBR — Data Link
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Run 9: Statistics of TCP BBR

Start at: 2018-02-16 04:55:56
End at: 2018-02-16 04:56:26

Local clock offset: -4.177 ms
Remote clock offset: 1.034 ms

# Below is generated by plot.py at 2018-02-16 05:46:46
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.02 Mbit/s

95th percentile per-packet one-way delay: 117.686 ms
Loss rate: 2.71%

-- Flow 1:

Average throughput: 77.02 Mbit/s

95th percentile per-packet one-way delay: 117.686 ms
Loss rate: 2.71%
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Run 9: Report of TCP BBR — Data Link
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Run 10: Statistics of TCP BBR

Start at: 2018-02-16 05:18:17
End at: 2018-02-16 05:18:47

Local clock offset: -4.056 ms
Remote clock offset: -4.334 ms

# Below is generated by plot.py at 2018-02-16 05:46:52
# Datalink statistics

-- Total of 1 flow:

Average throughput: 83.16 Mbit/s

95th percentile per-packet one-way delay: 111.915 ms
Loss rate: 1.79%

-- Flow 1:

Average throughput: 83.16 Mbit/s

95th percentile per-packet one-way delay: 111.915 ms
Loss rate: 1.79%

22



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 10: Report of TCP BBR — Data Link
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Run 1: Statistics of TCP Cubic

Start at: 2018-02-16 01:49:51
End at: 2018-02-16 01:50:21

Local clock offset: 2.527 ms
Remote clock offset: 1.455 ms

# Below is generated by plot.py at 2018-02-16 05:46:52
# Datalink statistics

-- Total of 1 flow:

Average throughput: 39.33 Mbit/s

95th percentile per-packet one-way delay: 89.314 ms
Loss rate: 0.35}

-- Flow 1:

Average throughput: 39.33 Mbit/s

95th percentile per-packet one-way delay: 89.314 ms
Loss rate: 0.35%
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Run 2: Statistics of TCP Cubic

Start at: 2018-02-16 02:11:47
End at: 2018-02-16 02:12:17

Local clock offset: -0.889 ms
Remote clock offset: 3.861 ms

# Below is generated by plot.py at 2018-02-16 05:46:52
# Datalink statistics

-- Total of 1 flow:

Average throughput: 56.95 Mbit/s

95th percentile per-packet one-way delay: 103.851 ms
Loss rate: 0.77%

-- Flow 1:

Average throughput: 56.95 Mbit/s

95th percentile per-packet one-way delay: 103.851 ms
Loss rate: 0.77%
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Run 3: Statistics of TCP Cubic

Start at: 2018-02-16 02:33:47
End at: 2018-02-16 02:34:17

Local clock offset: -4.299 ms
Remote clock offset: 5.242 ms

# Below is generated by plot.py at 2018-02-16 05:46:52
# Datalink statistics

-- Total of 1 flow:

Average throughput: 55.70 Mbit/s

95th percentile per-packet one-way delay: 86.209 ms
Loss rate: 0.23%

-- Flow 1:

Average throughput: 55.70 Mbit/s

95th percentile per-packet one-way delay: 86.209 ms
Loss rate: 0.23%
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Run 4: Statistics of TCP Cubic

Start at: 2018-02-16 02:55:51
End at: 2018-02-16 02:56:21

Local clock offset: -4.429 ms
Remote clock offset: -5.433 ms

# Below is generated by plot.py at 2018-02-16 05:46:52
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.52 Mbit/s

95th percentile per-packet one-way delay: 100.519 ms
Loss rate: 0.32%

-- Flow 1:

Average throughput: 74.52 Mbit/s

95th percentile per-packet one-way delay: 100.519 ms
Loss rate: 0.32%
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Run 5: Statistics of TCP Cubic

Start at: 2018-02-16 03:17:57
End at: 2018-02-16 03:18:27
Local clock offset: -4.89 ms
Remote clock offset: -0.021 ms

# Below is generated by plot.py at 2018-02-16 05:46:52
# Datalink statistics

-- Total of 1 flow:

Average throughput: 80.23 Mbit/s

95th percentile per-packet one-way delay: 89.277 ms
Loss rate: 0.16%

-- Flow 1:

Average throughput: 80.23 Mbit/s

95th percentile per-packet one-way delay: 89.277 ms
Loss rate: 0.16%
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Run 6: Statistics of TCP Cubic

Start at: 2018-02-16 03:39:58
End at: 2018-02-16 03:40:28

Local clock offset: -4.619 ms
Remote clock offset: -5.178 ms

# Below is generated by plot.py at 2018-02-16 05:46:52
# Datalink statistics

-- Total of 1 flow:

Average throughput: 57.78 Mbit/s

95th percentile per-packet one-way delay: 100.153 ms
Loss rate: 0.52%

-- Flow 1:

Average throughput: 57.78 Mbit/s

95th percentile per-packet one-way delay: 100.153 ms
Loss rate: 0.52%
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Run 7: Statistics of TCP Cubic

Start at: 2018-02-16 04:02:01
End at: 2018-02-16 04:02:31

Local clock offset: -4.188 ms
Remote clock offset: -3.91 ms

# Below is generated by plot.py at 2018-02-16 05:47:25
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.70 Mbit/s

95th percentile per-packet one-way delay: 101.622 ms
Loss rate: 0.34%

-- Flow 1:

Average throughput: 74.70 Mbit/s

95th percentile per-packet one-way delay: 101.622 ms
Loss rate: 0.34%
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Run 8: Statistics of TCP Cubic

Start at: 2018-02-16 04:24:02
End at: 2018-02-16 04:24:32

Local clock offset: -5.408 ms
Remote clock offset: 1.793 ms

# Below is generated by plot.py at 2018-02-16 05:47:25
# Datalink statistics

-- Total of 1 flow:

Average throughput: 49.97 Mbit/s

95th percentile per-packet one-way delay: 109.757 ms
Loss rate: 0.65%

-- Flow 1:

Average throughput: 49.97 Mbit/s

95th percentile per-packet one-way delay: 109.757 ms
Loss rate: 0.65%
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Run 9: Statistics of TCP Cubic

Start at: 2018-02-16 04:46:07
End at: 2018-02-16 04:46:37

Local clock offset: -4.542 ms
Remote clock offset: -3.919 ms

# Below is generated by plot.py at 2018-02-16 05:47:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 58.03 Mbit/s

95th percentile per-packet one-way delay: 100.757 ms
Loss rate: 0.65%

-- Flow 1:

Average throughput: 58.03 Mbit/s

95th percentile per-packet one-way delay: 100.757 ms
Loss rate: 0.65%
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Run 10: Statistics of TCP Cubic

Start at: 2018-02-16 05:08:11
End at: 2018-02-16 05:08:41

Local clock offset: -3.934 ms
Remote clock offset: 1.266 ms

# Below is generated by plot.py at 2018-02-16 05:47:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.37 Mbit/s

95th percentile per-packet one-way delay: 106.238 ms
Loss rate: 0.33}

-- Flow 1:

Average throughput: 74.37 Mbit/s

95th percentile per-packet one-way delay: 106.238 ms
Loss rate: 0.33%
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Run 10: Report of TCP Cubic — Data Link
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Run 1: Statistics of LEDBAT

Start at: 2018-02-16 01:53:34
End at: 2018-02-16 01:54:04
Local clock offset: 0.515 ms
Remote clock offset: 7.336 ms

# Below is generated by plot.py at 2018-02-16 05:47:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 5.40 Mbit/s

95th percentile per-packet one-way delay: 94.076 ms
Loss rate: 0.10%

-- Flow 1:

Average throughput: 5.40 Mbit/s

95th percentile per-packet one-way delay: 94.076 ms
Loss rate: 0.10%
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Run 1: Report of LEDBAT — Data Link
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Run 2: Statistics of LEDBAT

Start at: 2018-02-16 02:15:32
End at: 2018-02-16 02:16:02

Local clock offset: -0.537 ms
Remote clock offset: 8.126 ms

# Below is generated by plot.py at 2018-02-16 05:47:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 7.01 Mbit/s

95th percentile per-packet one-way delay: 93.600 ms
Loss rate: 0.02%

-- Flow 1:

Average throughput: 7.01 Mbit/s

95th percentile per-packet one-way delay: 93.600 ms
Loss rate: 0.02%
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Run 3: Statistics of LEDBAT

Start at: 2018-02-16 02:37:30
End at: 2018-02-16 02:38:00

Local clock offset: -4.422 ms
Remote clock offset: 3.42 ms

# Below is generated by plot.py at 2018-02-16 05:47:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.77 Mbit/s

95th percentile per-packet one-way delay: 86.253 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 12.77 Mbit/s

95th percentile per-packet one-way delay: 86.253 ms
Loss rate: 0.00%
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Run 3: Report of LEDBAT — Data Link
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Run 4: Statistics of LEDBAT

Start at: 2018-02-16 02:59:38
End at: 2018-02-16 03:00:08

Local clock offset: -4.842 ms
Remote clock offset: -0.461 ms

# Below is generated by plot.py at 2018-02-16 05:47:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.85 Mbit/s

95th percentile per-packet one-way delay: 88.080 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 12.85 Mbit/s

95th percentile per-packet one-way delay: 88.080 ms
Loss rate: 0.00%
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Run 5: Statistics of LEDBAT

Start at: 2018-02-16 03:21:42
End at: 2018-02-16 03:22:12

Local clock offset: -4.777 ms
Remote clock offset: 1.244 ms

# Below is generated by plot.py at 2018-02-16 05:47:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 13.05 Mbit/s

95th percentile per-packet one-way delay: 88.322 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 13.05 Mbit/s

95th percentile per-packet one-way delay: 88.322 ms
Loss rate: 0.00%
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Run 6: Statistics of LEDBAT

Start at: 2018-02-16 03:43:43
End at: 2018-02-16 03:44:13

Local clock offset: -4.471 ms
Remote clock offset: -4.365 ms

# Below is generated by plot.py at 2018-02-16 05:47:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 11.33 Mbit/s

95th percentile per-packet one-way delay: 83.042 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 11.33 Mbit/s

95th percentile per-packet one-way delay: 83.042 ms
Loss rate: 0.00%
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Run 6: Report of LEDBAT — Data Link
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Run 7: Statistics of LEDBAT

Start at: 2018-02-16 04:05:47
End at: 2018-02-16 04:06:17

Local clock offset: -4.641 ms
Remote clock offset: 0.878 ms

# Below is generated by plot.py at 2018-02-16 05:47:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.81 Mbit/s

95th percentile per-packet one-way delay: 87.481 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 12.81 Mbit/s

95th percentile per-packet one-way delay: 87.481 ms
Loss rate: 0.00%
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Run 8: Statistics of LEDBAT

Start at: 2018-02-16 04:27:49
End at: 2018-02-16 04:28:19

Local clock offset: -5.464 ms
Remote clock offset: -4.725 ms

# Below is generated by plot.py at 2018-02-16 05:47:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.97 Mbit/s

95th percentile per-packet one-way delay: 81.907 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 12.97 Mbit/s

95th percentile per-packet one-way delay: 81.907 ms
Loss rate: 0.00%
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Run 8: Report of LEDBAT — Data Link
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Run 9: Statistics of LEDBAT

Start at: 2018-02-16 04:49:54
End at: 2018-02-16 04:50:24

Local clock offset: -4.421 ms
Remote clock offset: -4.744 ms

# Below is generated by plot.py at 2018-02-16 05:47:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 13.15 Mbit/s

95th percentile per-packet one-way delay: 81.932 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 13.15 Mbit/s

95th percentile per-packet one-way delay: 81.932 ms
Loss rate: 0.00%
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Run 9: Report of LEDBAT — Data Link

2

20

1
Time (s)

T T T T T
D 5 0 5 0
2

(S/1aW) IndyBnoayy

251

Flow 1 egress (mean 13.15 Mbit/s)

--- Flow 1 ingress (mean 13.15 Mbit/s)

30

25

20

82.2 1

T T
® ©
el ~

T
h
]
@

82.0 4

@ o«
(sw) Aejap Aem-auo 1axded-iad

81.2 1

Time (s)
« Flow 1 (95th percentile 81.93 ms)

61



Run 10: Statistics of LEDBAT

Start at: 2018-02-16 05:12:16
End at: 2018-02-16 05:12:46

Local clock offset: -4.009 ms
Remote clock offset: -4.344 ms

# Below is generated by plot.py at 2018-02-16 05:47:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.64 Mbit/s

95th percentile per-packet one-way delay: 82.170 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 12.64 Mbit/s

95th percentile per-packet one-way delay: 82.170 ms
Loss rate: 0.00%
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Run 1: Statistics of PCC

Start at: 2018-02-16 01:40:10
End at: 2018-02-16 01:40:40

Local clock offset: 5.566 ms
Remote clock offset: 4.936 ms

# Below is generated by plot.py at 2018-02-16 05:48:30
# Datalink statistics

-- Total of 1 flow:

Average throughput: 75.93 Mbit/s

95th percentile per-packet one-way delay: 109.657 ms
Loss rate: 1.69%

-- Flow 1:

Average throughput: 75.93 Mbit/s

95th percentile per-packet one-way delay: 109.657 ms
Loss rate: 1.69%
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Run 2: Statistics of PCC

Start at: 2018-02-16 02:02:05
End at: 2018-02-16 02:02:35

Local clock offset: -1.175 ms
Remote clock offset: 2.343 ms

# Below is generated by plot.py at 2018-02-16 05:48:31
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.80 Mbit/s

95th percentile per-packet one-way delay: 87.551 ms
Loss rate: 1.80%

-- Flow 1:

Average throughput: 74.80 Mbit/s

95th percentile per-packet one-way delay: 87.551 ms
Loss rate: 1.80%
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Run 3: Statistics of PCC

Start at: 2018-02-16 02:24:04
End at: 2018-02-16 02:24:34

Local clock offset: -2.768 ms
Remote clock offset: 3.917 ms

# Below is generated by plot.py at 2018-02-16 05:48:31
# Datalink statistics

-- Total of 1 flow:

Average throughput: 71.86 Mbit/s

95th percentile per-packet one-way delay: 100.929 ms
Loss rate: 1.74%

-- Flow 1:

Average throughput: 71.86 Mbit/s

95th percentile per-packet one-way delay: 100.929 ms
Loss rate: 1.74%
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Run 4: Statistics of PCC

Start at: 2018-02-16 02:46:02
End at: 2018-02-16 02:46:32

Local clock offset: -4.265 ms
Remote clock offset: 2.024 ms

# Below is generated by plot.py at 2018-02-16 05:48:35
# Datalink statistics

-- Total of 1 flow:

Average throughput: 78.58 Mbit/s

95th percentile per-packet one-way delay: 104.607 ms
Loss rate: 1.59%

-- Flow 1:

Average throughput: 78.58 Mbit/s

95th percentile per-packet one-way delay: 104.607 ms
Loss rate: 1.59%
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Run 5: Statistics of PCC

Start at: 2018-02-16 03:08:12
End at: 2018-02-16 03:08:42

Local clock offset: -4.989 ms
Remote clock offset: -1.635 ms

# Below is generated by plot.py at 2018-02-16 05:48:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.32 Mbit/s

95th percentile per-packet one-way delay: 95.058 ms
Loss rate: 1.45%

-- Flow 1:

Average throughput: 86.32 Mbit/s

95th percentile per-packet one-way delay: 95.058 ms
Loss rate: 1.45%
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Run 6: Statistics of PCC

Start at: 2018-02-16 03:30:14
End at: 2018-02-16 03:30:44

Local clock offset: -4.664 ms
Remote clock offset: -4.254 ms

# Below is generated by plot.py at 2018-02-16 05:48:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.25 Mbit/s

95th percentile per-packet one-way delay: 93.361 ms
Loss rate: 1.42%

-- Flow 1:

Average throughput: 87.25 Mbit/s

95th percentile per-packet one-way delay: 93.361 ms
Loss rate: 1.42%
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Run 7: Statistics of PCC

Start at: 2018-02-16 03:52:17
End at: 2018-02-16 03:52:47

Local clock offset: -4.267 ms
Remote clock offset: 0.89 ms

# Below is generated by plot.py at 2018-02-16 05:48:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.77 Mbit/s

95th percentile per-packet one-way delay: 96.647 ms
Loss rate: 1.45%

-- Flow 1:

Average throughput: 86.77 Mbit/s

95th percentile per-packet one-way delay: 96.647 ms
Loss rate: 1.45%
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Run 8: Statistics of PCC

Start at: 2018-02-16 04:14:17
End at: 2018-02-16 04:14:48

Local clock offset: -5.191 ms
Remote clock offset: -4.914 ms

# Below is generated by plot.py at 2018-02-16 05:48:58
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.54 Mbit/s

95th percentile per-packet one-way delay: 89.478 ms
Loss rate: 1.40%

-- Flow 1:

Average throughput: 87.54 Mbit/s

95th percentile per-packet one-way delay: 89.478 ms
Loss rate: 1.40%
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Run 9: Statistics of PCC

Start at: 2018-02-16 04:36:22
End at: 2018-02-16 04:36:52

Local clock offset: -5.32 ms
Remote clock offset: 1.026 ms

# Below is generated by plot.py at 2018-02-16 05:49:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.09 Mbit/s

95th percentile per-packet one-way delay: 98.550 ms
Loss rate: 1.43%

-- Flow 1:

Average throughput: 87.09 Mbit/s

95th percentile per-packet one-way delay: 98.550 ms
Loss rate: 1.43%

80



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 9: Report of PCC — Data Link

160

140 -

120 A

100

80

60

40

204

0 5 10 15 20 25 30
Time (s)

--- Flow 1 ingress (mean 88.36 Mbit/s) =~ —— Flow 1 egress (mean 87.09 Mbit/s)

115§
110 A
105 -

100 +

l y
| N,
I Iw
e A A

« Flow 1 (95th percentile 98.55 ms)

81



Run 10: Statistics of PCC

Start at: 2018-02-16 04:58:26
End at: 2018-02-16 04:58:57

Local clock offset: -4.119 ms
Remote clock offset: -4.525 ms

# Below is generated by plot.py at 2018-02-16 05:49:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 76.89 Mbit/s

95th percentile per-packet one-way delay: 106.556 ms
Loss rate: 5.94%

-- Flow 1:

Average throughput: 76.89 Mbit/s

95th percentile per-packet one-way delay: 106.556 ms
Loss rate: 5.94%
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Run 1: Statistics of QUIC Cubic

Start at: 2018-02-16 01:45:02
End at: 2018-02-16 01:45:32

Local clock offset: 7.109 ms
Remote clock offset: 1.746 ms
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Run 2: Statistics of QUIC Cubic

Start at: 2018-02-16 02:06:54
End at: 2018-02-16 02:07:24
Local clock offset: -1.202 ms
Remote clock offset: 8.41 ms

# Below is generated by plot.py at 2018-02-16 05:49:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 53.15 Mbit/s

95th percentile per-packet one-way delay: 95.767 ms
Loss rate: 0.21%

-- Flow 1:

Average throughput: 53.15 Mbit/s

95th percentile per-packet one-way delay: 95.767 ms
Loss rate: 0.21%
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Run 2: Report of QUIC Cubic — Data Link
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Run 3: Statistics of QUIC Cubic

Start at: 2018-02-16 02:28:53
End at: 2018-02-16 02:29:23

Local clock offset: -3.825 ms
Remote clock offset: 9.816 ms

# Below is generated by plot.py at 2018-02-16 05:49:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 56.80 Mbit/s

95th percentile per-packet one-way delay: 96.121 ms
Loss rate: 0.38}

-- Flow 1:

Average throughput: 56.80 Mbit/s

95th percentile per-packet one-way delay: 96.121 ms
Loss rate: 0.38%
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Run 4: Statistics of QUIC Cubic

Start at: 2018-02-16 02:50:57
End at: 2018-02-16 02:51:27

Local clock offset: -4.052 ms
Remote clock offset: -4.4 ms

# Below is generated by plot.py at 2018-02-16 05:49:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 59.64 Mbit/s

95th percentile per-packet one-way delay: 88.076 ms
Loss rate: 0.29%

-- Flow 1:

Average throughput: 59.64 Mbit/s

95th percentile per-packet one-way delay: 88.076 ms
Loss rate: 0.29%
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Run 4: Report of QUIC Cubic — Data Link
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Run 5: Statistics of QUIC Cubic

Start at: 2018-02-16 03:13:02
End at: 2018-02-16 03:13:32

Local clock offset: -4.954 ms
Remote clock offset: -1.704 ms

# Below is generated by plot.py at 2018-02-16 05:49:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 55.29 Mbit/s

95th percentile per-packet one-way delay: 95.985 ms
Loss rate: 0.54%

-- Flow 1:

Average throughput: 55.29 Mbit/s

95th percentile per-packet one-way delay: 95.985 ms
Loss rate: 0.54%
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Run 5: Report of QUIC Cubic — Data Link

25

15

Time (s)

100

80 4
0
0
201
0

(s/qmn) Indybnoayy

Flow 1 egress (mean 55.29 Mbit/s)

Flow 1 ingress (mean 55.59 Mbit/s)

|
L

|

|
mhnhMuMuh

Time (s)
« Flow 1 (95th percentile 95.98 ms)

[E====N

J S—

.

ey Py POt

i

T T TIPS ST Rew ypren

30

90
y

T T T T T T
n =) n = n n
= — o =} a ©
= =) E =]

(sw) Aejap Aem-auo 1a32ed-1a4

93



Run 6: Statistics of QUIC Cubic

Start at: 2018-02-16 03:35:03
End at: 2018-02-16 03:35:33

Local clock offset: -4.615 ms
Remote clock offset: 0.682 ms

# Below is generated by plot.py at 2018-02-16 05:49:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 64.82 Mbit/s

95th percentile per-packet one-way delay: 108.606 ms
Loss rate: 0.28%

-- Flow 1:

Average throughput: 64.82 Mbit/s

95th percentile per-packet one-way delay: 108.606 ms
Loss rate: 0.28%
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Run 6: Report of QUIC Cubic — Data Link
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Run 7: Statistics of QUIC Cubic

Start at: 2018-02-16 03:57:07
End at: 2018-02-16 03:57:37

Local clock offset: -4.117 ms
Remote clock offset: 0.974 ms

# Below is generated by plot.py at 2018-02-16 05:50:21
# Datalink statistics

-- Total of 1 flow:

Average throughput: 68.79 Mbit/s

95th percentile per-packet one-way delay: 90.406 ms
Loss rate: 0.13%

-- Flow 1:

Average throughput: 68.79 Mbit/s

95th percentile per-packet one-way delay: 90.406 ms
Loss rate: 0.13%
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Run 8: Statistics of QUIC Cubic

Start at: 2018-02-16 04:19:07
End at: 2018-02-16 04:19:37

Local clock offset: -5.319 ms
Remote clock offset: -4.068 ms

# Below is generated by plot.py at 2018-02-16 05:50:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 68.57 Mbit/s

95th percentile per-packet one-way delay: 87.606 ms
Loss rate: 0.12%

-- Flow 1:

Average throughput: 68.57 Mbit/s

95th percentile per-packet one-way delay: 87.606 ms
Loss rate: 0.12%
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Run 9: Statistics of QUIC Cubic

Start at: 2018-02-16 04:41:11
End at: 2018-02-16 04:41:41

Local clock offset: -4.866 ms
Remote clock offset: -3.814 ms

# Below is generated by plot.py at 2018-02-16 05:50:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 68.32 Mbit/s

95th percentile per-packet one-way delay: 84.515 ms
Loss rate: 0.22%

-- Flow 1:

Average throughput: 68.32 Mbit/s

95th percentile per-packet one-way delay: 84.515 ms
Loss rate: 0.22%
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Run 10: Statistics of QUIC Cubic

Start at: 2018-02-16 05:03:16
End at: 2018-02-16 05:03:46

Local clock offset: -4.096 ms
Remote clock offset: 1.276 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 62.49 Mbit/s

95th percentile per-packet one-way delay: 94.557 ms
Loss rate: 0.18%

-- Flow 1:

Average throughput: 62.49 Mbit/s

95th percentile per-packet one-way delay: 94.557 ms
Loss rate: 0.18%
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Run 10: Report of QUIC Cubic — Data Link
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Run 1: Statistics of SCReAM

Start at: 2018-02-16 01:54:44
End at: 2018-02-16 01:55:14
Local clock offset: 0.041 ms
Remote clock offset: 6.68 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 89.981 ms
Loss rate: 0.13%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 89.981 ms
Loss rate: 0.13%
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Run 1: Report of SCReAM — Data Link
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Run 2: Statistics of SCReAM

Start at: 2018-02-16 02:16:42
End at: 2018-02-16 02:17:12
Local clock offset: -0.4 ms
Remote clock offset: 9.0 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 91.528 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 91.528 ms
Loss rate: 0.00%
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Run 3: Statistics of SCReAM

Start at: 2018-02-16 02:38:41
End at: 2018-02-16 02:39:11

Local clock offset: -4.427 ms
Remote clock offset: 1.559 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 83.523 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 83.523 ms
Loss rate: 0.00%

108



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 3: Report of SCReAM — Data Link

0.25

0.20

0.15 4

0.10 4

0.05

0 5 10 15 20 25
Time (s)

--- Flow 1 ingress (mean 0.22 Mbit/s)

—— Flow 1 egress (mean 0.22 Mbit/s)

90 1

0
-3
|

@
o
L

@
=
L

B ]

« Flow 1 (95th percentile 83.52 ms)

109




Run 4: Statistics of SCReAM

Start at: 2018-02-16 03:00:49
End at: 2018-02-16 03:01:19
Local clock offset: -4.9 ms
Remote clock offset: -0.615 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 87.194 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 87.194 ms
Loss rate: 0.00%
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Run 5: Statistics of SCReAM

Start at: 2018-02-16 03:22:53
End at: 2018-02-16 03:23:23

Local clock offset: -4.743 ms
Remote clock offset: -0.412 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 86.297 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 86.297 ms
Loss rate: 0.00%
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Run 6: Statistics of SCReAM

Start at: 2018-02-16 03:44:53
End at: 2018-02-16 03:45:23

Local clock offset: -4.495 ms
Remote clock offset: -4.269 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 82.283 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 82.283 ms
Loss rate: 0.00%
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Run 7: Statistics of SCReAM

Start at: 2018-02-16 04:06:57
End at: 2018-02-16 04:07:27
Local clock offset: -4.767 ms
Remote clock offset: 0.9 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 87.290 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 87.290 ms
Loss rate: 0.00%
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Run 8: Statistics of SCReAM

Start at: 2018-02-16 04:28:59
End at: 2018-02-16 04:29:29

Local clock offset: -5.481 ms
Remote clock offset: 0.124 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 86.198 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 86.198 ms
Loss rate: 0.00%
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Run 9: Statistics of SCReAM

Start at: 2018-02-16 04:51:05
End at: 2018-02-16 04:51:35

Local clock offset: -4.412 ms
Remote clock offset: -4.813 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 81.657 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 81.657 ms
Loss rate: 0.00%
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Run 10: Statistics of SCReAM

Start at: 2018-02-16 05:13:26
End at: 2018-02-16 05:13:56

Local clock offset: -4.005 ms
Remote clock offset: -4.364 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 81.335 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 81.335 ms
Loss rate: 0.00%
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Run 1: Statistics of WebRTC media

Start at: 2018-02-16 01:55:54
End at: 2018-02-16 01:56:24

Local clock offset: -0.356 ms
Remote clock offset: 2.714 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.04 Mbit/s

95th percentile per-packet one-way delay: 85.856 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.04 Mbit/s

95th percentile per-packet one-way delay: 85.856 ms
Loss rate: 0.00%

124



25

20
Flow 1 egress (mean 2.04 Mbit/s)

15
Time (s)

--- Flow 1 ingress (mean 2.04 Mbit/s)

Report of WebRTC media — Data Link

30

25

20

Time (s)
125

15

b esmaa .

Run 1
3.0 1
2.5+
0.5 1
0.0

92 4

(

« Flow 1 (95th percentile 85.86 ms)

10

82

@
sw) Aejap Aem-au



Run 2: Statistics of WebRTC media

Start at: 2018-02-16 02:17:52
End at: 2018-02-16 02:18:22

Local clock offset: -0.325 ms
Remote clock offset: 9.068 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.19 Mbit/s

95th percentile per-packet one-way delay: 93.460 ms
Loss rate: 0.03}

-- Flow 1:

Average throughput: 2.19 Mbit/s

95th percentile per-packet one-way delay: 93.460 ms
Loss rate: 0.03%

126



L el T

25

20

15

Run 2: Report of WebRTC media — Data Link

3.5 1
3.0 1
0.5+
0.0+

Time (s)

Flow 1 egress (mean 2.19 Mbit/s)

--- Flow 1 ingress (mean 2.19 Mbit/s)

i

e
-

AR,

88

(sw) Aejap Aem-auo jaxded-1ad

30

25

20

15

10

Time (s)
« Flow 1 (95th percentile 93.46 ms)

127



Run 3: Statistics of WebRTC media

Start at: 2018-02-16 02:39:50
End at: 2018-02-16 02:40:20

Local clock offset: -4.353 ms
Remote clock offset: 6.379 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 1.77 Mbit/s

95th percentile per-packet one-way delay: 88.579 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 1.77 Mbit/s

95th percentile per-packet one-way delay: 88.579 ms
Loss rate: 0.00%
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Run 4: Statistics of WebRTC media

Start at: 2018-02-16 03:01:58
End at: 2018-02-16 03:02:28

Local clock offset: -4.918 ms
Remote clock offset: -6.46 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 1.97 Mbit/s

95th percentile per-packet one-way delay: 83.102 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 1.97 Mbit/s

95th percentile per-packet one-way delay: 83.102 ms
Loss rate: 0.00%
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Run 5: Statistics of WebRTC media

Start at: 2018-02-16 03:24:02
End at: 2018-02-16 03:24:32

Local clock offset: -4.724 ms
Remote clock offset: -5.224 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.02 Mbit/s

95th percentile per-packet one-way delay: 82.332 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.02 Mbit/s

95th percentile per-packet one-way delay: 82.332 ms
Loss rate: 0.00%
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Run 6: Statistics of WebRTC media

Start at: 2018-02-16 03:46:03
End at: 2018-02-16 03:46:33

Local clock offset: -4.415 ms
Remote clock offset: -0.192 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.02 Mbit/s

95th percentile per-packet one-way delay: 86.764 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.02 Mbit/s

95th percentile per-packet one-way delay: 86.764 ms
Loss rate: 0.00%
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Run 7: Statistics of WebRTC media

Start at: 2018-02-16 04:08:06
End at: 2018-02-16 04:08:36

Local clock offset: -4.918 ms
Remote clock offset: 0.838 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.07 Mbit/s

95th percentile per-packet one-way delay: 87.741 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.07 Mbit/s

95th percentile per-packet one-way delay: 87.741 ms
Loss rate: 0.00%
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Run 8: Statistics of WebRTC media

Start at: 2018-02-16 04:30:08
End at: 2018-02-16 04:30:38

Local clock offset: -5.529 ms
Remote clock offset: -4.662 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.05 Mbit/s

95th percentile per-packet one-way delay: 81.753 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.05 Mbit/s

95th percentile per-packet one-way delay: 81.753 ms
Loss rate: 0.00%
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Run 9: Statistics of WebRTC media

Start at: 2018-02-16 04:52:14
End at: 2018-02-16 04:52:44

Local clock offset: -4.279 ms
Remote clock offset: -4.712 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 1.94 Mbit/s

95th percentile per-packet one-way delay: 82.597 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 1.94 Mbit/s

95th percentile per-packet one-way delay: 82.597 ms
Loss rate: 0.00%
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Run 10: Statistics of WebRTC media

Start at: 2018-02-16 05:14:36
End at: 2018-02-16 05:15:06

Local clock offset: -4.032 ms
Remote clock offset: 2.101 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 1.58 Mbit/s

95th percentile per-packet one-way delay: 87.830 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 1.58 Mbit/s

95th percentile per-packet one-way delay: 87.830 ms
Loss rate: 0.00%
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Run 1: Statistics of Sprout

Start at: 2018-02-16 01:43:52
End at: 2018-02-16 01:44:22

Local clock offset: 7.675 ms
Remote clock offset: 6.431 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.91 Mbit/s

95th percentile per-packet one-way delay: 94.563 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.91 Mbit/s

95th percentile per-packet one-way delay: 94.563 ms
Loss rate: 0.00%
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Run 2: Statistics of Sprout

Start at: 2018-02-16 02:05:44
End at: 2018-02-16 02:06:14

Local clock offset: -1.256 ms
Remote clock offset: 8.249 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.94 Mbit/s

95th percentile per-packet one-way delay: 95.119 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.94 Mbit/s

95th percentile per-packet one-way delay: 95.119 ms
Loss rate: 0.00%
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Run 3: Statistics of Sprout

Start at: 2018-02-16 02:27:43
End at: 2018-02-16 02:28:13

Local clock offset: -3.552 ms
Remote clock offset: 4.859 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.57 Mbit/s

95th percentile per-packet one-way delay: 88.920 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 3.57 Mbit/s

95th percentile per-packet one-way delay: 88.920 ms
Loss rate: 0.00%
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Run 4: Statistics of Sprout

Start at: 2018-02-16 02:49:47
End at: 2018-02-16 02:50:17
Local clock offset: -4.16 ms
Remote clock offset: -3.209 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.05 Mbit/s

95th percentile per-packet one-way delay: 89.300 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 4.05 Mbit/s

95th percentile per-packet one-way delay: 89.300 ms
Loss rate: 0.00%
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Run 5: Statistics of Sprout

Start at: 2018-02-16 03:11:51
End at: 2018-02-16 03:12:21

Local clock offset: -4.975 ms
Remote clock offset: -1.122 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.47 Mbit/s

95th percentile per-packet one-way delay: 93.722 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 3.47 Mbit/s

95th percentile per-packet one-way delay: 93.722 ms
Loss rate: 0.00%
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Run 6: Statistics of Sprout

Start at: 2018-02-16 03:33:53
End at: 2018-02-16 03:34:23

Local clock offset: -4.717 ms
Remote clock offset: 1.429 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.70 Mbit/s

95th percentile per-packet one-way delay: 94.369 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 3.70 Mbit/s

95th percentile per-packet one-way delay: 94.369 ms
Loss rate: 0.00%
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Run 7: Statistics of Sprout

Start at: 2018-02-16 03:55:57
End at: 2018-02-16 03:56:27

Local clock offset: -4.167 ms
Remote clock offset: 1.774 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.36 Mbit/s

95th percentile per-packet one-way delay: 93.788 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 3.36 Mbit/s

95th percentile per-packet one-way delay: 93.788 ms
Loss rate: 0.00%
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Run 8: Statistics of Sprout

Start at: 2018-02-16 04:17:57
End at: 2018-02-16 04:18:27

Local clock offset: -5.312 ms
Remote clock offset: 0.676 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.69 Mbit/s

95th percentile per-packet one-way delay: 93.508 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 3.69 Mbit/s

95th percentile per-packet one-way delay: 93.508 ms
Loss rate: 0.00%
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Run 9: Statistics of Sprout

Start at: 2018-02-16 04:40:01
End at: 2018-02-16 04:40:31

Local clock offset: -5.039 ms
Remote clock offset: -3.853 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.99 Mbit/s

95th percentile per-packet one-way delay: 87.709 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.99 Mbit/s

95th percentile per-packet one-way delay: 87.709 ms
Loss rate: 0.00%
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Run 9: Report of Sprout — Data Link
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Run 10: Statistics of Sprout

Start at: 2018-02-16 05:02:06
End at: 2018-02-16 05:02:36

Local clock offset: -4.064 ms
Remote clock offset: -3.665 ms

# Below is generated by plot.py at 2018-02-16 05:50:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.82 Mbit/s

95th percentile per-packet one-way delay: 88.235 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 3.82 Mbit/s

95th percentile per-packet one-way delay: 88.235 ms
Loss rate: 0.00%
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Run 1: Statistics of TaoVA-100x

Start at: 2018-02-16 01:57:03
End at: 2018-02-16 01:57:33

Local clock offset: -0.53 ms
Remote clock offset: 7.672 ms

# Below is generated by plot.py at 2018-02-16 05:52:18
# Datalink statistics

-- Total of 1 flow:

Average throughput: 75.21 Mbit/s

95th percentile per-packet one-way delay: 113.112 ms
Loss rate: 0.45%

-- Flow 1:

Average throughput: 75.21 Mbit/s

95th percentile per-packet one-way delay: 113.112 ms
Loss rate: 0.45%
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Run 1: Report of TaoVA-100x — Data Link
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Run 2: Statistics of TaoVA-100x

Start at: 2018-02-16 02:19:01
End at: 2018-02-16 02:19:31

Local clock offset: -0.524 ms
Remote clock offset: 3.547 ms

# Below is generated by plot.py at 2018-02-16 05:52:18
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.05 Mbit/s

95th percentile per-packet one-way delay: 106.777 ms
Loss rate: 0.53}

-- Flow 1:

Average throughput: 74.05 Mbit/s

95th percentile per-packet one-way delay: 106.777 ms
Loss rate: 0.53%
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Run 2: Report of TaoVA-100x — Data Link
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Run 3: Statistics of TaoVA-100x

Start at: 2018-02-16 02:41:00
End at: 2018-02-16 02:41:30

Local clock offset: -4.365 ms
Remote clock offset: 0.516 ms

# Below is generated by plot.py at 2018-02-16 05:52:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.78 Mbit/s

95th percentile per-packet one-way delay: 108.895 ms
Loss rate: 0.52%

-- Flow 1:

Average throughput: 74.78 Mbit/s

95th percentile per-packet one-way delay: 108.895 ms
Loss rate: 0.52%
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Run 4: Statistics of TaoVA-100x

Start at: 2018-02-16 03:03:08
End at: 2018-02-16 03:03:38

Local clock offset: -4.944 ms
Remote clock offset: -6.731 ms

# Below is generated by plot.py at 2018-02-16 05:52:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.41 Mbit/s

95th percentile per-packet one-way delay: 107.777 ms
Loss rate: 0.62%

-- Flow 1:

Average throughput: 74.41 Mbit/s

95th percentile per-packet one-way delay: 107.777 ms
Loss rate: 0.62%
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Run 4: Report of TaoVA-100x — Data Link
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Run 5: Statistics of TaoVA-100x

Start at: 2018-02-16 03:25:12
End at: 2018-02-16 03:25:42

Local clock offset: -4.689 ms
Remote clock offset: -4.264 ms

# Below is generated by plot.py at 2018-02-16 05:52:26
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.11 Mbit/s

95th percentile per-packet one-way delay: 109.066 ms
Loss rate: 0.70%

-- Flow 1:

Average throughput: 74.11 Mbit/s

95th percentile per-packet one-way delay: 109.066 ms
Loss rate: 0.70%

172



Run 5: Report of TaoVA-100x — Data Link
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Run 6: Statistics of TaoVA-100x

Start at: 2018-02-16 03:47:12
End at: 2018-02-16 03:47:42

Local clock offset: -4.384 ms
Remote clock offset: 1.442 ms

# Below is generated by plot.py at 2018-02-16 05:52:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.60 Mbit/s

95th percentile per-packet one-way delay: 114.662 ms
Loss rate: 0.66}

-- Flow 1:

Average throughput: 74.60 Mbit/s

95th percentile per-packet one-way delay: 114.662 ms
Loss rate: 0.66%
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Run 6: Report of TaoVA-100x — Data Link
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Run 7: Statistics of TaoVA-100x

Start at: 2018-02-16 04:09:16
End at: 2018-02-16 04:09:46

Local clock offset: -4.959 ms
Remote clock offset: -4.019 ms

# Below is generated by plot.py at 2018-02-16 05:52:46
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.05 Mbit/s

95th percentile per-packet one-way delay: 109.311 ms
Loss rate: 0.73}

-- Flow 1:

Average throughput: 74.05 Mbit/s

95th percentile per-packet one-way delay: 109.311 ms
Loss rate: 0.73%
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Run 7: Report of TaoVA-100x — Data Link
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Run 8: Statistics of TaoVA-100x

Start at: 2018-02-16 04:31:18
End at: 2018-02-16 04:31:48

Local clock offset: -5.501 ms
Remote clock offset: 0.985 ms

# Below is generated by plot.py at 2018-02-16 05:52:50
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.92 Mbit/s

95th percentile per-packet one-way delay: 113.409 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 74.92 Mbit/s

95th percentile per-packet one-way delay: 113.409 ms
Loss rate: 0.60%
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Run 8: Report of TaoVA-100x — Data Link
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Run 9: Statistics of TaoVA-100x

Start at: 2018-02-16 04:53:24
End at: 2018-02-16 04:53:54

Local clock offset: -4.254 ms
Remote clock offset: -4.721 ms

# Below is generated by plot.py at 2018-02-16 05:54:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 75.67 Mbit/s

95th percentile per-packet one-way delay: 107.354 ms
Loss rate: 0.64%

-- Flow 1:

Average throughput: 75.67 Mbit/s

95th percentile per-packet one-way delay: 107.354 ms
Loss rate: 0.64%
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Run 9: Report of TaoVA-100x — Data Link
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Run 10: Statistics of TaoVA-100x

Start at: 2018-02-16 05:15:45
End at: 2018-02-16 05:16:15

Local clock offset: -4.036 ms
Remote clock offset: 2.119 ms

# Below is generated by plot.py at 2018-02-16 05:54:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 72.54 Mbit/s

95th percentile per-packet one-way delay: 116.413 ms
Loss rate: 0.93}

-- Flow 1:

Average throughput: 72.54 Mbit/s

95th percentile per-packet one-way delay: 116.413 ms
Loss rate: 0.93%
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Run 10: Report of TaoVA-100x — Data Link
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Run 1: Statistics of TCP Vegas

Start at: 2018-02-16 01:47:25
End at: 2018-02-16 01:47:55

Local clock offset: 4.399 ms
Remote clock offset: 7.614 ms

# Below is generated by plot.py at 2018-02-16 05:54:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 13.57 Mbit/s

95th percentile per-packet one-way delay: 96.623 ms
Loss rate: 0.86}

-- Flow 1:

Average throughput: 13.57 Mbit/s

95th percentile per-packet one-way delay: 96.623 ms
Loss rate: 0.86%
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Run 2: Statistics of TCP Vegas

Start at: 2018-02-16 02:09:21
End at: 2018-02-16 02:09:51

Local clock offset: -1.102 ms
Remote clock offset: 7.75 ms

# Below is generated by plot.py at 2018-02-16 05:54:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 27.65 Mbit/s

95th percentile per-packet one-way delay: 90.298 ms
Loss rate: 0.02%

-- Flow 1:

Average throughput: 27.65 Mbit/s

95th percentile per-packet one-way delay: 90.298 ms
Loss rate: 0.02%
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Run 3: Statistics of TCP Vegas

Start at: 2018-02-16 02:31:20
End at: 2018-02-16 02:31:50

Local clock offset: -4.045 ms
Remote clock offset: 4.308 ms

# Below is generated by plot.py at 2018-02-16 05:54:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 31.94 Mbit/s

95th percentile per-packet one-way delay: 86.383 ms
Loss rate: 0.50%

-- Flow 1:

Average throughput: 31.94 Mbit/s

95th percentile per-packet one-way delay: 86.383 ms
Loss rate: 0.50%
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Run 3: Report of TCP Vegas — Data Link
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Run 4: Statistics of TCP Vegas

Start at: 2018-02-16 02:53:24
End at: 2018-02-16 02:53:54

Local clock offset: -4.066 ms
Remote clock offset: -0.192 ms

# Below is generated by plot.py at 2018-02-16 05:54:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 33.84 Mbit/s

95th percentile per-packet one-way delay: 89.474 ms
Loss rate: 0.39}

-- Flow 1:

Average throughput: 33.84 Mbit/s

95th percentile per-packet one-way delay: 89.474 ms
Loss rate: 0.39%
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Run 4: Report of TCP Vegas — Data Link
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Run 5: Statistics of TCP Vegas

Start at: 2018-02-16 03:15:29
End at: 2018-02-16 03:15:59

Local clock offset: -4.935 ms
Remote clock offset: -1.185 ms

# Below is generated by plot.py at 2018-02-16 05:54:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 45.14 Mbit/s

95th percentile per-packet one-way delay: 87.279 ms
Loss rate: 0.27%

-- Flow 1:

Average throughput: 45.14 Mbit/s

95th percentile per-packet one-way delay: 87.279 ms
Loss rate: 0.27%
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Run 5: Report of TCP Vegas — Data Link
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Run 6: Statistics of TCP Vegas

Start at: 2018-02-16 03:37:30
End at: 2018-02-16 03:38:00

Local clock offset: -4.656 ms
Remote clock offset: -4.267 ms

# Below is generated by plot.py at 2018-02-16 05:54:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 45.60 Mbit/s

95th percentile per-packet one-way delay: 82.872 ms
Loss rate: 0.27%

-- Flow 1:

Average throughput: 45.60 Mbit/s

95th percentile per-packet one-way delay: 82.872 ms
Loss rate: 0.27%
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Run 7: Statistics of TCP Vegas

Start at: 2018-02-16 03:59:34
End at: 2018-02-16 04:00:04

Local clock offset: -4.085 ms
Remote clock offset: -3.94 ms

# Below is generated by plot.py at 2018-02-16 05:54:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 25.60 Mbit/s

95th percentile per-packet one-way delay: 83.195 ms
Loss rate: 0.71%

-- Flow 1:

Average throughput: 25.60 Mbit/s

95th percentile per-packet one-way delay: 83.195 ms
Loss rate: 0.71%
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Run 8: Statistics of TCP Vegas

Start at: 2018-02-16 04:21:35
End at: 2018-02-16 04:22:05

Local clock offset: -5.402 ms
Remote clock offset: -4.055 ms

# Below is generated by plot.py at 2018-02-16 05:54:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 41.40 Mbit/s

95th percentile per-packet one-way delay: 82.652 ms
Loss rate: 0.30%

-- Flow 1:

Average throughput: 41.40 Mbit/s

95th percentile per-packet one-way delay: 82.652 ms
Loss rate: 0.30%
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Run 9: Statistics of TCP Vegas

Start at: 2018-02-16 04:43:39
End at: 2018-02-16 04:44:09

Local clock offset: -4.689 ms
Remote clock offset: 0.916 ms

# Below is generated by plot.py at 2018-02-16 05:54:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 43.26 Mbit/s

95th percentile per-packet one-way delay: 87.557 ms
Loss rate: 0.28%

-- Flow 1:

Average throughput: 43.26 Mbit/s

95th percentile per-packet one-way delay: 87.557 ms
Loss rate: 0.28%
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Run 10: Statistics of TCP Vegas

Start at: 2018-02-16 05:05:43
End at: 2018-02-16 05:06:13

Local clock offset: -4.077 ms
Remote clock offset: -3.5 ms

# Below is generated by plot.py at 2018-02-16 05:54:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 45.08 Mbit/s

95th percentile per-packet one-way delay: 83.231 ms
Loss rate: 0.26%

-- Flow 1:

Average throughput: 45.08 Mbit/s

95th percentile per-packet one-way delay: 83.231 ms
Loss rate: 0.26%
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Run 1: Statistics of Verus

Start at: 2018-02-16 01:41:23
End at: 2018-02-16 01:41:53
Local clock offset: 6.15 ms
Remote clock offset: 1.187 ms

# Below is generated by plot.py at 2018-02-16 05:54:46
# Datalink statistics

-- Total of 1 flow:

Average throughput: 39.52 Mbit/s

95th percentile per-packet one-way delay: 197.265 ms
Loss rate: 84.72}

-- Flow 1:

Average throughput: 39.52 Mbit/s

95th percentile per-packet one-way delay: 197.265 ms
Loss rate: 84.72}
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Run 2: Statistics of Verus

Start at: 2018-02-16 02:03:17
End at: 2018-02-16 02:03:47

Local clock offset: -1.241 ms
Remote clock offset: 7.307 ms

# Below is generated by plot.py at 2018-02-16 05:54:46
# Datalink statistics

-- Total of 1 flow:

Average throughput: 36.25 Mbit/s

95th percentile per-packet one-way delay: 119.977 ms
Loss rate: 31.00%

-- Flow 1:

Average throughput: 36.25 Mbit/s

95th percentile per-packet one-way delay: 119.977 ms
Loss rate: 31.00%
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Run 2: Report of Verus — Data Link
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Run 3: Statistics of Verus

Start at: 2018-02-16 02:25:17
End at: 2018-02-16 02:25:47

Local clock offset: -3.032 ms
Remote clock offset: 4.741 ms

# Below is generated by plot.py at 2018-02-16 05:54:46
# Datalink statistics

-- Total of 1 flow:

Average throughput: 32.25 Mbit/s

95th percentile per-packet one-way delay: 113.928 ms
Loss rate: 33.89%

-- Flow 1:

Average throughput: 32.25 Mbit/s

95th percentile per-packet one-way delay: 113.928 ms
Loss rate: 33.89%
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Run 3: Report of Verus — Data Link
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Run 4: Statistics of Verus

Start at: 2018-02-16 02:47:15
End at: 2018-02-16 02:47:45
Local clock offset: -4.25 ms
Remote clock offset: -3.276 ms

# Below is generated by plot.py at 2018-02-16 05:55:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 46.82 Mbit/s

95th percentile per-packet one-way delay: 190.950 ms
Loss rate: 88.12}

-- Flow 1:

Average throughput: 46.82 Mbit/s

95th percentile per-packet one-way delay: 190.950 ms
Loss rate: 88.12}
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Run 4: Report of Verus — Data Link
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Run 5: Statistics of Verus

Start at: 2018-02-16 03:09:25
End at: 2018-02-16 03:09:55

Local clock offset: -5.021 ms
Remote clock offset: -1.782 ms

# Below is generated by plot.py at 2018-02-16 05:55:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 27.30 Mbit/s

95th percentile per-packet one-way delay: 117.717 ms
Loss rate: 9.72%

-- Flow 1:

Average throughput: 27.30 Mbit/s

95th percentile per-packet one-way delay: 117.717 ms
Loss rate: 9.72%
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Run 6: Statistics of Verus

Start at: 2018-02-16 03:31:27
End at: 2018-02-16 03:31:57

Local clock offset: -4.664 ms
Remote clock offset: -4.198 ms

# Below is generated by plot.py at 2018-02-16 05:55:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 26.68 Mbit/s

95th percentile per-packet one-way delay: 112.601 ms
Loss rate: 9.69%

-- Flow 1:

Average throughput: 26.68 Mbit/s

95th percentile per-packet one-way delay: 112.601 ms
Loss rate: 9.69%
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Run 6: Report of Verus — Data Link
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Run 7: Statistics of Verus

Start at: 2018-02-16 03:53:30
End at: 2018-02-16 03:54:00

Local clock offset: -4.224 ms
Remote clock offset: 1.655 ms

# Below is generated by plot.py at 2018-02-16 05:55:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 26.88 Mbit/s

95th percentile per-packet one-way delay: 118.447 ms
Loss rate: 9.53}

-- Flow 1:

Average throughput: 26.88 Mbit/s

95th percentile per-packet one-way delay: 118.447 ms
Loss rate: 9.53%
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Run 7: Report of Verus — Data Link
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Run 8: Statistics of Verus

Start at: 2018-02-16 04:15:31
End at: 2018-02-16 04:16:01

Local clock offset: -5.227 ms
Remote clock offset: -4.081 ms

# Below is generated by plot.py at 2018-02-16 05:55:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 30.02 Mbit/s

95th percentile per-packet one-way delay: 112.307 ms
Loss rate: 9.66

-- Flow 1:

Average throughput: 30.02 Mbit/s

95th percentile per-packet one-way delay: 112.307 ms
Loss rate: 9.66%
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Run 9: Statistics of Verus

Start at: 2018-02-16 04:37:35
End at: 2018-02-16 04:38:05

Local clock offset: -5.192 ms
Remote clock offset: 0.956 ms

# Below is generated by plot.py at 2018-02-16 05:55:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 26.65 Mbit/s

95th percentile per-packet one-way delay: 117.754 ms
Loss rate: 9.82%

-- Flow 1:

Average throughput: 26.65 Mbit/s

95th percentile per-packet one-way delay: 117.754 ms
Loss rate: 9.82%
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Run 9: Report of Verus — Data Link
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Run 10: Statistics of Verus

Start at: 2018-02-16 04:59:40
End at: 2018-02-16 05:00:10

Local clock offset: -4.076 ms
Remote clock offset: -4.522 ms

# Below is generated by plot.py at 2018-02-16 05:55:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 26.46 Mbit/s

95th percentile per-packet one-way delay: 111.501 ms
Loss rate: 9.78}

-- Flow 1:

Average throughput: 26.46 Mbit/s

95th percentile per-packet one-way delay: 111.501 ms
Loss rate: 9.78%
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Run 1: Statistics of Copa

Start at: 2018-02-16 01:51:03
End at: 2018-02-16 01:51:33

Local clock offset: 1.642 ms
Remote clock offset: 7.982 ms

# Below is generated by plot.py at 2018-02-16 05:56:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.38 Mbit/s

95th percentile per-packet one-way delay: 92.232 ms
Loss rate: 0.02%

-- Flow 1:

Average throughput: 74.38 Mbit/s

95th percentile per-packet one-way delay: 92.232 ms
Loss rate: 0.02%
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Run 1: Report of Copa — Data Link

25

T T T T T
=] =] =] =] I
© A F A ~

(s/aw) Indybnoay

80
70 1

10 1
4]

Time (s)

Flow 1 egress (mean 74.38 Mbit/s)

--- Flow 1 ingress (mean 74.39 Mbit/s)

25

98

T T T T T
=) 3 o =) ©

a
(sw) Aejap Aem-auo jaxded-1ad

Time (s)
« Flow 1 (95th percentile 92.23 ms)

225



Run 2: Statistics of Copa

Start at: 2018-02-16 02:13:00
End at: 2018-02-16 02:13:30

Local clock offset: -0.785 ms
Remote clock offset: 3.906 ms

# Below is generated by plot.py at 2018-02-16 05:56:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 69.75 Mbit/s

95th percentile per-packet one-way delay: 84.985 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 69.75 Mbit/s

95th percentile per-packet one-way delay: 84.985 ms
Loss rate: 0.00%
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Run 3: Statistics of Copa

Start at: 2018-02-16 02:35:00
End at: 2018-02-16 02:35:30

Local clock offset: -4.292 ms
Remote clock offset: 4.562 ms

# Below is generated by plot.py at 2018-02-16 05:56:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 53.48 Mbit/s

95th percentile per-packet one-way delay: 84.941 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 53.48 Mbit/s

95th percentile per-packet one-way delay: 84.941 ms
Loss rate: 0.00%
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Run 4: Statistics of Copa

Start at: 2018-02-16 02:57:04
End at: 2018-02-16 02:57:35

Local clock offset: -4.629 ms
Remote clock offset: -0.041 ms

# Below is generated by plot.py at 2018-02-16 05:56:35
# Datalink statistics

-- Total of 1 flow:

Average throughput: 84.10 Mbit/s

95th percentile per-packet one-way delay: 87.621 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 84.10 Mbit/s

95th percentile per-packet one-way delay: 87.621 ms
Loss rate: 0.00%
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Run 4: Report of Copa — Data Link
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Run 5: Statistics of Copa

Start at: 2018-02-16 03:19:10
End at: 2018-02-16 03:19:40
Local clock offset: -4.84 ms
Remote clock offset: -4.752 ms

# Below is generated by plot.py at 2018-02-16 05:56:35
# Datalink statistics

-- Total of 1 flow:

Average throughput: 80.87 Mbit/s

95th percentile per-packet one-way delay: 85.306 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 80.87 Mbit/s

95th percentile per-packet one-way delay: 85.306 ms
Loss rate: 0.00%
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Run 6: Statistics of Copa

Start at: 2018-02-16 03:41:10
End at: 2018-02-16 03:41:40

Local clock offset: -4.528 ms
Remote clock offset: 1.39 ms

# Below is generated by plot.py at 2018-02-16 05:56:46
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.33 Mbit/s

95th percentile per-packet one-way delay: 99.378 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 88.33 Mbit/s

95th percentile per-packet one-way delay: 99.378 ms
Loss rate: 0.00%
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Run 7: Statistics of Copa

Start at: 2018-02-16 04:03:14
End at: 2018-02-16 04:03:44

Local clock offset: -4.388 ms
Remote clock offset: 0.094 ms

# Below is generated by plot.py at 2018-02-16 05:56:53
# Datalink statistics

-- Total of 1 flow:

Average throughput: 84.40 Mbit/s

95th percentile per-packet one-way delay: 106.099 ms
Loss rate: 0.03}

-- Flow 1:

Average throughput: 84.40 Mbit/s

95th percentile per-packet one-way delay: 106.099 ms
Loss rate: 0.03%
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Run 8: Statistics of Copa

Start at: 2018-02-16 04:25:15
End at: 2018-02-16 04:25:45

Local clock offset: -5.433 ms
Remote clock offset: 0.128 ms

# Below is generated by plot.py at 2018-02-16 05:57:59
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.55 Mbit/s

95th percentile per-packet one-way delay: 96.465 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.55 Mbit/s

95th percentile per-packet one-way delay: 96.465 ms
Loss rate: 0.00%
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Run 9: Statistics of Copa

Start at: 2018-02-16 04:47:20
End at: 2018-02-16 04:47:50

Local clock offset: -4.466 ms
Remote clock offset: 0.924 ms

# Below is generated by plot.py at 2018-02-16 05:58:06
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.04 Mbit/s

95th percentile per-packet one-way delay: 93.901 ms
Loss rate: 0.02%

-- Flow 1:

Average throughput: 89.04 Mbit/s

95th percentile per-packet one-way delay: 93.901 ms
Loss rate: 0.02%
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Run 10: Statistics of Copa

Start at: 2018-02-16 05:09:24
End at: 2018-02-16 05:09:54

Local clock offset: -3.922 ms
Remote clock offset: 2.117 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.79 Mbit/s

95th percentile per-packet one-way delay: 119.014 ms
Loss rate: 90.85%

-- Flow 1:

Average throughput: 92.79 Mbit/s

95th percentile per-packet one-way delay: 119.014 ms
Loss rate: 90.85%
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Run 10: Report of Copa — Data Link
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Run 1: Statistics of FillP

Start at: 2018-02-16 01:46:11
End at: 2018-02-16 01:46:41

Local clock offset: 5.746 ms
Remote clock offset: 1.106 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.78 Mbit/s

95th percentile per-packet one-way delay: 115.546 ms
Loss rate: 15.58}

-- Flow 1:

Average throughput: 95.78 Mbit/s

95th percentile per-packet one-way delay: 115.546 ms
Loss rate: 15.58}
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Run 1: Report of FillP — Data Link
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Run 2: Statistics of FillP

Start at: 2018-02-16 02:08:07
End at: 2018-02-16 02:08:37

Local clock offset: -1.157 ms
Remote clock offset: 3.659 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.73 Mbit/s

95th percentile per-packet one-way delay: 113.716 ms
Loss rate: 15.43}

-- Flow 1:

Average throughput: 95.73 Mbit/s

95th percentile per-packet one-way delay: 113.716 ms
Loss rate: 15.43}
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Run 2: Report of FillP — Data Link
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Run 3: Statistics of FillP

Start at: 2018-02-16 02:30:06
End at: 2018-02-16 02:30:36

Local clock offset: -3.903 ms
Remote clock offset: 4.203 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.84 Mbit/s

95th percentile per-packet one-way delay: 113.180 ms
Loss rate: 15.57}

-- Flow 1:

Average throughput: 95.84 Mbit/s

95th percentile per-packet one-way delay: 113.180 ms
Loss rate: 15.57%
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Run 3: Report of FillP — Data Link
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Run 4: Statistics of FillP

Start at: 2018-02-16 02:52:10
End at: 2018-02-16 02:52:40

Local clock offset: -3.985 ms
Remote clock offset: -3.873 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.80 Mbit/s

95th percentile per-packet one-way delay: 111.636 ms
Loss rate: 15.14J

-- Flow 1:

Average throughput: 95.80 Mbit/s

95th percentile per-packet one-way delay: 111.636 ms
Loss rate: 15.14}
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Run 5: Statistics of FillP

Start at: 2018-02-16 03:14:14
End at: 2018-02-16 03:14:44

Local clock offset: -4.938 ms
Remote clock offset: -6.252 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.82 Mbit/s

95th percentile per-packet one-way delay: 109.862 ms
Loss rate: 15.24J

-- Flow 1:

Average throughput: 95.82 Mbit/s

95th percentile per-packet one-way delay: 109.862 ms
Loss rate: 15.24j
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Run 5: Report of FillP — Data Link
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Run 6: Statistics of FillP

Start at: 2018-02-16 03:36:16
End at: 2018-02-16 03:36:46

Local clock offset: -4.624 ms
Remote clock offset: -5.094 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.76 Mbit/s

95th percentile per-packet one-way delay: 110.475 ms
Loss rate: 15.18}

-- Flow 1:

Average throughput: 95.76 Mbit/s

95th percentile per-packet one-way delay: 110.475 ms
Loss rate: 15.18}
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Run 7: Statistics of FillP

Start at: 2018-02-16 03:58:20
End at: 2018-02-16 03:58:50

Local clock offset: -4.128 ms
Remote clock offset: 0.878 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.84 Mbit/s

95th percentile per-packet one-way delay: 115.316 ms
Loss rate: 15.09%

-- Flow 1:

Average throughput: 95.84 Mbit/s

95th percentile per-packet one-way delay: 115.316 ms
Loss rate: 15.09%
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Run 8: Statistics of FillP

Start at: 2018-02-16 04:20:21
End at: 2018-02-16 04:20:51

Local clock offset: -5.362 ms
Remote clock offset: -0.009 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.81 Mbit/s

95th percentile per-packet one-way delay: 114.198 ms
Loss rate: 15.32}

-- Flow 1:

Average throughput: 95.81 Mbit/s

95th percentile per-packet one-way delay: 114.198 ms
Loss rate: 15.32}
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Run 9: Statistics of FillP

Start at: 2018-02-16 04:42:25
End at: 2018-02-16 04:42:55

Local clock offset: -4.746 ms
Remote clock offset: -4.661 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.80 Mbit/s

95th percentile per-packet one-way delay: 109.966 ms
Loss rate: 15.23}

-- Flow 1:

Average throughput: 95.80 Mbit/s

95th percentile per-packet one-way delay: 109.966 ms
Loss rate: 15.23}

260



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 9: Report of FillP — Data Link

500 §

400
300 4

200 4

100
oA |

0 5 10 15 20 25 30
Time (s)

--- Flow 1 ingress (mean 113.11 Mbit/s) = —— Flow 1 egress (mean 95.80 Mbit/s)

130

120 1

110

100

90

801

0 5 10 15 20 25 30
Time (s)

« Flow 1 (95th percentile 109.97 ms)

261



Run 10: Statistics of FillP

Start at: 2018-02-16 05:04:29
End at: 2018-02-16 05:04:59

Local clock offset: -4.012 ms
Remote clock offset: -3.653 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.77 Mbit/s

95th percentile per-packet one-way delay: 110.352 ms
Loss rate: 15.09%

-- Flow 1:

Average throughput: 95.77 Mbit/s

95th percentile per-packet one-way delay: 110.352 ms
Loss rate: 15.09%
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Run 10: Report of FillP — Data Link
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Run 1: Statistics of Indigo-1-32

Start at: 2018-02-16 02:00:49
End at: 2018-02-16 02:01:19

Local clock offset: -1.197 ms
Remote clock offset: 7.866 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.02 Mbit/s

95th percentile per-packet one-way delay: 94.649 ms
Loss rate: 0.69%

-- Flow 1:

Average throughput: 92.02 Mbit/s

95th percentile per-packet one-way delay: 94.649 ms
Loss rate: 0.69%
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Run 2: Statistics of Indigo-1-32

Start at: 2018-02-16 02:22:48
End at: 2018-02-16 02:23:18

Local clock offset: -2.225 ms
Remote clock offset: 8.621 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.60 Mbit/s

95th percentile per-packet one-way delay: 92.799 ms
Loss rate: 0.59%

-- Flow 1:

Average throughput: 92.60 Mbit/s

95th percentile per-packet one-way delay: 92.799 ms
Loss rate: 0.59%
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Run 2: Report of Indigo-1-32 — Data Link
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Run 3: Statistics of Indigo-1-32

Start at: 2018-02-16 02:44:46
End at: 2018-02-16 02:45:16

Local clock offset: -4.277 ms
Remote clock offset: 3.419 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.36 Mbit/s

95th percentile per-packet one-way delay: 99.691 ms
Loss rate: 0.96}

-- Flow 1:

Average throughput: 93.36 Mbit/s

95th percentile per-packet one-way delay: 99.691 ms
Loss rate: 0.96%
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Run 3: Report of Indigo-1-32 — Data Link
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Run 4: Statistics of Indigo-1-32

Start at: 2018-02-16 03:06:55
End at: 2018-02-16 03:07:25

Local clock offset: -4.971 ms
Remote clock offset: -7.242 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.98 Mbit/s

95th percentile per-packet one-way delay: 87.887 ms
Loss rate: 0.66}

-- Flow 1:

Average throughput: 92.98 Mbit/s

95th percentile per-packet one-way delay: 87.887 ms
Loss rate: 0.66%
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Run 5: Statistics of Indigo-1-32

Start at: 2018-02-16 03:28:58
End at: 2018-02-16 03:29:28
Local clock offset: -4.67 ms
Remote clock offset: 1.453 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.04 Mbit/s

95th percentile per-packet one-way delay: 93.278 ms
Loss rate: 0.68}

-- Flow 1:

Average throughput: 93.04 Mbit/s

95th percentile per-packet one-way delay: 93.278 ms
Loss rate: 0.68%
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Run 5: Report of Indigo-1-32 — Data Link
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Run 6: Statistics of Indigo-1-32

Start at: 2018-02-16 03:50:59
End at: 2018-02-16 03:51:29

Local clock offset: -4.302 ms
Remote clock offset: -4.783 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.01 Mbit/s

95th percentile per-packet one-way delay: 85.571 ms
Loss rate: 0.66}

-- Flow 1:

Average throughput: 93.01 Mbit/s

95th percentile per-packet one-way delay: 85.571 ms
Loss rate: 0.66%
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Run 6: Report of Indigo-1-32 — Data Link
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Run 7: Statistics of Indigo-1-32

Start at: 2018-02-16 04:13:02
End at: 2018-02-16 04:13:32

Local clock offset: -5.209 ms
Remote clock offset: -4.843 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.93 Mbit/s

95th percentile per-packet one-way delay: 85.348 ms
Loss rate: 0.65%

-- Flow 1:

Average throughput: 92.93 Mbit/s

95th percentile per-packet one-way delay: 85.348 ms
Loss rate: 0.65%
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Run 7: Report of Indigo-1-32 — Data Link
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Run 8: Statistics of Indigo-1-32

Start at: 2018-02-16 04:35:05
End at: 2018-02-16 04:35:35

Local clock offset: -5.503 ms
Remote clock offset: -3.849 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.11 Mbit/s

95th percentile per-packet one-way delay: 96.422 ms
Loss rate: 1.37%

-- Flow 1:

Average throughput: 92.11 Mbit/s

95th percentile per-packet one-way delay: 96.422 ms
Loss rate: 1.37%
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Run 8: Report of Indigo-1-32 — Data Link
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Run 9: Statistics of Indigo-1-32

Start at: 2018-02-16 04:57:10
End at: 2018-02-16 04:57:40

Local clock offset: -4.163 ms
Remote clock offset: 0.275 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.36 Mbit/s

95th percentile per-packet one-way delay: 93.906 ms
Loss rate: 0.54%

-- Flow 1:

Average throughput: 93.36 Mbit/s

95th percentile per-packet one-way delay: 93.906 ms
Loss rate: 0.54%
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9: Report of Indigo-1-32 — Data Link

e —

Run

,,,,,,,,

5555555
1111111
=] =} a =1

gggggggggggggggggg

281



Run 10: Statistics of Indigo-1-32

Start at: 2018-02-16 05:19:31
End at: 2018-02-16 05:20:01

Local clock offset: -4.026 ms
Remote clock offset: 1.309 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.12 Mbit/s

95th percentile per-packet one-way delay: 93.535 ms
Loss rate: 0.66}

-- Flow 1:

Average throughput: 93.12 Mbit/s

95th percentile per-packet one-way delay: 93.535 ms
Loss rate: 0.66%

282



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 10: Report of Indigo-1-32 — Data Link

100

80

60

40

20

115 A

110 7

105 -

100 +

95 4

90+ 1

0 5 10 15 20 25 20
Time (s)
--- Flow 1 ingress (mean 93.75 Mbit/s) —— Flow 1 egress (mean 93.12 Mbit/s)

5 10 15 20 25 30
Time (s)
« Flow 1 (95th percentile 93.53 ms)

283



Run 1: Statistics of Vivace-latency

Start at: 2018-02-16 01:42:38
End at: 2018-02-16 01:43:08
Local clock offset: 7.063 ms
Remote clock offset: 0.532 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 58.96 Mbit/s

95th percentile per-packet one-way delay: 87.650 ms
Loss rate: 0.03}

-- Flow 1:

Average throughput: 58.96 Mbit/s

95th percentile per-packet one-way delay: 87.650 ms
Loss rate: 0.03%
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Run 2: Statistics of Vivace-latency

Start at: 2018-02-16 02:04:30
End at: 2018-02-16 02:05:00

Local clock offset: -1.31 ms
Remote clock offset: 7.354 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 71.54 Mbit/s

95th percentile per-packet one-way delay: 94.594 ms
Loss rate: 0.07%

-- Flow 1:

Average throughput: 71.54 Mbit/s

95th percentile per-packet one-way delay: 94.594 ms
Loss rate: 0.07%

286



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 2: Report

of Vivace-latency — Data Link

100 A

80+

-}
=}
L

s
=]
L

20

5 10 15 20

Time (s)

25 30

Flow 1 ingress (mean 71.59 Mbit/s) = —— Flow 1 egress (mean 71.54 Mbit/s)

115 A

-

=]

o
\

r-)
v
\

90

85

M‘III.

L

-
-

5

10 15 20
Time (s)

« Flow 1 (95th percentile 94.59 ms)

287

sl sk LV

25 30



Run 3: Statistics of Vivace-latency

Start at: 2018-02-16 02:26:30
End at: 2018-02-16 02:27:00

Local clock offset: -3.401 ms
Remote clock offset: 4.835 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.23 Mbit/s

95th percentile per-packet one-way delay: 86.254 ms
Loss rate: 0.05%

-- Flow 1:

Average throughput: 50.23 Mbit/s

95th percentile per-packet one-way delay: 86.254 ms
Loss rate: 0.05%
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Run 3: Report of Vivace-latency — Data Link
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Run 4: Statistics of Vivace-latency

Start at: 2018-02-16 02:48:32
End at: 2018-02-16 02:49:02

Local clock offset: -4.217 ms
Remote clock offset: 1.896 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 71.75 Mbit/s

95th percentile per-packet one-way delay: 115.976 ms
Loss rate: 0.30%

-- Flow 1:

Average throughput: 71.75 Mbit/s

95th percentile per-packet one-way delay: 115.976 ms
Loss rate: 0.30%
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Run 5: Statistics of Vivace-latency

Start at: 2018-02-16 03:10:36
End at: 2018-02-16 03:11:06

Local clock offset: -5.006 ms
Remote clock offset: -1.503 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 73.89 Mbit/s

95th percentile per-packet one-way delay: 90.509 ms
Loss rate: 0.04%

-- Flow 1:

Average throughput: 73.89 Mbit/s

95th percentile per-packet one-way delay: 90.509 ms
Loss rate: 0.04%
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Run 6: Statistics of Vivace-latency

Start at: 2018-02-16 03:32:38
End at: 2018-02-16 03:33:08
Local clock offset: -4.651 ms
Remote clock offset: 1.47 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.43 Mbit/s

95th percentile per-packet one-way delay: 110.171 ms
Loss rate: 0.12%

-- Flow 1:

Average throughput: 77.43 Mbit/s

95th percentile per-packet one-way delay: 110.171 ms
Loss rate: 0.12%
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Run 7: Statistics of Vivace-latency

Start at: 2018-02-16 03:54:42
End at: 2018-02-16 03:55:12

Local clock offset: -4.279 ms
Remote clock offset: 0.869 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 76.82 Mbit/s

95th percentile per-packet one-way delay: 110.696 ms
Loss rate: 0.13%

-- Flow 1:

Average throughput: 76.82 Mbit/s

95th percentile per-packet one-way delay: 110.696 ms
Loss rate: 0.13%
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Run 8: Statistics of Vivace-latency

Start at: 2018-02-16 04:16:42
End at: 2018-02-16 04:17:12

Local clock offset: -5.263 ms
Remote clock offset: -4.145 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 76.79 Mbit/s

95th percentile per-packet one-way delay: 109.948 ms
Loss rate: 0.10%

-- Flow 1:

Average throughput: 76.79 Mbit/s

95th percentile per-packet one-way delay: 109.948 ms
Loss rate: 0.10%
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Run 9: Statistics of Vivace-latency

Start at: 2018-02-16 04:38:46
End at: 2018-02-16 04:39:16

Local clock offset: -5.13 ms
Remote clock offset: 1.009 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.61 Mbit/s

95th percentile per-packet one-way delay: 98.057 ms
Loss rate: 0.03}

-- Flow 1:

Average throughput: 77.61 Mbit/s

95th percentile per-packet one-way delay: 98.057 ms
Loss rate: 0.03%
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Run 10: Statistics of Vivace-latency

Start at: 2018-02-16 05:00:51
End at: 2018-02-16 05:01:21
Local clock offset: -4.07 ms
Remote clock offset: -3.616 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 76.91 Mbit/s

95th percentile per-packet one-way delay: 107.996 ms
Loss rate: 0.13%

-- Flow 1:

Average throughput: 76.91 Mbit/s

95th percentile per-packet one-way delay: 107.996 ms
Loss rate: 0.13%
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Run 10: Report of Vivace-latency — Data Link
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Run 1: Statistics of Vivace-loss

Start at: 2018-02-16 01:52:19
End at: 2018-02-16 01:52:49
Local clock offset: 1.09 ms
Remote clock offset: 2.521 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.95 Mbit/s

95th percentile per-packet one-way delay: 113.087 ms
Loss rate: 2.36%

-- Flow 1:

Average throughput: 87.95 Mbit/s

95th percentile per-packet one-way delay: 113.087 ms
Loss rate: 2.36%
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Run 1: Report of Vivace-loss — Data Link
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Run 2: Statistics of Vivace-loss

Start at: 2018-02-16 02:14:16
End at: 2018-02-16 02:14:46

Local clock offset: -0.668 ms
Remote clock offset: 3.175 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.70 Mbit/s

95th percentile per-packet one-way delay: 112.627 ms
Loss rate: 2.29%

-- Flow 1:

Average throughput: 88.70 Mbit/s

95th percentile per-packet one-way delay: 112.627 ms
Loss rate: 2.29%
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Run 2: Report of Vivace-loss — Data Link
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Run 3: Statistics of Vivace-loss

Start at: 2018-02-16 02:36:14
End at: 2018-02-16 02:36:44

Local clock offset: -4.326 ms
Remote clock offset: 8.683 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.71 Mbit/s

95th percentile per-packet one-way delay: 116.561 ms
Loss rate: 2.53%

-- Flow 1:

Average throughput: 87.71 Mbit/s

95th percentile per-packet one-way delay: 116.561 ms
Loss rate: 2.53%
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Run 3: Report of Vivace-loss — Data Link
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Run 4: Statistics of Vivace-loss

Start at: 2018-02-16 02:58:22
End at: 2018-02-16 02:58:52

Local clock offset: -4.662 ms
Remote clock offset: -5.847 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.26 Mbit/s

95th percentile per-packet one-way delay: 111.106 ms
Loss rate: 2.18%

-- Flow 1:

Average throughput: 88.26 Mbit/s

95th percentile per-packet one-way delay: 111.106 ms
Loss rate: 2.18%
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Run 5: Statistics of Vivace-loss

Start at: 2018-02-16 03:20:27
End at: 2018-02-16 03:20:57

Local clock offset: -4.869 ms
Remote clock offset: -0.557 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.12 Mbit/s

95th percentile per-packet one-way delay: 116.277 ms
Loss rate: 2.36%

-- Flow 1:

Average throughput: 88.12 Mbit/s

95th percentile per-packet one-way delay: 116.277 ms
Loss rate: 2.36%
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Run 5: Report of Vivace-loss — Data Link
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Run 6: Statistics of Vivace-loss

Start at: 2018-02-16 03:42:27
End at: 2018-02-16 03:42:57

Local clock offset: -4.495 ms
Remote clock offset: -0.391 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.60 Mbit/s

95th percentile per-packet one-way delay: 116.376 ms
Loss rate: 2.47%

-- Flow 1:

Average throughput: 88.60 Mbit/s

95th percentile per-packet one-way delay: 116.376 ms
Loss rate: 2.47%
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Run 6: Report of Vivace-loss — Data Link
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Run 7: Statistics of Vivace-loss

Start at: 2018-02-16 04:04:31
End at: 2018-02-16 04:05:01

Local clock offset: -4.522 ms
Remote clock offset: 0.919 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.29 Mbit/s

95th percentile per-packet one-way delay: 116.723 ms
Loss rate: 2.51%

-- Flow 1:

Average throughput: 88.29 Mbit/s

95th percentile per-packet one-way delay: 116.723 ms
Loss rate: 2.51%
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Run 7: Report of Vivace-loss — Data Link
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Run 8: Statistics of Vivace-loss

Start at: 2018-02-16 04:26:32
End at: 2018-02-16 04:27:02

Local clock offset: -5.462 ms
Remote clock offset: -3.946 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.25 Mbit/s

95th percentile per-packet one-way delay: 112.107 ms
Loss rate: 2.44Y

-- Flow 1:

Average throughput: 87.25 Mbit/s

95th percentile per-packet one-way delay: 112.107 ms
Loss rate: 2.44Y
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Run 8: Report of Vivace-loss — Data Link
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Run 9: Statistics of Vivace-loss

Start at: 2018-02-16 04:48:38
End at: 2018-02-16 04:49:08

Local clock offset: -4.486 ms
Remote clock offset: -3.88 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.84 Mbit/s

95th percentile per-packet one-way delay: 112.029 ms
Loss rate: 2.29%

-- Flow 1:

Average throughput: 87.84 Mbit/s

95th percentile per-packet one-way delay: 112.029 ms
Loss rate: 2.29%
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Run 9: Report of Vivace-loss — Data Link
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Run 10: Statistics of Vivace-loss

Start at: 2018-02-16 05:11:00
End at: 2018-02-16 05:11:30

Local clock offset: -3.955 ms
Remote clock offset: -3.546 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.76 Mbit/s

95th percentile per-packet one-way delay: 111.580 ms
Loss rate: 2.32%

-- Flow 1:

Average throughput: 88.76 Mbit/s

95th percentile per-packet one-way delay: 111.580 ms
Loss rate: 2.32%
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Run 1: Statistics of Vivace-LTE

Start at: 2018-02-16 01:58:19
End at: 2018-02-16 01:58:49

Local clock offset: -0.821 ms
Remote clock offset: 2.081 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.29 Mbit/s

95th percentile per-packet one-way delay: 111.479 ms
Loss rate: 1.96%

-- Flow 1:

Average throughput: 87.29 Mbit/s

95th percentile per-packet one-way delay: 111.479 ms
Loss rate: 1.96%
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Run 1: Report of Vivace-LTE — Data Link
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Run 2: Statistics of Vivace-LTE

Start at: 2018-02-16 02:20:18
End at: 2018-02-16 02:20:48

Local clock offset: -1.242 ms
Remote clock offset: 9.317 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.89 Mbit/s

95th percentile per-packet one-way delay: 116.626 ms
Loss rate: 2.02%

-- Flow 1:

Average throughput: 86.89 Mbit/s

95th percentile per-packet one-way delay: 116.626 ms
Loss rate: 2.02%
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Run 3: Statistics of Vivace-LTE

Start at: 2018-02-16 02:42:16
End at: 2018-02-16 02:42:46

Local clock offset: -4.399 ms
Remote clock offset: -0.065 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.39 Mbit/s

95th percentile per-packet one-way delay: 113.095 ms
Loss rate: 2.01%

-- Flow 1:

Average throughput: 86.39 Mbit/s

95th percentile per-packet one-way delay: 113.095 ms
Loss rate: 2.01%

328



Run 3: Report of Vivace-LTE — Data Link
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Run 4: Statistics of Vivace-LTE

Start at: 2018-02-16 03:04:24
End at: 2018-02-16 03:04:54
Local clock offset: -4.98 ms
Remote clock offset: -0.32 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.09 Mbit/s

95th percentile per-packet one-way delay: 117.606 ms
Loss rate: 1.94%

-- Flow 1:

Average throughput: 87.09 Mbit/s

95th percentile per-packet one-way delay: 117.606 ms
Loss rate: 1.94%
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Run 5: Statistics of Vivace-LTE

Start at: 2018-02-16 03:26:28
End at: 2018-02-16 03:26:58

Local clock offset: -4.663 ms
Remote clock offset: -5.149 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.95 Mbit/s

95th percentile per-packet one-way delay: 110.733 ms
Loss rate: 1.94%

-- Flow 1:

Average throughput: 86.95 Mbit/s

95th percentile per-packet one-way delay: 110.733 ms
Loss rate: 1.94%
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Run 6: Statistics of Vivace-LTE

Start at: 2018-02-16 03:48:29
End at: 2018-02-16 03:48:59

Local clock offset: -4.366 ms
Remote clock offset: 1.569 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.78 Mbit/s

95th percentile per-packet one-way delay: 117.509 ms
Loss rate: 1.93%

-- Flow 1:

Average throughput: 86.78 Mbit/s

95th percentile per-packet one-way delay: 117.509 ms
Loss rate: 1.93%
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Run 7: Statistics of Vivace-LTE

Start at: 2018-02-16 04:10:32
End at: 2018-02-16 04:11:02

Local clock offset: -5.086 ms
Remote clock offset: -4.006 ms

# Below is generated by plot.py at 2018-02-16 06:06:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.58 Mbit/s

95th percentile per-packet one-way delay: 111.576 ms
Loss rate: 1.92%

-- Flow 1:

Average throughput: 88.58 Mbit/s

95th percentile per-packet one-way delay: 111.576 ms
Loss rate: 1.92%
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Run 8: Statistics of Vivace-LTE

Start at: 2018-02-16 04:32:35
End at: 2018-02-16 04:33:05

Local clock offset: -5.534 ms
Remote clock offset: 0.194 ms

# Below is generated by plot.py at 2018-02-16 06:06:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.26 Mbit/s

95th percentile per-packet one-way delay: 116.128 ms
Loss rate: 1.94%

-- Flow 1:

Average throughput: 87.26 Mbit/s

95th percentile per-packet one-way delay: 116.128 ms
Loss rate: 1.94%
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Run 9: Statistics of Vivace-LTE

Start at: 2018-02-16 04:54:40
End at: 2018-02-16 04:55:10

Local clock offset: -4.214 ms
Remote clock offset: 1.946 ms

# Below is generated by plot.py at 2018-02-16 06:06:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.99 Mbit/s

95th percentile per-packet one-way delay: 117.614 ms
Loss rate: 1.95%

-- Flow 1:

Average throughput: 86.99 Mbit/s

95th percentile per-packet one-way delay: 117.614 ms
Loss rate: 1.95%
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Run 9: Report of Vivace-LTE — Data Link
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Run 10: Statistics of Vivace-LTE

Start at: 2018-02-16 05:17:01
End at: 2018-02-16 05:17:31

Local clock offset: -4.129 ms
Remote clock offset: -3.483 ms

# Below is generated by plot.py at 2018-02-16 06:06:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.09 Mbit/s

95th percentile per-packet one-way delay: 111.911 ms
Loss rate: 1.93%

-- Flow 1:

Average throughput: 87.09 Mbit/s

95th percentile per-packet one-way delay: 111.911 ms
Loss rate: 1.93%
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