Pantheon Report

Generated at 2018-02-16 05:43:57 (UTC).

Data path: Colombia Ethernet (remote) —AWS Brazil 2 Ethernet (local).

Repeated the test of 17 congestion control schemes 10 times.

Each test lasted for 30 seconds running 1 flow.

Increased UDP receive buffer to 16 MB (default) and 32 MB (max).

Tested BBR with qdisc of Fair Queuing (fq), and other schemes with the
default Linux qdisc (pfifo_fast).

NTP offsets were measured against gps.ntp.br and have been applied to
correct the timestamps in logs.

Git summary:
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test from Colombia Ethernet to AWS Brazil 2 Ethernet, 10 runs of 30s each per scheme

(mean of all runs by scheme)
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mean avg tput (Mbit/s)

mean 95th-%ile delay (ms)

mean loss rate (%)

scheme # runs flow 1 flow 1 flow 1
TCP BBR 10 87.72 98.88 0.66
TCP Cubic 10 78.86 97.52 0.61
LEDBAT 10 12.76 90.48 1.11

PCC 10 84.49 95.74 0.63
QUIC Cubic 10 61.26 95.92 0.89
SCReAM 10 0.21 86.14 0.51
WebRTC media 10 2.02 87.34 0.57

Sprout 10 3.89 94.73 0.72
TaoVA-100x 10 74.40 97.06 1.24
TCP Vegas 10 48.36 88.29 0.56

Verus 10 45.43 97.78 0.62

Copa 10 65.54 88.34 2.39
FillP 10 93.99 95.52 2.31
Indigo-1-32 10 93.24 95.65 0.59
Vivace-latency 10 68.16 96.55 0.76
Vivace-loss 10 79.22 97.63 0.73
Vivace-LTE 10 78.26 96.69 0.68



Run 1: Statistics of TCP BBR

Start at: 2018-02-15 22:05:56
End at: 2018-02-15 22:06:26

Local clock offset: -16.759 ms
Remote clock offset: -2.429 ms

# Below is generated by plot.py at 2018-02-16 05:24:04
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.35 Mbit/s

95th percentile per-packet one-way delay: 96.737 ms
Loss rate: 0.66}

-- Flow 1:

Average throughput: 88.35 Mbit/s

95th percentile per-packet one-way delay: 96.737 ms
Loss rate: 0.66%



Run 1: Report of TCP BBR — Data Link
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Run 2: Statistics of TCP BBR

Start at: 2018-02-15 22:28:02
End at: 2018-02-15 22:28:32

Local clock offset: -21.708 ms
Remote clock offset: -1.733 ms

# Below is generated by plot.py at 2018-02-16 05:24:07
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.10 Mbit/s

95th percentile per-packet one-way delay: 95.537 ms
Loss rate: 0.65%

-- Flow 1:

Average throughput: 89.10 Mbit/s

95th percentile per-packet one-way delay: 95.537 ms
Loss rate: 0.65%



V

Run 2: Report of TCP BBR — Data Link
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Run 3: Statistics of TCP BBR

Start at: 2018-02-15 22:50:11
End at: 2018-02-15 22:50:41

Local clock offset: -34.164 ms
Remote clock offset: -1.135 ms

# Below is generated by plot.py at 2018-02-16 05:24:07
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.18 Mbit/s

95th percentile per-packet one-way delay: 96.238 ms
Loss rate: 0.65%

-- Flow 1:

Average throughput: 88.18 Mbit/s

95th percentile per-packet one-way delay: 96.238 ms
Loss rate: 0.65%



Run 3: Report of TCP BBR — Data Link
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Run 4: Statistics of TCP BBR

Start at: 2018-02-15 23:12:12
End at: 2018-02-15 23:12:42

Local clock offset: -0.58 ms
Remote clock offset: 3.95 ms

# Below is generated by plot.py at 2018-02-16 05:24:07
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.88 Mbit/s

95th percentile per-packet one-way delay: 99.097 ms
Loss rate: 0.65%

-- Flow 1:

Average throughput: 88.88 Mbit/s

95th percentile per-packet one-way delay: 99.097 ms
Loss rate: 0.65%
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Run 4: Report of TCP BBR — Data Link
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Run 5: Statistics of TCP BBR

Start at: 2018-02-15 23:34:12
End at: 2018-02-15 23:34:42

Local clock offset: 2.726 ms
Remote clock offset: 1.068 ms

# Below is generated by plot.py at 2018-02-16 05:24:07
# Datalink statistics

-- Total of 1 flow:

Average throughput: 85.71 Mbit/s

95th percentile per-packet one-way delay: 104.289 ms
Loss rate: 0.66}

-- Flow 1:

Average throughput: 85.71 Mbit/s

95th percentile per-packet one-way delay: 104.289 ms
Loss rate: 0.66%
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Run 5: Report of TCP BBR — Data Link
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Run 6: Statistics of TCP BBR

Start at: 2018-02-15 23:56:12
End at: 2018-02-15 23:56:42

Local clock offset: 8.048 ms
Remote clock offset: 0.102 ms

# Below is generated by plot.py at 2018-02-16 05:24:07
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.86 Mbit/s

95th percentile per-packet one-way delay: 113.154 ms
Loss rate: 0.66}

-- Flow 1:

Average throughput: 87.86 Mbit/s

95th percentile per-packet one-way delay: 113.154 ms
Loss rate: 0.66%
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Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 6: Report of TCP BBR — Data Link
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Run 7: Statistics of TCP BBR

Start at: 2018-02-16 00:18:12
End at: 2018-02-16 00:18:42

Local clock offset: -30.28 ms
Remote clock offset: -4.9 ms

# Below is generated by plot.py at 2018-02-16 05:24:07
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.92 Mbit/s

95th percentile per-packet one-way delay: 98.196 ms
Loss rate: 0.64%

-- Flow 1:

Average throughput: 88.92 Mbit/s

95th percentile per-packet one-way delay: 98.196 ms
Loss rate: 0.64%
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Run 8: Statistics of TCP BBR

Start at: 2018-02-16 00:40:12
End at: 2018-02-16 00:40:42

Local clock offset: -40.755 ms
Remote clock offset: -6.282 ms

# Below is generated by plot.py at 2018-02-16 05:24:07
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.51 Mbit/s

95th percentile per-packet one-way delay: 97.387 ms
Loss rate: 0.65%

-- Flow 1:

Average throughput: 88.51 Mbit/s

95th percentile per-packet one-way delay: 97.387 ms
Loss rate: 0.65%
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Run 8: Report of TCP BBR — Data Link
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Run 9: Statistics of TCP BBR

Start at: 2018-02-16 01:02:16
End at: 2018-02-16 01:02:46

Local clock offset: -49.797 ms
Remote clock offset: 0.785 ms

# Below is generated by plot.py at 2018-02-16 05:25:19
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.14 Mbit/s

95th percentile per-packet one-way delay: 91.108 ms
Loss rate: 0.67%

-- Flow 1:

Average throughput: 86.14 Mbit/s

95th percentile per-packet one-way delay: 91.108 ms
Loss rate: 0.67%
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Run 10: Statistics of TCP BBR

Start at: 2018-02-16 01:24:18
End at: 2018-02-16 01:24:48

Local clock offset: -9.376 ms
Remote clock offset: -3.703 ms

# Below is generated by plot.py at 2018-02-16 05:25:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 85.55 Mbit/s

95th percentile per-packet one-way delay: 97.105 ms
Loss rate: 0.68}

-- Flow 1:

Average throughput: 85.55 Mbit/s

95th percentile per-packet one-way delay: 97.105 ms
Loss rate: 0.68%
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Run 10: Report of TCP BBR — Data Link
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Run 1: Statistics of TCP Cubic

Start at: 2018-02-15 22:03:32
End at: 2018-02-15 22:04:02

Local clock offset: -18.765 ms
Remote clock offset: -2.643 ms

# Below is generated by plot.py at 2018-02-16 05:25:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.63 Mbit/s

95th percentile per-packet one-way delay: 96.174 ms
Loss rate: 0.58}

-- Flow 1:

Average throughput: 81.63 Mbit/s

95th percentile per-packet one-way delay: 96.174 ms
Loss rate: 0.58%
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Run 1: Report of TCP Cubic — Data Link
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Run 2: Statistics of TCP Cubic

Start at: 2018-02-15 22:25:37
End at: 2018-02-15 22:26:07

Local clock offset: -22.145 ms
Remote clock offset: 2.154 ms

# Below is generated by plot.py at 2018-02-16 05:25:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.12 Mbit/s

95th percentile per-packet one-way delay: 91.405 ms
Loss rate: 0.58}

-- Flow 1:

Average throughput: 82.12 Mbit/s

95th percentile per-packet one-way delay: 91.405 ms
Loss rate: 0.58%
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Run 2: Report of TCP Cubic — Data Link
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Run 3: Statistics of TCP Cubic

Start at: 2018-02-15 22:47:47
End at: 2018-02-15 22:48:17

Local clock offset: -32.301 ms
Remote clock offset: -1.985 ms

# Below is generated by plot.py at 2018-02-16 05:25:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.44 Mbit/s

95th percentile per-packet one-way delay: 96.977 ms
Loss rate: 0.44%

-- Flow 1:

Average throughput: 77.44 Mbit/s

95th percentile per-packet one-way delay: 96.977 ms
Loss rate: 0.44%
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Run 3: Report of TCP Cubic — Data Link
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Run 4: Statistics of TCP Cubic

Start at: 2018-02-15 23:09:48
End at: 2018-02-15 23:10:18

Local clock offset: -3.162 ms
Remote clock offset: 5.095 ms

# Below is generated by plot.py at 2018-02-16 05:25:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 83.26 Mbit/s

95th percentile per-packet one-way delay: 97.714 ms
Loss rate: 0.57%

-- Flow 1:

Average throughput: 83.26 Mbit/s

95th percentile per-packet one-way delay: 97.714 ms
Loss rate: 0.57%
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Run 4: Report of TCP Cubic — Data Link
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Run 5: Statistics of TCP Cubic

Start at: 2018-02-15 23:31:48
End at: 2018-02-15 23:32:18
Local clock offset: 9.269 ms
Remote clock offset: -3.702 ms

# Below is generated by plot.py at 2018-02-16 05:25:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.59 Mbit/s

95th percentile per-packet one-way delay: 116.535 ms
Loss rate: 0.59%

-- Flow 1:

Average throughput: 81.59 Mbit/s

95th percentile per-packet one-way delay: 116.535 ms
Loss rate: 0.59%
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Run 5: Report of TCP Cubic — Data Link
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Run 6: Statistics of TCP Cubic

Start at: 2018-02-15 23:53:49
End at: 2018-02-15 23:54:19
Local clock offset: 1.85 ms
Remote clock offset: -3.904 ms

# Below is generated by plot.py at 2018-02-16 05:25:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 58.37 Mbit/s

95th percentile per-packet one-way delay: 101.453 ms
Loss rate: 0.99%

-- Flow 1:

Average throughput: 58.37 Mbit/s

95th percentile per-packet one-way delay: 101.453 ms
Loss rate: 0.99%
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Run 6: Report of TCP Cubic — Data Link
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Run 7: Statistics of TCP Cubic

Start at: 2018-02-16 00:15:48
End at: 2018-02-16 00:16:18

Local clock offset: -28.677 ms
Remote clock offset: -3.936 ms

# Below is generated by plot.py at 2018-02-16 05:26:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.92 Mbit/s

95th percentile per-packet one-way delay: 95.633 ms
Loss rate: 0.58}

-- Flow 1:

Average throughput: 81.92 Mbit/s

95th percentile per-packet one-way delay: 95.633 ms
Loss rate: 0.58%
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Run 7: Report of TCP Cubic — Data Link
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Run 8: Statistics of TCP Cubic

Start at: 2018-02-16 00:37:48
End at: 2018-02-16 00:38:18

Local clock offset: -39.853 ms
Remote clock offset: -6.173 ms

# Below is generated by plot.py at 2018-02-16 05:26:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.08 Mbit/s

95th percentile per-packet one-way delay: 98.246 ms
Loss rate: 0.59%

-- Flow 1:

Average throughput: 81.08 Mbit/s

95th percentile per-packet one-way delay: 98.246 ms
Loss rate: 0.59%
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Run 8: Report of TCP Cubic — Data Link
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Run 9: Statistics of TCP Cubic

Start at: 2018-02-16 00:59:52
End at: 2018-02-16 01:00:22

Local clock offset: -48.903 ms
Remote clock offset: 1.185 ms

# Below is generated by plot.py at 2018-02-16 05:26:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.03 Mbit/s

95th percentile per-packet one-way delay: 90.073 ms
Loss rate: 0.59%

-- Flow 1:

Average throughput: 81.03 Mbit/s

95th percentile per-packet one-way delay: 90.073 ms
Loss rate: 0.59%
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Run 9: Report of TCP Cubic — Data Link
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Run 10: Statistics of TCP Cubic

Start at: 2018-02-16 01:21:49
End at: 2018-02-16 01:22:19

Local clock offset: -13.358 ms
Remote clock offset: 1.836 ms

# Below is generated by plot.py at 2018-02-16 05:26:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 80.12 Mbit/s

95th percentile per-packet one-way delay: 91.025 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 80.12 Mbit/s

95th percentile per-packet one-way delay: 91.025 ms
Loss rate: 0.60%
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Run 10: Report of TCP Cubic — Data Link
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Run 1: Statistics of LEDBAT

Start at: 2018-02-15 22:13:24
End at: 2018-02-15 22:13:54

Local clock offset: -17.613 ms
Remote clock offset: -2.929 ms

# Below is generated by plot.py at 2018-02-16 05:26:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.70 Mbit/s

95th percentile per-packet one-way delay: 90.791 ms
Loss rate: 1.12%

-- Flow 1:

Average throughput: 12.70 Mbit/s

95th percentile per-packet one-way delay: 90.791 ms
Loss rate: 1.12%
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Run 1: Report of LEDBAT — Data Link

20

15
Time (s)

251

(S/1aW) IndyBnoayy

T
=] 0 =] [} C
]

Flow 1 egress (mean 12.70 Mbit/s)

--- Flow 1 ingress (mean 12.77 Mbit/s)

30

15
Time (s)
+ Flow 1 (95th percentile 90.79 ms)

T
n
=1
&

91.5 1
91.0 1

(sw) Aejap Aem-auoc 393oed-13d

90.0 1

45



Run 2: Statistics of LEDBAT

Start at: 2018-02-15 22:35:34
End at: 2018-02-15 22:36:04

Local clock offset: -23.607 ms
Remote clock offset: -1.462 ms

# Below is generated by plot.py at 2018-02-16 05:26:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.98 Mbit/s

95th percentile per-packet one-way delay: 84.637 ms
Loss rate: 1.11%

-- Flow 1:

Average throughput: 12.98 Mbit/s

95th percentile per-packet one-way delay: 84.637 ms
Loss rate: 1.11%
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Run 2: Report of LEDBAT — Data Link
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Run 3: Statistics of LEDBAT

Start at: 2018-02-15 22:57:37
End at: 2018-02-15 22:58:07

Local clock offset: -24.883 ms
Remote clock offset: -0.783 ms

# Below is generated by plot.py at 2018-02-16 05:26:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.98 Mbit/s

95th percentile per-packet one-way delay: 81.896 ms
Loss rate: 1.11%

-- Flow 1:

Average throughput: 12.98 Mbit/s

95th percentile per-packet one-way delay: 81.896 ms
Loss rate: 1.11%
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Run 3: Report of LEDBAT — Data Link
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Run 4: Statistics of LEDBAT

Start at: 2018-02-15 23:19:38
End at: 2018-02-15 23:20:08
Local clock offset: 8.191 ms
Remote clock offset: -3.393 ms

# Below is generated by plot.py at 2018-02-16 05:26:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.79 Mbit/s

95th percentile per-packet one-way delay: 104.138 ms
Loss rate: 1.11%

-- Flow 1:

Average throughput: 12.79 Mbit/s

95th percentile per-packet one-way delay: 104.138 ms
Loss rate: 1.11%
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Run 4: Report of LEDBAT — Data Link
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Run 5: Statistics of LEDBAT

Start at: 2018-02-15 23:41:37
End at: 2018-02-15 23:42:07

Local clock offset: 10.857 ms
Remote clock offset: -4.826 ms

# Below is generated by plot.py at 2018-02-16 05:26:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.52 Mbit/s

95th percentile per-packet one-way delay: 108.638 ms
Loss rate: 1.13%

-- Flow 1:

Average throughput: 12.52 Mbit/s

95th percentile per-packet one-way delay: 108.638 ms
Loss rate: 1.13%
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Run 5: Report of LEDBAT — Data Link
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Run 6: Statistics of LEDBAT

Start at: 2018-02-16 00:03:38
End at: 2018-02-16 00:04:08

Local clock offset: -0.325 ms
Remote clock offset: 1.034 ms

# Below is generated by plot.py at 2018-02-16 05:26:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.69 Mbit/s

95th percentile per-packet one-way delay: 98.518 ms
Loss rate: 1.11%

-- Flow 1:

Average throughput: 12.69 Mbit/s

95th percentile per-packet one-way delay: 98.518 ms
Loss rate: 1.11%
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Run 6: Report of LEDBAT — Data Link
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Run 7: Statistics of LEDBAT

Start at: 2018-02-16 00:25:38
End at: 2018-02-16 00:26:08

Local clock offset: -34.357 ms
Remote clock offset: 0.168 ms

# Below is generated by plot.py at 2018-02-16 05:26:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.81 Mbit/s

95th percentile per-packet one-way delay: 79.491 ms
Loss rate: 1.08%

-- Flow 1:

Average throughput: 12.81 Mbit/s

95th percentile per-packet one-way delay: 79.491 ms
Loss rate: 1.08%
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Run 7: Report of LEDBAT — Data Link
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Run 8: Statistics of LEDBAT

Start at: 2018-02-16 00:47:39
End at: 2018-02-16 00:48:09

Local clock offset: -43.855 ms
Remote clock offset: -6.471 ms

# Below is generated by plot.py at 2018-02-16 05:26:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.89 Mbit/s

95th percentile per-packet one-way delay: 85.296 ms
Loss rate: 1.11%

-- Flow 1:

Average throughput: 12.89 Mbit/s

95th percentile per-packet one-way delay: 85.296 ms
Loss rate: 1.11%
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Run 9: Statistics of LEDBAT

Start at: 2018-02-16 01:09:36
End at: 2018-02-16 01:10:06

Local clock offset: -52.729 ms
Remote clock offset: -3.417 ms

# Below is generated by plot.py at 2018-02-16 05:26:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.86 Mbit/s

95th percentile per-packet one-way delay: 84.262 ms
Loss rate: 1.11%

-- Flow 1:

Average throughput: 12.86 Mbit/s

95th percentile per-packet one-way delay: 84.262 ms
Loss rate: 1.11%
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Run 9: Report of LEDBAT — Data Link
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Run 10: Statistics of LEDBAT

Start at: 2018-02-16 01:31:39
End at: 2018-02-16 01:32:09

Local clock offset: -0.627 ms
Remote clock offset: -1.771 ms

# Below is generated by plot.py at 2018-02-16 05:26:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.42 Mbit/s

95th percentile per-packet one-way delay: 87.089 ms
Loss rate: 1.13%

-- Flow 1:

Average throughput: 12.42 Mbit/s

95th percentile per-packet one-way delay: 87.089 ms
Loss rate: 1.13%
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Run 10: Report of LEDBAT — Data Link
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Run 1: Statistics of PCC

Start at: 2018-02-15 21:59:51
End at: 2018-02-15 22:00:21

Local clock offset: -16.257 ms
Remote clock offset: 2.215 ms

# Below is generated by plot.py at 2018-02-16 05:27:02
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.62 Mbit/s

95th percentile per-packet one-way delay: 90.724 ms
Loss rate: 0.61%

-- Flow 1:

Average throughput: 87.62 Mbit/s

95th percentile per-packet one-way delay: 90.724 ms
Loss rate: 0.61%
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Run 2: Statistics of PCC

Start at: 2018-02-15 22:21:56
End at: 2018-02-15 22:22:26

Local clock offset: -24.921 ms
Remote clock offset: -2.712 ms

# Below is generated by plot.py at 2018-02-16 05:27:02
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.25 Mbit/s

95th percentile per-packet one-way delay: 91.001 ms
Loss rate: 0.61%

-- Flow 1:

Average throughput: 86.25 Mbit/s

95th percentile per-packet one-way delay: 91.001 ms
Loss rate: 0.61%
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Run 3: Statistics of PCC

Start at: 2018-02-15 22:44:07
End at: 2018-02-15 22:44:37

Local clock offset: -29.41 ms
Remote clock offset: 2.811 ms

# Below is generated by plot.py at 2018-02-16 05:27:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.21 Mbit/s

95th percentile per-packet one-way delay: 92.271 ms
Loss rate: 0.62%

-- Flow 1:

Average throughput: 87.21 Mbit/s

95th percentile per-packet one-way delay: 92.271 ms
Loss rate: 0.62%
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Run 4: Statistics of PCC

Start at: 2018-02-15 23:06:07
End at: 2018-02-15 23:06:37

Local clock offset: -11.972 ms
Remote clock offset: -1.45 ms

# Below is generated by plot.py at 2018-02-16 05:27:13
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.88 Mbit/s

95th percentile per-packet one-way delay: 94.643 ms
Loss rate: 0.62%

-- Flow 1:

Average throughput: 86.88 Mbit/s

95th percentile per-packet one-way delay: 94.643 ms
Loss rate: 0.62%
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Run 5: Statistics of PCC

Start at: 2018-02-15 23:28:08
End at: 2018-02-15 23:28:38
Local clock offset: 8.237 ms
Remote clock offset: 0.642 ms

# Below is generated by plot.py at 2018-02-16 05:27:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 85.55 Mbit/s

95th percentile per-packet one-way delay: 109.100 ms
Loss rate: 0.61%

-- Flow 1:

Average throughput: 85.55 Mbit/s

95th percentile per-packet one-way delay: 109.100 ms
Loss rate: 0.61%
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Run 6: Statistics of PCC

Start at: 2018-02-15 23:50:08
End at: 2018-02-15 23:50:38
Local clock offset: 1.131 ms
Remote clock offset: -4.821 ms

# Below is generated by plot.py at 2018-02-16 05:27:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.26 Mbit/s

95th percentile per-packet one-way delay: 110.532 ms
Loss rate: 0.69%

-- Flow 1:

Average throughput: 82.26 Mbit/s

95th percentile per-packet one-way delay: 110.532 ms
Loss rate: 0.69%
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Run 7: Statistics of PCC

Start at: 2018-02-16 00:12:08
End at: 2018-02-16 00:12:38

Local clock offset: -26.029 ms
Remote clock offset: -4.882 ms

# Below is generated by plot.py at 2018-02-16 05:27:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 79.24 Mbit/s

95th percentile per-packet one-way delay: 95.840 ms
Loss rate: 0.66}

-- Flow 1:

Average throughput: 79.24 Mbit/s

95th percentile per-packet one-way delay: 95.840 ms
Loss rate: 0.66%
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Run 8: Statistics of PCC

Start at: 2018-02-16 00:34:07
End at: 2018-02-16 00:34:37

Local clock offset: -38.174 ms
Remote clock offset: -6.07 ms

# Below is generated by plot.py at 2018-02-16 05:27:43
# Datalink statistics

-- Total of 1 flow:

Average throughput: 83.06 Mbit/s

95th percentile per-packet one-way delay: 95.755 ms
Loss rate: 0.62%

-- Flow 1:

Average throughput: 83.06 Mbit/s

95th percentile per-packet one-way delay: 95.755 ms
Loss rate: 0.62%
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Run 9: Statistics of PCC

Start at: 2018-02-16 00:56:11
End at: 2018-02-16 00:56:41

Local clock offset: -47.397 ms
Remote clock offset: 0.548 ms

# Below is generated by plot.py at 2018-02-16 05:28:18
# Datalink statistics

-- Total of 1 flow:

Average throughput: 84.02 Mbit/s

95th percentile per-packet one-way delay: 87.351 ms
Loss rate: 0.66}

-- Flow 1:

Average throughput: 84.02 Mbit/s

95th percentile per-packet one-way delay: 87.351 ms
Loss rate: 0.66%
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Run 10: Statistics of PCC

Start at: 2018-02-16 01:18:08
End at: 2018-02-16 01:18:38

Local clock offset: -21.208 ms
Remote clock offset: 0.928 ms

# Below is generated by plot.py at 2018-02-16 05:28:18
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.86 Mbit/s

95th percentile per-packet one-way delay: 90.137 ms
Loss rate: 0.64%

-- Flow 1:

Average throughput: 82.86 Mbit/s

95th percentile per-packet one-way delay: 90.137 ms
Loss rate: 0.64%

82



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 10: Report of PCC — Data Link

100 A

80 4

60

40

20

0 5 10 15 20 25 30
Time (s)

--- Flow 1 ingress (mean 82.93 Mbit/s) = —— Flow 1 egress (mean 82.86 Mbit/s)

95.0 1

92.5 1

90.0

87.5 1

85.0 1

82.5

80.0

77.5 1

.
|

l
N

5 10 15 20 25
Time (s)

« Flow 1 (95th percentile 90.14 ms)

83

30




Run 1: Statistics of QUIC Cubic

Start at: 2018-02-15 22:19:26
End at: 2018-02-15 22:19:56

Local clock offset: -27.857 ms
Remote clock offset: -2.75 ms

# Below is generated by plot.py at 2018-02-16 05:28:18
# Datalink statistics

-- Total of 1 flow:

Average throughput: 48.20 Mbit/s

95th percentile per-packet one-way delay: 85.785 ms
Loss rate: 1.22%

-- Flow 1:

Average throughput: 48.20 Mbit/s

95th percentile per-packet one-way delay: 85.785 ms
Loss rate: 1.22%
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Run 2: Statistics of QUIC Cubic

Start at: 2018-02-15 22:41:37
End at: 2018-02-15 22:42:07

Local clock offset: -27.339 ms
Remote clock offset: -1.249 ms

# Below is generated by plot.py at 2018-02-16 05:28:18
# Datalink statistics

-- Total of 1 flow:

Average throughput: 65.75 Mbit/s

95th percentile per-packet one-way delay: 91.268 ms
Loss rate: 0.71%

-- Flow 1:

Average throughput: 65.75 Mbit/s

95th percentile per-packet one-way delay: 91.268 ms
Loss rate: 0.71%
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Run 2: Report of QUIC Cubic — Data Link
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Run 3: Statistics of QUIC Cubic

Start at: 2018-02-15 23:03:38
End at: 2018-02-15 23:04:08

Local clock offset: -14.213 ms
Remote clock offset: -1.593 ms

# Below is generated by plot.py at 2018-02-16 05:28:29
# Datalink statistics

-- Total of 1 flow:

Average throughput: 64.95 Mbit/s

95th percentile per-packet one-way delay: 94.959 ms
Loss rate: 0.88}

-- Flow 1:

Average throughput: 64.95 Mbit/s

95th percentile per-packet one-way delay: 94.959 ms
Loss rate: 0.88%
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Run 3: Report of QUIC Cubic — Data Link
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Run 4: Statistics of QUIC Cubic

Start at: 2018-02-15 23:25:39
End at: 2018-02-15 23:26:09

Local clock offset: 8.234 ms
Remote clock offset: 0.795 ms

# Below is generated by plot.py at 2018-02-16 05:28:49
# Datalink statistics

-- Total of 1 flow:

Average throughput: 64.34 Mbit/s

95th percentile per-packet one-way delay: 109.946 ms
Loss rate: 0.89}

-- Flow 1:

Average throughput: 64.34 Mbit/s

95th percentile per-packet one-way delay: 109.946 ms
Loss rate: 0.89%
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Run 4: Report of QUIC Cubic — Data Link
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Run 5: Statistics of QUIC Cubic

Start at: 2018-02-15 23:47:39
End at: 2018-02-15 23:48:09

Local clock offset: 9.634 ms
Remote clock offset: 0.791 ms

# Below is generated by plot.py at 2018-02-16 05:28:49
# Datalink statistics

-- Total of 1 flow:

Average throughput: 62.93 Mbit/s

95th percentile per-packet one-way delay: 110.175 ms
Loss rate: 0.91%

-- Flow 1:

Average throughput: 62.93 Mbit/s

95th percentile per-packet one-way delay: 110.175 ms
Loss rate: 0.91%
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Run 5: Report of QUIC Cubic — Data Link
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Run 6: Statistics of QUIC Cubic

Start at: 2018-02-16 00:09:39
End at: 2018-02-16 00:10:09

Local clock offset: -23.897 ms
Remote clock offset: -4.679 ms

# Below is generated by plot.py at 2018-02-16 05:28:52
# Datalink statistics

-- Total of 1 flow:

Average throughput: 61.40 Mbit/s

95th percentile per-packet one-way delay: 96.271 ms
Loss rate: 0.93}

-- Flow 1:

Average throughput: 61.40 Mbit/s

95th percentile per-packet one-way delay: 96.271 ms
Loss rate: 0.93%
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Run 7: Statistics of QUIC Cubic

Start at: 2018-02-16 00:31:39
End at: 2018-02-16 00:32:09

Local clock offset: -37.197 ms
Remote clock offset: -5.891 ms

# Below is generated by plot.py at 2018-02-16 05:29:06
# Datalink statistics

-- Total of 1 flow:

Average throughput: 56.36 Mbit/s

95th percentile per-packet one-way delay: 95.689 ms
Loss rate: 0.94%

-- Flow 1:

Average throughput: 56.36 Mbit/s

95th percentile per-packet one-way delay: 95.689 ms
Loss rate: 0.94%
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Run 7: Report of QUIC Cubic — Data Link
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Run 8: Statistics of QUIC Cubic

Start at: 2018-02-16 00:53:42
End at: 2018-02-16 00:54:12

Local clock offset: -46.251 ms
Remote clock offset: -0.023 ms

# Below is generated by plot.py at 2018-02-16 05:29:36
# Datalink statistics

-- Total of 1 flow:

Average throughput: 66.19 Mbit/s

95th percentile per-packet one-way delay: 90.157 ms
Loss rate: 0.82%

-- Flow 1:

Average throughput: 66.19 Mbit/s

95th percentile per-packet one-way delay: 90.157 ms
Loss rate: 0.82%
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Run 8: Report of QUIC Cubic — Data Link
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Run 9: Statistics of QUIC Cubic

Start at: 2018-02-16 01:15:38
End at: 2018-02-16 01:16:08

Local clock offset: -29.468 ms
Remote clock offset: 1.656 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 69.52 Mbit/s

95th percentile per-packet one-way delay: 88.689 ms
Loss rate: 0.76}

-- Flow 1:

Average throughput: 69.52 Mbit/s

95th percentile per-packet one-way delay: 88.689 ms
Loss rate: 0.76%
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Run 9: Report of QUIC Cubic — Data Link
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Run 10: Statistics of QUIC Cubic

Start at: 2018-02-16 01:37:41
End at: 2018-02-16 01:38:11
Local clock offset: 3.967 ms
Remote clock offset: -0.294 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 52.95 Mbit/s

95th percentile per-packet one-way delay: 96.307 ms
Loss rate: 0.86}

-- Flow 1:

Average throughput: 52.95 Mbit/s

95th percentile per-packet one-way delay: 96.307 ms
Loss rate: 0.86%
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Run 10: Report of QUIC Cubic — Data Link
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Run 1: Statistics of SCReAM

Start at: 2018-02-15 22:18:16
End at: 2018-02-15 22:18:46

Local clock offset: -24.328 ms
Remote clock offset: 3.685 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.09 Mbit/s

95th percentile per-packet one-way delay: 82.758 ms
Loss rate: 0.46%

-- Flow 1:

Average throughput: 0.09 Mbit/s

95th percentile per-packet one-way delay: 82.758 ms
Loss rate: 0.46%
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Run 2: Statistics of SCReAM

Start at: 2018-02-15 22:40:28
End at: 2018-02-15 22:40:58

Local clock offset: -26.712 ms
Remote clock offset: 3.452 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 80.150 ms
Loss rate: 0.51%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 80.150 ms
Loss rate: 0.51%
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Run 3: Statistics of SCReAM

Start at: 2018-02-15 23:02:29
End at: 2018-02-15 23:02:59

Local clock offset: -15.678 ms
Remote clock offset: -1.54 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 83.640 ms
Loss rate: 0.51%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 83.640 ms
Loss rate: 0.51%
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Report of SCReAM — Data Link
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Run 4: Statistics of SCReAM

Start at: 2018-02-15 23:24:30
End at: 2018-02-15 23:25:00

Local clock offset: 9.782 ms
Remote clock offset: 0.878 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 102.432 ms
Loss rate: 0.51%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 102.432 ms
Loss rate: 0.51%
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Run 5: Statistics of SCReAM

Start at: 2018-02-15 23:46:29
End at: 2018-02-15 23:46:59

Local clock offset: 9.843 ms
Remote clock offset: 0.804 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 101.065 ms
Loss rate: 0.51%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 101.065 ms
Loss rate: 0.51%
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Run 5: Report of SCReAM — Data Link
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Run 6: Statistics of SCReAM

Start at: 2018-02-16 00:08:30
End at: 2018-02-16 00:09:00

Local clock offset: -22.596 ms
Remote clock offset: 0.153 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 82.934 ms
Loss rate: 0.51%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 82.934 ms
Loss rate: 0.51%
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Report of SCReAM — Data Link
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Run 7: Statistics of SCReAM

Start at: 2018-02-16 00:30:30
End at: 2018-02-16 00:31:00

Local clock offset: -36.572 ms
Remote clock offset: -5.062 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 85.543 ms
Loss rate: 0.51%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 85.543 ms
Loss rate: 0.51%
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Report of SCReAM — Data Link
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Run 8: Statistics of SCReAM

Start at: 2018-02-16 00:52:32
End at: 2018-02-16 00:53:02
Local clock offset: -45.8 ms
Remote clock offset: -0.188 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 79.157 ms
Loss rate: 0.51%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 79.157 ms
Loss rate: 0.51%
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Run 9: Statistics of SCReAM

Start at: 2018-02-16 01:14:28
End at: 2018-02-16 01:14:58
Local clock offset: -32.704 ms
Remote clock offset: 1.76 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 79.662 ms
Loss rate: 0.51%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 79.662 ms
Loss rate: 0.51%
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Run 10: Statistics of SCReAM

Start at: 2018-02-16 01:36:31
End at: 2018-02-16 01:37:01
Local clock offset: 3.169 ms
Remote clock offset: -0.461 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 84.089 ms
Loss rate: 0.51%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 84.089 ms
Loss rate: 0.51%
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Report of SCReAM — Data Link
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Run 1: Statistics of WebRTC media

Start at: 2018-02-15 22:09:43
End at: 2018-02-15 22:10:13

Local clock offset: -17.926 ms
Remote clock offset: -2.275 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.15 Mbit/s

95th percentile per-packet one-way delay: 87.184 ms
Loss rate: 0.57%

-- Flow 1:

Average throughput: 2.15 Mbit/s

95th percentile per-packet one-way delay: 87.184 ms
Loss rate: 0.57%
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Run 2: Statistics of WebRTC media

Start at: 2018-02-15 22:31:52
End at: 2018-02-15 22:32:22

Local clock offset: -22.207 ms
Remote clock offset: 3.182 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.25 Mbit/s

95th percentile per-packet one-way delay: 81.712 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 2.25 Mbit/s

95th percentile per-packet one-way delay: 81.712 ms
Loss rate: 0.60%
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Report of WebRTC media — Data Link
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Run 3: Statistics of WebRTC media

Start at: 2018-02-15 22:53:57
End at: 2018-02-15 22:54:27

Local clock offset: -36.71 ms
Remote clock offset: 3.867 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.25 Mbit/s

95th percentile per-packet one-way delay: 78.432 ms
Loss rate: 0.61%

-- Flow 1:

Average throughput: 2.25 Mbit/s

95th percentile per-packet one-way delay: 78.432 ms
Loss rate: 0.61%
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Run 3: Report of WebRTC media — Data Link
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Run 4: Statistics of WebRTC media

Start at: 2018-02-15 23:15:57
End at: 2018-02-15 23:16:27

Local clock offset: 9.652 ms
Remote clock offset: 2.057 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.26 Mbit/s

95th percentile per-packet one-way delay: 100.541 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 2.26 Mbit/s

95th percentile per-packet one-way delay: 100.541 ms
Loss rate: 0.60%
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Run 5: Statistics of WebRTC media

Start at: 2018-02-15 23:37:57
End at: 2018-02-15 23:38:27

Local clock offset: -0.724 ms
Remote clock offset: -4.775 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.25 Mbit/s

95th percentile per-packet one-way delay: 93.624 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 2.25 Mbit/s

95th percentile per-packet one-way delay: 93.624 ms
Loss rate: 0.60%
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Run 6: Statistics of WebRTC media

Start at: 2018-02-15 23:59:57
End at: 2018-02-16 00:00:27
Local clock offset: 5.216 ms
Remote clock offset: -4.656 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.25 Mbit/s

95th percentile per-packet one-way delay: 103.499 ms
Loss rate: 0.62%

-- Flow 1:

Average throughput: 2.25 Mbit/s

95th percentile per-packet one-way delay: 103.499 ms
Loss rate: 0.62%
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Run 7: Statistics of WebRTC media

Start at: 2018-02-16 00:21:57
End at: 2018-02-16 00:22:27

Local clock offset: -32.809 ms
Remote clock offset: 1.224 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.23 Mbit/s

95th percentile per-packet one-way delay: 79.813 ms
Loss rate: 0.77%

-- Flow 1:

Average throughput: 2.23 Mbit/s

95th percentile per-packet one-way delay: 79.813 ms
Loss rate: 0.77%
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Run 7: Report of WebRTC media — Data Link
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Run 8: Statistics of WebRTC media

Start at: 2018-02-16 00:43:57
End at: 2018-02-16 00:44:27

Local clock offset: -42.425 ms
Remote clock offset: -5.584 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.25 Mbit/s

95th percentile per-packet one-way delay: 83.907 ms
Loss rate: 0.70%

-- Flow 1:

Average throughput: 2.25 Mbit/s

95th percentile per-packet one-way delay: 83.907 ms
Loss rate: 0.70%
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Run 9: Statistics of WebRTC media

Start at: 2018-02-16 01:05:58
End at: 2018-02-16 01:06:28

Local clock offset: -51.264 ms
Remote clock offset: 1.112 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.05 Mbit/s

95th percentile per-packet one-way delay: 79.740 ms
Loss rate: 0.06%

-- Flow 1:

Average throughput: 0.05 Mbit/s

95th percentile per-packet one-way delay: 79.740 ms
Loss rate: 0.06%
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Run 9: Report of WebRTC media — Data Link

2,51

2.04

=
W
L

=
o
L

0.5+

S
—

0.0+

0 5 10 15 20 25
Time (s)

--- Flow 1 ingress (mean 0.05 Mbit/s)

—— Flow 1 egress (mean 0.05 Mbit/s)

80.00 +

79.75 1

79.50 N

79.25

79.00

78.75

78.50

-

Time (s)
« Flow 1 (95th percentile 79.74 ms)

141




Run 10: Statistics of WebRTC media

Start at: 2018-02-16 01:28:01
End at: 2018-02-16 01:28:31

Local clock offset: -4.461 ms
Remote clock offset: -2.495 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.25 Mbit/s

95th percentile per-packet one-way delay: 84.939 ms
Loss rate: 0.61%

-- Flow 1:

Average throughput: 2.25 Mbit/s

95th percentile per-packet one-way delay: 84.939 ms
Loss rate: 0.61%
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Run 10: Report of WebRTC media — Data Link
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Run 1: Statistics of Sprout

Start at: 2018-02-15 22:04:46
End at: 2018-02-15 22:05:16

Local clock offset: -17.51 ms
Remote clock offset: -3.317 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.30 Mbit/s

95th percentile per-packet one-way delay: 91.032 ms
Loss rate: 0.74%

-- Flow 1:

Average throughput: 4.30 Mbit/s

95th percentile per-packet one-way delay: 91.032 ms
Loss rate: 0.74%
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Run 2: Statistics of Sprout

Start at: 2018-02-15 22:26:51
End at: 2018-02-15 22:27:21

Local clock offset: -21.86 ms
Remote clock offset: 3.08 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.81 Mbit/s

95th percentile per-packet one-way delay: 85.818 ms
Loss rate: 0.85}

-- Flow 1:

Average throughput: 3.81 Mbit/s

95th percentile per-packet one-way delay: 85.818 ms
Loss rate: 0.85%
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Run 2: Report of Sprout — Data Link
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Run 3: Statistics of Sprout

Start at: 2018-02-15 22:49:01
End at: 2018-02-15 22:49:31

Local clock offset: -33.144 ms
Remote clock offset: -1.142 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.55 Mbit/s

95th percentile per-packet one-way delay: 91.935 ms
Loss rate: 0.75%

-- Flow 1:

Average throughput: 3.55 Mbit/s

95th percentile per-packet one-way delay: 91.935 ms
Loss rate: 0.75%
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Run 3: Report of Sprout — Data Link
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Run 4: Statistics of Sprout

Start at: 2018-02-15 23:11:01
End at: 2018-02-15 23:11:31
Local clock offset: 8.878 ms
Remote clock offset: -0.638 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.92 Mbit/s

95th percentile per-packet one-way delay: 110.499 ms
Loss rate: 0.63}

-- Flow 1:

Average throughput: 3.92 Mbit/s

95th percentile per-packet one-way delay: 110.499 ms
Loss rate: 0.63%
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Run 4: Report of Sprout — Data Link
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Run 5: Statistics of Sprout

Start at: 2018-02-15 23:33:02
End at: 2018-02-15 23:33:32
Local clock offset: 2.683 ms
Remote clock offset: -4.541 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.86 Mbit/s

95th percentile per-packet one-way delay: 104.566 ms
Loss rate: 0.72%

-- Flow 1:

Average throughput: 3.86 Mbit/s

95th percentile per-packet one-way delay: 104.566 ms
Loss rate: 0.72%
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Run 5: Report of Sprout — Data Link
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Run 6: Statistics of Sprout

Start at: 2018-02-15 23:55:01
End at: 2018-02-15 23:55:31

Local clock offset: 6.098 ms
Remote clock offset: -4.72 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.47 Mbit/s

95th percentile per-packet one-way delay: 112.064 ms
Loss rate: 1.00%

-- Flow 1:

Average throughput: 3.47 Mbit/s

95th percentile per-packet one-way delay: 112.064 ms
Loss rate: 1.00%

154



Run 6: Report of Sprout — Data Link
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Run 7: Statistics of Sprout

Start at: 2018-02-16 00:17:02
End at: 2018-02-16 00:17:32

Local clock offset: -29.576 ms
Remote clock offset: -4.091 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.97 Mbit/s

95th percentile per-packet one-way delay: 90.244 ms
Loss rate: 0.79%

-- Flow 1:

Average throughput: 3.97 Mbit/s

95th percentile per-packet one-way delay: 90.244 ms
Loss rate: 0.79%
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Run 7: Report of Sprout — Data Link
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Run 8: Statistics of Sprout

Start at: 2018-02-16 00:39:02
End at: 2018-02-16 00:39:32

Local clock offset: -40.269 ms
Remote clock offset: -0.527 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.74 Mbit/s

95th percentile per-packet one-way delay: 85.452 ms
Loss rate: 0.39}

-- Flow 1:

Average throughput: 3.74 Mbit/s

95th percentile per-packet one-way delay: 85.452 ms
Loss rate: 0.39%
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Run 8: Report of Sprout — Data Link
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Run 9: Statistics of Sprout

Start at: 2018-02-16 01:01:06
End at: 2018-02-16 01:01:36

Local clock offset: -49.357 ms
Remote clock offset: 1.407 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.26 Mbit/s

95th percentile per-packet one-way delay: 86.002 ms
Loss rate: 0.70%

-- Flow 1:

Average throughput: 4.26 Mbit/s

95th percentile per-packet one-way delay: 86.002 ms
Loss rate: 0.70%
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Run 9: Report of Sprout — Data Link
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Run 10: Statistics of Sprout

Start at: 2018-02-16 01:23:08
End at: 2018-02-16 01:23:38

Local clock offset: -11.24 ms
Remote clock offset: -2.884 ms

# Below is generated by plot.py at 2018-02-16 05:29:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.07 Mbit/s

95th percentile per-packet one-way delay: 89.671 ms
Loss rate: 0.59%

-- Flow 1:

Average throughput: 4.07 Mbit/s

95th percentile per-packet one-way delay: 89.671 ms
Loss rate: 0.59%
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Run 10: Report of Sprout — Data Link
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Run 1: Statistics of TaoVA-100x

Start at: 2018-02-15 22:10:52
End at: 2018-02-15 22:11:22

Local clock offset: -18.96 ms
Remote clock offset: -3.12 ms

# Below is generated by plot.py at 2018-02-16 05:31:19
# Datalink statistics

-- Total of 1 flow:

Average throughput: 75.96 Mbit/s

95th percentile per-packet one-way delay: 94.763 ms
Loss rate: 0.54%

-- Flow 1:

Average throughput: 75.96 Mbit/s

95th percentile per-packet one-way delay: 94.763 ms
Loss rate: 0.54%
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Run 1: Report of TaoVA-100x — Data Link
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Run 2: Statistics of TaoVA-100x

Start at: 2018-02-15 22:33:01
End at: 2018-02-15 22:33:31

Local clock offset: -22.544 ms
Remote clock offset: -2.492 ms

# Below is generated by plot.py at 2018-02-16 05:31:19
# Datalink statistics

-- Total of 1 flow:

Average throughput: 70.53 Mbit/s

95th percentile per-packet one-way delay: 94.388 ms
Loss rate: 7.02%

-- Flow 1:

Average throughput: 70.53 Mbit/s

95th percentile per-packet one-way delay: 94.388 ms
Loss rate: 7.02%
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Run 2: Report of TaoVA-100x — Data Link
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Run 3: Statistics of TaoVA-100x

Start at: 2018-02-15 22:55:06
End at: 2018-02-15 22:55:36

Local clock offset: -32.621 ms
Remote clock offset: 3.862 ms

# Below is generated by plot.py at 2018-02-16 05:31:19
# Datalink statistics

-- Total of 1 flow:

Average throughput: 75.13 Mbit/s

95th percentile per-packet one-way delay: 86.197 ms
Loss rate: 0.74%

-- Flow 1:

Average throughput: 75.13 Mbit/s

95th percentile per-packet one-way delay: 86.197 ms
Loss rate: 0.74%
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Run 3: Report of TaoVA-100x — Data Link
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Run 4: Statistics of TaoVA-100x

Start at: 2018-02-15 23:17:07
End at: 2018-02-15 23:17:37
Local clock offset: 5.311 ms
Remote clock offset: -2.096 ms

# Below is generated by plot.py at 2018-02-16 05:31:21
# Datalink statistics

-- Total of 1 flow:

Average throughput: 75.33 Mbit/s

95th percentile per-packet one-way delay: 109.373 ms
Loss rate: 0.74%

-- Flow 1:

Average throughput: 75.33 Mbit/s

95th percentile per-packet one-way delay: 109.373 ms
Loss rate: 0.74%
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Run 4: Report of TaoVA-100x — Data Link
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Run 5: Statistics of TaoVA-100x

Start at: 2018-02-15 23:39:07
End at: 2018-02-15 23:39:37
Local clock offset: 5.38 ms
Remote clock offset: 1.68 ms

# Below is generated by plot.py at 2018-02-16 05:31:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 76.00 Mbit/s

95th percentile per-packet one-way delay: 102.628 ms
Loss rate: 0.44%

-- Flow 1:

Average throughput: 76.00 Mbit/s

95th percentile per-packet one-way delay: 102.628 ms
Loss rate: 0.44%
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Run 5: Report of TaoVA-100x — Data Link

20

80 1
[v]
0
201

© 53
(s/aw) IndyBnaiy L

Time (s)

Flow 1 egress (mean 76.00 Mbit/s)

Flow 1 ingress (mean 75.92 Mbit/s)

|

O PN NSRS (PSR o

30

T T T

© ©
8 & 8
=1

(sw) Aejap Aem-auo 12x2ed-13d

94

102 -

Time (s)
« Flow 1 (95th percentile 102.63 ms)

173



Run 6: Statistics of TaoVA-100x

Start at: 2018-02-16 00:01:06
End at: 2018-02-16 00:01:36

Local clock offset: 7.984 ms
Remote clock offset: 0.874 ms

# Below is generated by plot.py at 2018-02-16 05:31:28
# Datalink statistics

-- Total of 1 flow:

Average throughput: 75.50 Mbit/s

95th percentile per-packet one-way delay: 110.256 ms
Loss rate: 0.73}

-- Flow 1:

Average throughput: 75.50 Mbit/s

95th percentile per-packet one-way delay: 110.256 ms
Loss rate: 0.73%
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Run 6: Report of TaoVA-100x — Data Link
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Run 7: Statistics of TaoVA-100x

Start at: 2018-02-16 00:23:07
End at: 2018-02-16 00:23:37

Local clock offset: -32.973 ms
Remote clock offset: -4.413 ms

# Below is generated by plot.py at 2018-02-16 05:31:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 73.59 Mbit/s

95th percentile per-packet one-way delay: 94.348 ms
Loss rate: 0.66}

-- Flow 1:

Average throughput: 73.59 Mbit/s

95th percentile per-packet one-way delay: 94.348 ms
Loss rate: 0.66%
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Run 8: Statistics of TaoVA-100x

Start at: 2018-02-16 00:45:07
End at: 2018-02-16 00:45:37

Local clock offset: -42.887 ms
Remote clock offset: -5.612 ms

# Below is generated by plot.py at 2018-02-16 05:31:36
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.18 Mbit/s

95th percentile per-packet one-way delay: 94.919 ms
Loss rate: 0.53}

-- Flow 1:

Average throughput: 74.18 Mbit/s

95th percentile per-packet one-way delay: 94.919 ms
Loss rate: 0.53%
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Run 8: Report of TaoVA-100x — Data Link
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Run 9: Statistics of TaoVA-100x

Start at: 2018-02-16 01:07:07
End at: 2018-02-16 01:07:37

Local clock offset: -51.691 ms
Remote clock offset: -4.438 ms

# Below is generated by plot.py at 2018-02-16 05:33:13
# Datalink statistics

-- Total of 1 flow:

Average throughput: 73.74 Mbit/s

95th percentile per-packet one-way delay: 95.666 ms
Loss rate: 0.56

-- Flow 1:

Average throughput: 73.74 Mbit/s

95th percentile per-packet one-way delay: 95.666 ms
Loss rate: 0.56%
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Run 9: Report of TaoVA-100x — Data Link
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Run 10: Statistics of TaoVA-100x

Start at: 2018-02-16 01:29:11
End at: 2018-02-16 01:29:41

Local clock offset: -3.09 ms
Remote clock offset: 2.956 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.00 Mbit/s

95th percentile per-packet one-way delay: 88.051 ms
Loss rate: 0.44%

-- Flow 1:

Average throughput: 74.00 Mbit/s

95th percentile per-packet one-way delay: 88.051 ms
Loss rate: 0.44%
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Run 10: Report of TaoVA-100x — Data Link
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Run 1: Statistics of TCP Vegas

Start at: 2018-02-15 22:15:50
End at: 2018-02-15 22:16:20

Local clock offset: -23.854 ms
Remote clock offset: -2.913 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 38.01 Mbit/s

95th percentile per-packet one-way delay: 89.120 ms
Loss rate: 0.45%

-- Flow 1:

Average throughput: 38.01 Mbit/s

95th percentile per-packet one-way delay: 89.120 ms
Loss rate: 0.45%
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Run 1: Report of TCP Vegas — Data Link
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Run 2: Statistics of TCP Vegas

Start at: 2018-02-15 22:38:01
End at: 2018-02-15 22:38:31

Local clock offset: -25.096 ms
Remote clock offset: 2.569 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 78.64 Mbit/s

95th percentile per-packet one-way delay: 82.988 ms
Loss rate: 0.57%

-- Flow 1:

Average throughput: 78.64 Mbit/s

95th percentile per-packet one-way delay: 82.988 ms
Loss rate: 0.57%
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Run 3: Statistics of TCP Vegas

Start at: 2018-02-15 23:00:03
End at: 2018-02-15 23:00:33

Local clock offset: -18.692 ms
Remote clock offset: 3.996 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 47.66 Mbit/s

95th percentile per-packet one-way delay: 81.738 ms
Loss rate: 0.64%

-- Flow 1:

Average throughput: 47.66 Mbit/s

95th percentile per-packet one-way delay: 81.738 ms
Loss rate: 0.64%
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Run 3: Report of TCP Vegas — Data Link

20 25

15

Time (s)
+ Flow 1 (95th percentile 81.74 ms)

189

10

Lo
M
s
¢
_ ..
1
\
1]
] _—
\ w
A = o
E=}
Lo =
~ ©
e
~
< -
c
o
o
E
w
¢
o
g g
w
—
=
o
= y
@
Lwn =
= o
E -
- 2
s L
a
=
<4 =
m~
= e
=
L m m
@
£
w
a
e
2 -
m -
-
Fn =
o
[ — :
| W
1
1
|||||||||||||| =
Lo B W ST ST
!éi&dﬁ“x?}iﬂﬁnﬁﬂbuﬂunw:’;,.ludﬁﬂ%u
T T T T T T T T I J , , | T |
o o (=1 o (=] [=] [=} o M o [=] © = = ~ [=]
~ o [} T o~ — o o @ =] L+l @ o0

]
(s/qw) IndyBnouy (sw) Aejap Aem-auo 1ox2ed-1ad



Run 4: Statistics of TCP Vegas

Start at: 2018-02-15 23:22:04
End at: 2018-02-15 23:22:34
Local clock offset: 9.858 ms
Remote clock offset: -2.861 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 42.08 Mbit/s

95th percentile per-packet one-way delay: 107.495 ms
Loss rate: 0.29%

-- Flow 1:

Average throughput: 42.08 Mbit/s

95th percentile per-packet one-way delay: 107.495 ms
Loss rate: 0.29%
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Run 4: Report of TCP Vegas — Data Link
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Run 5: Statistics of TCP Vegas

Start at: 2018-02-15 23:44:04
End at: 2018-02-15 23:44:34

Local clock offset: 11.495 ms
Remote clock offset: -0.147 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 43.29 Mbit/s

95th percentile per-packet one-way delay: 102.834 ms
Loss rate: 0.56

-- Flow 1:

Average throughput: 43.29 Mbit/s

95th percentile per-packet one-way delay: 102.834 ms
Loss rate: 0.56%
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Run 5: Report of TCP Vegas — Data Link
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Run 6: Statistics of TCP Vegas

Start at: 2018-02-16 00:06:04
End at: 2018-02-16 00:06:34

Local clock offset: -18.954 ms
Remote clock offset: 0.095 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 47.33 Mbit/s

95th percentile per-packet one-way delay: 83.085 ms
Loss rate: 0.63}

-- Flow 1:

Average throughput: 47.33 Mbit/s

95th percentile per-packet one-way delay: 83.085 ms
Loss rate: 0.63%
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Run 7: Statistics of TCP Vegas

Start at: 2018-02-16 00:28:04
End at: 2018-02-16 00:28:34

Local clock offset: -35.458 ms
Remote clock offset: -0.865 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 44.22 Mbit/s

95th percentile per-packet one-way delay: 80.143 ms
Loss rate: 0.56

-- Flow 1:

Average throughput: 44.22 Mbit/s

95th percentile per-packet one-way delay: 80.143 ms
Loss rate: 0.56%

196



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 7:

Report of TCP Vegas — Data Link

60 1

50 1

10 4

5 10 15 20 25
Time (s)

--- Flow 1 ingress (mean 44.22 Mbit/s) = —— Flow 1 egress (mean 44.22 Mbit/s)

Time (s)
+ Flow 1 (95th percentile 80.14 ms)

197




Run 8: Statistics of TCP Vegas

Start at: 2018-02-16 00:50:06
End at: 2018-02-16 00:50:36

Local clock offset: -44.827 ms
Remote clock offset: -5.746 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 47.98 Mbit/s

95th percentile per-packet one-way delay: 85.428 ms
Loss rate: 0.64%

-- Flow 1:

Average throughput: 47.98 Mbit/s

95th percentile per-packet one-way delay: 85.428 ms
Loss rate: 0.64%
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Run 9: Statistics of TCP Vegas

Start at: 2018-02-16 01:12:02
End at: 2018-02-16 01:12:32

Local clock offset: -44.34 ms
Remote clock offset: -3.275 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 46.91 Mbit/s

95th percentile per-packet one-way delay: 82.937 ms
Loss rate: 0.63}

-- Flow 1:

Average throughput: 46.91 Mbit/s

95th percentile per-packet one-way delay: 82.937 ms
Loss rate: 0.63%
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Run 10: Statistics of TCP Vegas

Start at: 2018-02-16 01:34:05
End at: 2018-02-16 01:34:36
Local clock offset: 1.362 ms
Remote clock offset: -1.034 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 47.43 Mbit/s

95th percentile per-packet one-way delay: 87.154 ms
Loss rate: 0.59%

-- Flow 1:

Average throughput: 47.43 Mbit/s

95th percentile per-packet one-way delay: 87.154 ms
Loss rate: 0.59%
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Run 10: Report of TCP Vegas — Data Link
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Run 1: Statistics of Verus

Start at: 2018-02-15 22:02:19
End at: 2018-02-15 22:02:49

Local clock offset: -20.065 ms
Remote clock offset: -2.664 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 43.48 Mbit/s

95th percentile per-packet one-way delay: 96.722 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 43.48 Mbit/s

95th percentile per-packet one-way delay: 96.722 ms
Loss rate: 0.01%
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Run 1: Report of Verus — Data Link
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Run 2: Statistics of Verus

Start at: 2018-02-15 22:24:24
End at: 2018-02-15 22:24:54

Local clock offset: -22.741 ms
Remote clock offset: 3.898 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 45.33 Mbit/s

95th percentile per-packet one-way delay: 90.906 ms
Loss rate: 0.54%

-- Flow 1:

Average throughput: 45.33 Mbit/s

95th percentile per-packet one-way delay: 90.906 ms
Loss rate: 0.54%
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Run 2: Report of Verus — Data Link
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Run 3: Statistics of Verus

Start at: 2018-02-15 22:46:35
End at: 2018-02-15 22:47:05

Local clock offset: -31.374 ms
Remote clock offset: -1.189 ms

# Below is generated by plot.py at 2018-02-16 05:33:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 45.52 Mbit/s

95th percentile per-packet one-way delay: 97.451 ms
Loss rate: 1.14Y

-- Flow 1:

Average throughput: 45.52 Mbit/s

95th percentile per-packet one-way delay: 97.451 ms
Loss rate: 1.14Y%
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Run 4: Statistics of Verus

Start at: 2018-02-15 23:08:35
End at: 2018-02-15 23:09:05

Local clock offset: -10.551 ms
Remote clock offset: 3.418 ms

# Below is generated by plot.py at 2018-02-16 05:33:30
# Datalink statistics

-- Total of 1 flow:

Average throughput: 47.88 Mbit/s

95th percentile per-packet one-way delay: 92.836 ms
Loss rate: 0.21%

-- Flow 1:

Average throughput: 47.88 Mbit/s

95th percentile per-packet one-way delay: 92.836 ms
Loss rate: 0.21%
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Run 4: Report of Verus — Data Link
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Run 5: Statistics of Verus

Start at: 2018-02-15 23:30:36
End at: 2018-02-15 23:31:06

Local clock offset: 9.914 ms
Remote clock offset: 1.235 ms

# Below is generated by plot.py at 2018-02-16 05:33:31
# Datalink statistics

-- Total of 1 flow:

Average throughput: 46.12 Mbit/s

95th percentile per-packet one-way delay: 110.373 ms
Loss rate: 1.12%

-- Flow 1:

Average throughput: 46.12 Mbit/s

95th percentile per-packet one-way delay: 110.373 ms
Loss rate: 1.12%
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Run 5: Report of Verus — Data Link

25

100 A

(s/uqu) Indybnoay

80
0
0

20
0

Time (s)

Flow 1 egress (mean 46.12 Mbit/s)

--- Flow 1 ingress (mean 46.37 Mbit/s)

30

25

20

110 +
108 4
106 4
104 4
102 4
100 4

(sw) Aejap Aem-auo 1ax2ed-1a4

Time (s)
« Flow 1 (95th percentile 110.37 ms)

213



Run 6: Statistics of Verus

Start at: 2018-02-15 23:52:36
End at: 2018-02-15 23:53:06

Local clock offset: 3.233 ms
Remote clock offset: 0.868 ms

# Below is generated by plot.py at 2018-02-16 05:33:38
# Datalink statistics

-- Total of 1 flow:

Average throughput: 45.47 Mbit/s

95th percentile per-packet one-way delay: 107.347 ms
Loss rate: 0.62%

-- Flow 1:

Average throughput: 45.47 Mbit/s

95th percentile per-packet one-way delay: 107.347 ms
Loss rate: 0.62%
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Run 6: Report of Verus — Data Link
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Run 7: Statistics of Verus

Start at: 2018-02-16 00:14:36
End at: 2018-02-16 00:15:06

Local clock offset: -27.865 ms
Remote clock offset: -4.06 ms

# Below is generated by plot.py at 2018-02-16 05:33:43
# Datalink statistics

-- Total of 1 flow:

Average throughput: 45.29 Mbit/s

95th percentile per-packet one-way delay: 97.726 ms
Loss rate: 0.71%

-- Flow 1:

Average throughput: 45.29 Mbit/s

95th percentile per-packet one-way delay: 97.726 ms
Loss rate: 0.71%
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Run 7: Report of Verus — Data Link
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Run 8: Statistics of Verus

Start at: 2018-02-16 00:36:35
End at: 2018-02-16 00:37:05

Local clock offset: -39.209 ms
Remote clock offset: -0.442 ms

# Below is generated by plot.py at 2018-02-16 05:33:55
# Datalink statistics

-- Total of 1 flow:

Average throughput: 47.80 Mbit/s

95th percentile per-packet one-way delay: 90.684 ms
Loss rate: 0.98}

-- Flow 1:

Average throughput: 47.80 Mbit/s

95th percentile per-packet one-way delay: 90.684 ms
Loss rate: 0.98%
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Run 8: Report of Verus — Data Link
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Run 9: Statistics of Verus

Start at: 2018-02-16 00:58:39
End at: 2018-02-16 00:59:09

Local clock offset: -48.299 ms
Remote clock offset: -5.425 ms

# Below is generated by plot.py at 2018-02-16 05:33:55
# Datalink statistics

-- Total of 1 flow:

Average throughput: 45.39 Mbit/s

95th percentile per-packet one-way delay: 97.345 ms
Loss rate: 0.80%

-- Flow 1:

Average throughput: 45.39 Mbit/s

95th percentile per-packet one-way delay: 97.345 ms
Loss rate: 0.80%
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Run 9: Report of Verus — Data Link
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Run 10: Statistics of Verus

Start at: 2018-02-16 01:20:37
End at: 2018-02-16 01:21:07

Local clock offset: -15.739 ms
Remote clock offset: -3.82 ms

# Below is generated by plot.py at 2018-02-16 05:33:55
# Datalink statistics

-- Total of 1 flow:

Average throughput: 41.98 Mbit/s

95th percentile per-packet one-way delay: 96.458 ms
Loss rate: 0.06%

-- Flow 1:

Average throughput: 41.98 Mbit/s

95th percentile per-packet one-way delay: 96.458 ms
Loss rate: 0.06%
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Run 10: Report of Verus — Data Link

25

100 4

T
=}
F

80
0

(s/uqu) Indybnoay

20
0

Time (s)

Flow 1 egress (mean 41.98 Mbit/s)

Flow 1 ingress (mean 41.77 Mbit/s)

.Q IR R s

PP S b o s e 202 5455 o 20t e A 149001

Bt S —

(sw) Aejap Aem-auo 393oed-1ad

Time (s)
+ Flow 1 (95th percentile 96.46 ms

)

223



Run 1: Statistics of Copa

Start at: 2018-02-15 22:08:25
End at: 2018-02-15 22:08:55

Local clock offset: -17.332 ms
Remote clock offset: 2.451 ms

# Below is generated by plot.py at 2018-02-16 05:35:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.27 Mbit/s

95th percentile per-packet one-way delay: 80.696 ms
Loss rate: 0.57%

-- Flow 1:

Average throughput: 88.27 Mbit/s

95th percentile per-packet one-way delay: 80.696 ms
Loss rate: 0.57%
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Throughput (Mbit/s)
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Run 1: Report of Copa — Data Link
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Run 2: Statistics of Copa

Start at: 2018-02-15 22:30:34
End at: 2018-02-15 22:31:04

Local clock offset: -21.812 ms
Remote clock offset: -1.714 ms

# Below is generated by plot.py at 2018-02-16 05:35:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.88 Mbit/s

95th percentile per-packet one-way delay: 85.388 ms
Loss rate: 11.81}

-- Flow 1:

Average throughput: 74.88 Mbit/s

95th percentile per-packet one-way delay: 85.388 ms
Loss rate: 11.81%
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Run 3: Statistics of Copa

Start at: 2018-02-15 22:52:40
End at: 2018-02-15 22:53:10
Local clock offset: -36.285 ms
Remote clock offset: 3.79 ms

# Below is generated by plot.py at 2018-02-16 05:35:44
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.10 Mbit/s

95th percentile per-packet one-way delay: 87.484 ms
Loss rate: 0.61%

-- Flow 1:

Average throughput: 82.10 Mbit/s

95th percentile per-packet one-way delay: 87.484 ms
Loss rate: 0.61%
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Run 4: Statistics of Copa

Start at: 2018-02-15 23:14:41
End at: 2018-02-15 23:15:11

Local clock offset: 6.498 ms
Remote clock offset: -1.66 ms

# Below is generated by plot.py at 2018-02-16 05:35:51
# Datalink statistics

-- Total of 1 flow:

Average throughput: 83.17 Mbit/s

95th percentile per-packet one-way delay: 99.249 ms
Loss rate: 0.58}

-- Flow 1:

Average throughput: 83.17 Mbit/s

95th percentile per-packet one-way delay: 99.249 ms
Loss rate: 0.58%
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Run 5: Statistics of Copa

Start at: 2018-02-15 23:36:41
End at: 2018-02-15 23:37:11

Local clock offset: 1.008 ms
Remote clock offset: 0.96 ms

# Below is generated by plot.py at 2018-02-16 05:35:51
# Datalink statistics

-- Total of 1 flow:

Average throughput: 70.06 Mbit/s

95th percentile per-packet one-way delay: 92.257 ms
Loss rate: 0.62%

-- Flow 1:

Average throughput: 70.06 Mbit/s

95th percentile per-packet one-way delay: 92.257 ms
Loss rate: 0.62%
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Run 6: Statistics of Copa

Start at: 2018-02-15 23:58:41
End at: 2018-02-15 23:59:11

Local clock offset: 9.077 ms
Remote clock offset: 0.917 ms

# Below is generated by plot.py at 2018-02-16 05:35:51
# Datalink statistics

-- Total of 1 flow:

Average throughput: 57.51 Mbit/s

95th percentile per-packet one-way delay: 102.384 ms
Loss rate: 0.67%

-- Flow 1:

Average throughput: 57.51 Mbit/s

95th percentile per-packet one-way delay: 102.384 ms
Loss rate: 0.67%
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Run 7: Statistics of Copa

Start at: 2018-02-16 00:20:41
End at: 2018-02-16 00:21:11

Local clock offset: -31.899 ms
Remote clock offset: -4.283 ms

# Below is generated by plot.py at 2018-02-16 05:35:51
# Datalink statistics

-- Total of 1 flow:

Average throughput: 69.39 Mbit/s

95th percentile per-packet one-way delay: 86.835 ms
Loss rate: 0.70%

-- Flow 1:

Average throughput: 69.39 Mbit/s

95th percentile per-packet one-way delay: 86.835 ms
Loss rate: 0.70%
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Run 8: Statistics of Copa

Start at: 2018-02-16 00:42:41
End at: 2018-02-16 00:43:12

Local clock offset: -41.794 ms
Remote clock offset: -0.744 ms

# Below is generated by plot.py at 2018-02-16 05:35:51
# Datalink statistics

-- Total of 1 flow:

Average throughput: 52.53 Mbit/s

95th percentile per-packet one-way delay: 90.469 ms
Loss rate: 6.40%

-- Flow 1:

Average throughput: 52.53 Mbit/s

95th percentile per-packet one-way delay: 90.469 ms
Loss rate: 6.40%
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Run 9: Statistics of Copa

Start at: 2018-02-16 01:04:45
End at: 2018-02-16 01:05:15

Local clock offset: -50.88 ms
Remote clock offset: 1.002 ms

# Below is generated by plot.py at 2018-02-16 05:36:18
# Datalink statistics

-- Total of 1 flow:

Average throughput: 40.27 Mbit/s

95th percentile per-packet one-way delay: 78.985 ms
Loss rate: 0.64%

-- Flow 1:

Average throughput: 40.27 Mbit/s

95th percentile per-packet one-way delay: 78.985 ms
Loss rate: 0.64%
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Run 10: Statistics of Copa

Start at: 2018-02-16 01:26:48
End at: 2018-02-16 01:27:18
Local clock offset: -5.74 ms
Remote clock offset: 2.053 ms

# Below is generated by plot.py at 2018-02-16 05:36:18
# Datalink statistics

-- Total of 1 flow:

Average throughput: 37.24 Mbit/s

95th percentile per-packet one-way delay: 79.674 ms
Loss rate: 1.34%

-- Flow 1:

Average throughput: 37.24 Mbit/s

95th percentile per-packet one-way delay: 79.674 ms
Loss rate: 1.34%
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Run 1: Statistics of FillP

Start at: 2018-02-15 22:17:02
End at: 2018-02-15 22:17:32

Local clock offset: -24.244 ms
Remote clock offset: 2.822 ms

# Below is generated by plot.py at 2018-02-16 05:36:56
# Datalink statistics

-- Total of 1 flow:

Average throughput: 78.49 Mbit/s

95th percentile per-packet one-way delay: 90.566 ms
Loss rate: 16.35%

-- Flow 1:

Average throughput: 78.49 Mbit/s

95th percentile per-packet one-way delay: 90.566 ms
Loss rate: 16.35%
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Run 2: Statistics of FillP

Start at: 2018-02-15 22:39:15
End at: 2018-02-15 22:39:45

Local clock offset: -25.724 ms
Remote clock offset: 3.427 ms

# Below is generated by plot.py at 2018-02-16 05:37:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.88 Mbit/s

95th percentile per-packet one-way delay: 89.827 ms
Loss rate: 0.58}

-- Flow 1:

Average throughput: 95.88 Mbit/s

95th percentile per-packet one-way delay: 89.827 ms
Loss rate: 0.58%
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Run 3: Statistics of FillP

Start at: 2018-02-15 23:01:15
End at: 2018-02-15 23:01:46
Local clock offset: -17.505 ms
Remote clock offset: 3.21 ms

# Below is generated by plot.py at 2018-02-16 05:37:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.84 Mbit/s

95th percentile per-packet one-way delay: 91.704 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 95.84 Mbit/s

95th percentile per-packet one-way delay: 91.704 ms
Loss rate: 0.60%
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Run 4: Statistics of FillP

Start at: 2018-02-15 23:23:16
End at: 2018-02-15 23:23:46

Local clock offset: 12.055 ms
Remote clock offset: -3.729 ms

# Below is generated by plot.py at 2018-02-16 05:37:14
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.87 Mbit/s

95th percentile per-packet one-way delay: 119.134 ms
Loss rate: 0.59%

-- Flow 1:

Average throughput: 95.87 Mbit/s

95th percentile per-packet one-way delay: 119.134 ms
Loss rate: 0.59%
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Run 5: Statistics of FillP

Start at: 2018-02-15 23:45:16
End at: 2018-02-15 23:45:46
Local clock offset: 9.188 ms
Remote clock offset: -0.136 ms

# Below is generated by plot.py at 2018-02-16 05:37:15
# Datalink statistics

-- Total of 1 flow:

Average throughput: 94.50 Mbit/s

95th percentile per-packet one-way delay: 109.867 ms
Loss rate: 2.00%

-- Flow 1:

Average throughput: 94.50 Mbit/s

95th percentile per-packet one-way delay: 109.867 ms
Loss rate: 2.00%
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Run 6: Statistics of FillP

Start at: 2018-02-16 00:07:16
End at: 2018-02-16 00:07:46

Local clock offset: -19.569 ms
Remote clock offset: 0.957 ms

# Below is generated by plot.py at 2018-02-16 05:37:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.87 Mbit/s

95th percentile per-packet one-way delay: 91.484 ms
Loss rate: 0.59%

-- Flow 1:

Average throughput: 95.87 Mbit/s

95th percentile per-packet one-way delay: 91.484 ms
Loss rate: 0.59%
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Run 7: Statistics of FillP

Start at: 2018-02-16 00:29:16
End at: 2018-02-16 00:29:46

Local clock offset: -36.119 ms
Remote clock offset: -0.016 ms

# Below is generated by plot.py at 2018-02-16 05:37:49
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.82 Mbit/s

95th percentile per-packet one-way delay: 89.553 ms
Loss rate: 0.61%

-- Flow 1:

Average throughput: 95.82 Mbit/s

95th percentile per-packet one-way delay: 89.553 ms
Loss rate: 0.61%
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Run 8: Statistics of FillP

Start at: 2018-02-16 00:51:19
End at: 2018-02-16 00:51:49

Local clock offset: -45.381 ms
Remote clock offset: -0.148 ms

# Below is generated by plot.py at 2018-02-16 05:37:50
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.87 Mbit/s

95th percentile per-packet one-way delay: 89.449 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 95.87 Mbit/s

95th percentile per-packet one-way delay: 89.449 ms
Loss rate: 0.60%
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Run 9: Statistics of FillP

Start at: 2018-02-16 01:13:15
End at: 2018-02-16 01:13:45

Local clock offset: -37.67 ms
Remote clock offset: -3.211 ms

# Below is generated by plot.py at 2018-02-16 05:38:29
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.88 Mbit/s

95th percentile per-packet one-way delay: 93.095 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 95.88 Mbit/s

95th percentile per-packet one-way delay: 93.095 ms
Loss rate: 0.60%
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Run 10: Statistics of FillP

Start at: 2018-02-16 01:35:18
End at: 2018-02-16 01:35:48
Local clock offset: 2.272 ms
Remote clock offset: 4.865 ms

# Below is generated by plot.py at 2018-02-16 05:38:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.84 Mbit/s

95th percentile per-packet one-way delay: 90.501 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 95.84 Mbit/s

95th percentile per-packet one-way delay: 90.501 ms
Loss rate: 0.60%
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Run 1: Statistics of Indigo-1-32

Start at: 2018-02-15 22:20:40
End at: 2018-02-15 22:21:10

Local clock offset: -26.584 ms
Remote clock offset: 2.985 ms

# Below is generated by plot.py at 2018-02-16 05:38:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.95 Mbit/s

95th percentile per-packet one-way delay: 88.703 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 93.95 Mbit/s

95th percentile per-packet one-way delay: 88.703 ms
Loss rate: 0.60%
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Run 1: Report of Indigo-1-32 — Data Link
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Run 2: Statistics of Indigo-1-32

Start at: 2018-02-15 22:42:51
End at: 2018-02-15 22:43:21

Local clock offset: -28.242 ms
Remote clock offset: -2.111 ms

# Below is generated by plot.py at 2018-02-16 05:38:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.65 Mbit/s

95th percentile per-packet one-way delay: 90.257 ms
Loss rate: 0.59%

-- Flow 1:

Average throughput: 93.65 Mbit/s

95th percentile per-packet one-way delay: 90.257 ms
Loss rate: 0.59%
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Run 2: Report of Indigo-1-32 — Data Link
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Run 3: Statistics of Indigo-1-32

Start at: 2018-02-15 23:04:51
End at: 2018-02-15 23:05:21

Local clock offset: -12.837 ms
Remote clock offset: 3.368 ms

# Below is generated by plot.py at 2018-02-16 05:38:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.98 Mbit/s

95th percentile per-packet one-way delay: 92.787 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 93.98 Mbit/s

95th percentile per-packet one-way delay: 92.787 ms
Loss rate: 0.60%
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Run 4: Statistics of Indigo-1-32

Start at: 2018-02-15 23:26:52
End at: 2018-02-15 23:27:22
Local clock offset: 9.726 ms
Remote clock offset: -4.227 ms

# Below is generated by plot.py at 2018-02-16 05:38:44
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.90 Mbit/s

95th percentile per-packet one-way delay: 118.151 ms
Loss rate: 0.61%

-- Flow 1:

Average throughput: 93.90 Mbit/s

95th percentile per-packet one-way delay: 118.151 ms
Loss rate: 0.61%
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Run 4: Report of Indigo-1-32 — Data Link
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Run 5: Statistics of Indigo-1-32

Start at: 2018-02-15 23:48:52
End at: 2018-02-15 23:49:22
Local clock offset: 7.017 ms
Remote clock offset: -4.057 ms

# Below is generated by plot.py at 2018-02-16 05:39:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.63 Mbit/s

95th percentile per-packet one-way delay: 108.621 ms
Loss rate: 0.58}

-- Flow 1:

Average throughput: 93.63 Mbit/s

95th percentile per-packet one-way delay: 108.621 ms
Loss rate: 0.58%
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Run 6: Statistics of Indigo-1-32

Start at: 2018-02-16 00:10:52
End at: 2018-02-16 00:11:22

Local clock offset: -25.002 ms
Remote clock offset: -4.049 ms

# Below is generated by plot.py at 2018-02-16 05:39:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.42 Mbit/s

95th percentile per-packet one-way delay: 97.322 ms
Loss rate: 0.59%

-- Flow 1:

Average throughput: 93.42 Mbit/s

95th percentile per-packet one-way delay: 97.322 ms
Loss rate: 0.59%
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6: Report of Indigo-1-32 — Data Link
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Run 7: Statistics of Indigo-1-32

Start at: 2018-02-16 00:32:52
End at: 2018-02-16 00:33:22

Local clock offset: -37.629 ms
Remote clock offset: -1.116 ms

# Below is generated by plot.py at 2018-02-16 05:39:50
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.56 Mbit/s

95th percentile per-packet one-way delay: 92.332 ms
Loss rate: 0.57%

-- Flow 1:

Average throughput: 92.56 Mbit/s

95th percentile per-packet one-way delay: 92.332 ms
Loss rate: 0.57%
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Run 7: Report of Indigo-1-32 — Data Link
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Run 8: Statistics of Indigo-1-32

Start at: 2018-02-16 00:54:55
End at: 2018-02-16 00:55:25

Local clock offset: -46.764 ms
Remote clock offset: -6.21 ms

# Below is generated by plot.py at 2018-02-16 05:39:58
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.41 Mbit/s

95th percentile per-packet one-way delay: 98.437 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 93.41 Mbit/s

95th percentile per-packet one-way delay: 98.437 ms
Loss rate: 0.60%
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Run 8: Report of Indigo-1-32 — Data Link
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Run 9: Statistics of Indigo-1-32

Start at: 2018-02-16 01:16:52
End at: 2018-02-16 01:17:22

Local clock offset: -24.797 ms
Remote clock offset: 0.962 ms

# Below is generated by plot.py at 2018-02-16 05:39:58
# Datalink statistics

-- Total of 1 flow:

Average throughput: 91.75 Mbit/s

95th percentile per-packet one-way delay: 84.392 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 91.75 Mbit/s

95th percentile per-packet one-way delay: 84.392 ms
Loss rate: 0.60%
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Run 9: Report of Indigo-1-32 — Data Link
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Run 10: Statistics of Indigo-1-32

Start at: 2018-02-16 01:38:53
End at: 2018-02-16 01:39:23

Local clock offset: 4.748 ms
Remote clock offset: 4.836 ms

# Below is generated by plot.py at 2018-02-16 05:40:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.12 Mbit/s

95th percentile per-packet one-way delay: 85.497 ms
Loss rate: 0.60%

-- Flow 1:

Average throughput: 92.12 Mbit/s

95th percentile per-packet one-way delay: 85.497 ms
Loss rate: 0.60%
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Run 10: Report of Indigo-1-32 — Data Link
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Run 1: Statistics of Vivace-latency

Start at: 2018-02-15 22:12:09
End at: 2018-02-15 22:12:39

Local clock offset: -19.739 ms
Remote clock offset: -3.004 ms

# Below is generated by plot.py at 2018-02-16 05:40:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.72 Mbit/s

95th percentile per-packet one-way delay: 94.390 ms
Loss rate: 0.67%

-- Flow 1:

Average throughput: 77.72 Mbit/s

95th percentile per-packet one-way delay: 94.390 ms
Loss rate: 0.67%
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Run 2: Statistics of Vivace-latency

Start at: 2018-02-15 22:34:18
End at: 2018-02-15 22:34:48

Local clock offset: -22.967 ms
Remote clock offset: -2.401 ms

# Below is generated by plot.py at 2018-02-16 05:40:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 76.62 Mbit/s

95th percentile per-packet one-way delay: 89.177 ms
Loss rate: 0.69%

-- Flow 1:

Average throughput: 76.62 Mbit/s

95th percentile per-packet one-way delay: 89.177 ms
Loss rate: 0.69%
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Run 3: Statistics of Vivace-latency

Start at: 2018-02-15 22:56:22
End at: 2018-02-15 22:56:52

Local clock offset: -28.115 ms
Remote clock offset: -0.922 ms

# Below is generated by plot.py at 2018-02-16 05:40:29
# Datalink statistics

-- Total of 1 flow:

Average throughput: 78.05 Mbit/s

95th percentile per-packet one-way delay: 94.790 ms
Loss rate: 0.68}

-- Flow 1:

Average throughput: 78.05 Mbit/s

95th percentile per-packet one-way delay: 94.790 ms
Loss rate: 0.68%

288



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 3: Report of Vivace-latency — Data Link

100

80 4

60

40

20+

0 5 10 15 20 25 30
Time (s)

--- Flow 1 ingress (mean 78.14 Mbit/s) = —— Flow 1 egress (mean 78.05 Mbit/s)

96 4

)
~
L

w0
=3
L

£
—_=—j.-

@
@
L

o
N 1 |

©
@
L
———m——

——

b il )| S | N ) R A "“ li Ju
0 5 10 15 20 25
Time (s)

+ Flow 1 (95th percentile 94.79 ms)

289

30




Run 4: Statistics of Vivace-latency

Start at: 2018-02-15 23:18:23
End at: 2018-02-15 23:18:53

Local clock offset: 7.489 ms
Remote clock offset: 3.317 ms

# Below is generated by plot.py at 2018-02-16 05:40:29
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.41 Mbit/s

95th percentile per-packet one-way delay: 107.367 ms
Loss rate: 0.65%

-- Flow 1:

Average throughput: 77.41 Mbit/s

95th percentile per-packet one-way delay: 107.367 ms
Loss rate: 0.65%
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Run 5: Statistics of Vivace-latency

Start at: 2018-02-15 23:40:23
End at: 2018-02-15 23:40:53
Local clock offset: 8.791 ms
Remote clock offset: -0.022 ms

# Below is generated by plot.py at 2018-02-16 05:40:49
# Datalink statistics

-- Total of 1 flow:

Average throughput: 67.96 Mbit/s

95th percentile per-packet one-way delay: 110.376 ms
Loss rate: 0.77%

-- Flow 1:

Average throughput: 67.96 Mbit/s

95th percentile per-packet one-way delay: 110.376 ms
Loss rate: 0.77%
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Run 6: Statistics of Vivace-latency

Start at: 2018-02-16 00:02:23
End at: 2018-02-16 00:02:53
Local clock offset: 6.436 ms
Remote clock offset: -3.862 ms

# Below is generated by plot.py at 2018-02-16 05:41:04
# Datalink statistics

-- Total of 1 flow:

Average throughput: 76.04 Mbit/s

95th percentile per-packet one-way delay: 110.362 ms
Loss rate: 0.72%

-- Flow 1:

Average throughput: 76.04 Mbit/s

95th percentile per-packet one-way delay: 110.362 ms
Loss rate: 0.72%
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Run 7: Statistics of Vivace-latency

Start at: 2018-02-16 00:24:23
End at: 2018-02-16 00:24:53

Local clock offset: -33.679 ms
Remote clock offset: -5.504 ms

# Below is generated by plot.py at 2018-02-16 05:41:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.25 Mbit/s

95th percentile per-packet one-way delay: 97.299 ms
Loss rate: 0.67%

-- Flow 1:

Average throughput: 77.25 Mbit/s

95th percentile per-packet one-way delay: 97.299 ms
Loss rate: 0.67%
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Run 8: Statistics of Vivace-latency

Start at: 2018-02-16 00:46:24
End at: 2018-02-16 00:46:54

Local clock offset: -43.37 ms
Remote clock offset: -5.662 ms

# Below is generated by plot.py at 2018-02-16 05:41:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 76.16 Mbit/s

95th percentile per-packet one-way delay: 95.022 ms
Loss rate: 0.62%

-- Flow 1:

Average throughput: 76.16 Mbit/s

95th percentile per-packet one-way delay: 95.022 ms
Loss rate: 0.62%
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Run 9: Statistics of Vivace-latency

Start at: 2018-02-16 01:08:23
End at: 2018-02-16 01:08:53

Local clock offset: -52.25 ms
Remote clock offset: -4.336 ms

# Below is generated by plot.py at 2018-02-16 05:41:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 41.56 Mbit/s

95th percentile per-packet one-way delay: 89.089 ms
Loss rate: 1.25%

-- Flow 1:

Average throughput: 41.56 Mbit/s

95th percentile per-packet one-way delay: 89.089 ms
Loss rate: 1.25%
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Run 10: Statistics of Vivace-latency

Start at: 2018-02-16 01:30:27
End at: 2018-02-16 01:30:57

Local clock offset: -1.744 ms
Remote clock offset: 4.263 ms

# Below is generated by plot.py at 2018-02-16 05:41:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 32.88 Mbit/s

95th percentile per-packet one-way delay: 77.587 ms
Loss rate: 0.85}

-- Flow 1:

Average throughput: 32.88 Mbit/s

95th percentile per-packet one-way delay: 77.587 ms
Loss rate: 0.85%
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Run 10: Report of Vivace-latency — Data Link
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Run 1: Statistics of Vivace-loss

Start at: 2018-02-15 22:07:10
End at: 2018-02-15 22:07:40

Local clock offset: -16.949 ms
Remote clock offset: -3.322 ms

# Below is generated by plot.py at 2018-02-16 05:41:41
# Datalink statistics

-- Total of 1 flow:

Average throughput: 78.88 Mbit/s

95th percentile per-packet one-way delay: 96.196 ms
Loss rate: 0.73}

-- Flow 1:

Average throughput: 78.88 Mbit/s

95th percentile per-packet one-way delay: 96.196 ms
Loss rate: 0.73%
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Run 2: Statistics of Vivace-loss

Start at: 2018-02-15 22:29:18
End at: 2018-02-15 22:29:49

Local clock offset: -21.664 ms
Remote clock offset: -1.62 ms

# Below is generated by plot.py at 2018-02-16 05:41:43
# Datalink statistics

-- Total of 1 flow:

Average throughput: 79.14 Mbit/s

95th percentile per-packet one-way delay: 96.524 ms
Loss rate: 0.70%

-- Flow 1:

Average throughput: 79.14 Mbit/s

95th percentile per-packet one-way delay: 96.524 ms
Loss rate: 0.70%
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Run 3: Statistics of Vivace-loss

Start at: 2018-02-15 22:51:25
End at: 2018-02-15 22:51:55

Local clock offset: -35.338 ms
Remote clock offset: 3.017 ms

# Below is generated by plot.py at 2018-02-16 05:41:43
# Datalink statistics

-- Total of 1 flow:

Average throughput: 78.72 Mbit/s

95th percentile per-packet one-way delay: 92.998 ms
Loss rate: 0.74%

-- Flow 1:

Average throughput: 78.72 Mbit/s

95th percentile per-packet one-way delay: 92.998 ms
Loss rate: 0.74%
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Run 4: Statistics of Vivace-loss

Start at: 2018-02-15 23:13:26
End at: 2018-02-15 23:13:56

Local clock offset: 5.299 ms
Remote clock offset: 4.397 ms

# Below is generated by plot.py at 2018-02-16 05:41:51
# Datalink statistics

-- Total of 1 flow:

Average throughput: 78.71 Mbit/s

95th percentile per-packet one-way delay: 103.669 ms
Loss rate: 0.72%

-- Flow 1:

Average throughput: 78.71 Mbit/s

95th percentile per-packet one-way delay: 103.669 ms
Loss rate: 0.72%
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Run 5: Statistics of Vivace-loss

Start at: 2018-02-15 23:35:26
End at: 2018-02-15 23:35:56

Local clock offset: 6.944 ms
Remote clock offset: 1.815 ms

# Below is generated by plot.py at 2018-02-16 05:42:03
# Datalink statistics

-- Total of 1 flow:

Average throughput: 79.85 Mbit/s

95th percentile per-packet one-way delay: 105.961 ms
Loss rate: 0.72%

-- Flow 1:

Average throughput: 79.85 Mbit/s

95th percentile per-packet one-way delay: 105.961 ms
Loss rate: 0.72%
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Run 5: Report of Vivace-loss — Data Link
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Run 6: Statistics of Vivace-loss

Start at: 2018-02-15 23:57:26
End at: 2018-02-15 23:57:56

Local clock offset: 6.521 ms
Remote clock offset: 1.01 ms

# Below is generated by plot.py at 2018-02-16 05:42:19
# Datalink statistics

-- Total of 1 flow:

Average throughput: 79.78 Mbit/s

95th percentile per-packet one-way delay: 111.079 ms
Loss rate: 0.73}

-- Flow 1:

Average throughput: 79.78 Mbit/s

95th percentile per-packet one-way delay: 111.079 ms
Loss rate: 0.73%
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Run 6: Report of Vivace-loss — Data Link
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Run 7: Statistics of Vivace-loss

Start at: 2018-02-16 00:19:26
End at: 2018-02-16 00:19:56

Local clock offset: -30.968 ms
Remote clock offset: -0.101 ms

# Below is generated by plot.py at 2018-02-16 05:42:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 79.96 Mbit/s

95th percentile per-packet one-way delay: 92.751 ms
Loss rate: 0.72%

-- Flow 1:

Average throughput: 79.96 Mbit/s

95th percentile per-packet one-way delay: 92.751 ms
Loss rate: 0.72%
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Run 7: Report of Vivace-loss — Data Link
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Run 8: Statistics of Vivace-loss

Start at: 2018-02-16 00:41:26
End at: 2018-02-16 00:41:56

Local clock offset: -41.286 ms
Remote clock offset: 0.184 ms

# Below is generated by plot.py at 2018-02-16 05:42:22
# Datalink statistics

-- Total of 1 flow:

Average throughput: 79.04 Mbit/s

95th percentile per-packet one-way delay: 91.156 ms
Loss rate: 0.73}

-- Flow 1:

Average throughput: 79.04 Mbit/s

95th percentile per-packet one-way delay: 91.156 ms
Loss rate: 0.73%
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Run 8: Report of Vivace-loss — Data Link
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Run 9: Statistics of Vivace-loss

Start at: 2018-02-16 01:03:30
End at: 2018-02-16 01:04:00

Local clock offset: -50.287 ms
Remote clock offset: 0.856 ms

# Below is generated by plot.py at 2018-02-16 05:42:56
# Datalink statistics

-- Total of 1 flow:

Average throughput: 79.36 Mbit/s

95th percentile per-packet one-way delay: 91.696 ms
Loss rate: 0.73}

-- Flow 1:

Average throughput: 79.36 Mbit/s

95th percentile per-packet one-way delay: 91.696 ms
Loss rate: 0.73%
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Run 9: Report of Vivace-loss — Data Link

100 A

80 4

60

40

201

5 10 15 20
Time (s)

--- Flow 1 ingress (mean 79.50 Mbit/s) = —— Flow 1 egress (mean 79.36 Mbit/s)

100.0

97.5 1

95.0

92.5 1

90.0

87.5

85.0

82.5

80.0

5 10 15 20
Time (s)

« Flow 1 (95th percentile 91.70 ms)

321



Run 10: Statistics of Vivace-loss

Start at: 2018-02-16 01:25:33
End at: 2018-02-16 01:26:03

Local clock offset: -7.219 ms
Remote clock offset: -2.779 ms

# Below is generated by plot.py at 2018-02-16 05:42:57
# Datalink statistics

-- Total of 1 flow:

Average throughput: 78.71 Mbit/s

95th percentile per-packet one-way delay: 94.303 ms
Loss rate: 0.76}

-- Flow 1:

Average throughput: 78.71 Mbit/s

95th percentile per-packet one-way delay: 94.303 ms
Loss rate: 0.76%
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Run 10: Report of Vivace-loss — Data Link

100 A

80 4

60

40

201

0 5 10 15 20 25
Time (s)

--- Flow 1 ingress (mean 78.84 Mbit/s) = —— Flow 1 egress (mean 78.71 Mbit/s)

110

105 -

100 -

95 ~ T

= T

0 5 10 15 20 25
Time (s)

« Flow 1 (95th percentile 94.30 ms)

323

30



Run 1: Statistics of Vivace-LTE

Start at: 2018-02-15 22:01:04
End at: 2018-02-15 22:01:34

Local clock offset: -17.848 ms
Remote clock offset: -2.642 ms

# Below is generated by plot.py at 2018-02-16 05:43:01
# Datalink statistics

-- Total of 1 flow:

Average throughput: 79.64 Mbit/s

95th percentile per-packet one-way delay: 96.015 ms
Loss rate: 0.69%

-- Flow 1:

Average throughput: 79.64 Mbit/s

95th percentile per-packet one-way delay: 96.015 ms
Loss rate: 0.69%
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Run 1: Report of Vivace-LTE — Data Link
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Run 2: Statistics of Vivace-LTE

Start at: 2018-02-15 22:23:09
End at: 2018-02-15 22:23:39

Local clock offset: -23.622 ms
Remote clock offset: 2.143 ms

# Below is generated by plot.py at 2018-02-16 05:43:05
# Datalink statistics

-- Total of 1 flow:

Average throughput: 78.66 Mbit/s

95th percentile per-packet one-way delay: 92.032 ms
Loss rate: 0.65%

-- Flow 1:

Average throughput: 78.66 Mbit/s

95th percentile per-packet one-way delay: 92.032 ms
Loss rate: 0.65%
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Run 3: Statistics of Vivace-LTE

Start at: 2018-02-15 22:45:20
End at: 2018-02-15 22:45:50

Local clock offset: -30.43 ms
Remote clock offset: -1.153 ms

# Below is generated by plot.py at 2018-02-16 05:43:13
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.24 Mbit/s

95th percentile per-packet one-way delay: 96.974 ms
Loss rate: 0.70%

-- Flow 1:

Average throughput: 77.24 Mbit/s

95th percentile per-packet one-way delay: 96.974 ms
Loss rate: 0.70%
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Run 3: Report of Vivace-LTE — Data Link
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Run 4: Statistics of Vivace-LTE

Start at: 2018-02-15 23:07:20
End at: 2018-02-15 23:07:50

Local clock offset: -11.245 ms
Remote clock offset: 4.191 ms

# Below is generated by plot.py at 2018-02-16 05:43:31
# Datalink statistics

-- Total of 1 flow:

Average throughput: 79.40 Mbit/s

95th percentile per-packet one-way delay: 89.633 ms
Loss rate: 0.63}

-- Flow 1:

Average throughput: 79.40 Mbit/s

95th percentile per-packet one-way delay: 89.633 ms
Loss rate: 0.63%
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Run 4: Report of Vivace-LTE — Data Link

100

80

60

40

20

0 5 10 15 20

Time (s)

25

--- Flow 1 ingress (mean 79.47 Mbit/s) = —— Flow 1 egress (mean 79.40 Mbit/s)

88 1

- g

86

84

824

804

e : / U

78 1

0 5 10 15 20
Time (s)

+ Flow 1 (95th percentile 89.63 ms)

331



Run 5: Statistics of Vivace-LTE

Start at: 2018-02-15 23:29:21
End at: 2018-02-15 23:29:51

Local clock offset: 9.098 ms
Remote clock offset: 2.183 ms

# Below is generated by plot.py at 2018-02-16 05:43:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.66 Mbit/s

95th percentile per-packet one-way delay: 111.647 ms
Loss rate: 0.74%

-- Flow 1:

Average throughput: 77.66 Mbit/s

95th percentile per-packet one-way delay: 111.647 ms
Loss rate: 0.74%
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Run 6: Statistics of Vivace-LTE

Start at: 2018-02-15 23:51:21
End at: 2018-02-15 23:51:51
Local clock offset: 0.533 ms
Remote clock offset: -0.029 ms

# Below is generated by plot.py at 2018-02-16 05:43:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.62 Mbit/s

95th percentile per-packet one-way delay: 105.843 ms
Loss rate: 0.68}

-- Flow 1:

Average throughput: 77.62 Mbit/s

95th percentile per-packet one-way delay: 105.843 ms
Loss rate: 0.68%
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Run 7: Statistics of Vivace-LTE

Start at: 2018-02-16 00:13:21
End at: 2018-02-16 00:13:51

Local clock offset: -27.069 ms
Remote clock offset: -3.987 ms

# Below is generated by plot.py at 2018-02-16 05:43:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.77 Mbit/s

95th percentile per-packet one-way delay: 98.098 ms
Loss rate: 0.72%

-- Flow 1:

Average throughput: 77.77 Mbit/s

95th percentile per-packet one-way delay: 98.098 ms
Loss rate: 0.72%
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Run 8: Statistics of Vivace-LTE

Start at: 2018-02-16 00:35:20
End at: 2018-02-16 00:35:50

Local clock offset: -38.728 ms
Remote clock offset: -1.367 ms

# Below is generated by plot.py at 2018-02-16 05:43:56
# Datalink statistics

-- Total of 1 flow:

Average throughput: 78.66 Mbit/s

95th percentile per-packet one-way delay: 91.363 ms
Loss rate: 0.68}

-- Flow 1:

Average throughput: 78.66 Mbit/s

95th percentile per-packet one-way delay: 91.363 ms
Loss rate: 0.68%
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Run 8: Report of Vivace-LTE — Data Link
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Run 9: Statistics of Vivace-LTE

Start at: 2018-02-16 00:57:24
End at: 2018-02-16 00:57:54

Local clock offset: -47.85 ms
Remote clock offset: -5.655 ms

# Below is generated by plot.py at 2018-02-16 05:43:56
# Datalink statistics

-- Total of 1 flow:

Average throughput: 76.63 Mbit/s

95th percentile per-packet one-way delay: 95.778 ms
Loss rate: 0.66}

-- Flow 1:

Average throughput: 76.63 Mbit/s

95th percentile per-packet one-way delay: 95.778 ms
Loss rate: 0.66%
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Run 10: Statistics of Vivace-LTE

Start at: 2018-02-16 01:19:21
End at: 2018-02-16 01:19:51

Local clock offset: -18.393 ms
Remote clock offset: 0.973 ms

# Below is generated by plot.py at 2018-02-16 05:43:56
# Datalink statistics

-- Total of 1 flow:

Average throughput: 79.31 Mbit/s

95th percentile per-packet one-way delay: 89.558 ms
Loss rate: 0.69%

-- Flow 1:

Average throughput: 79.31 Mbit/s

95th percentile per-packet one-way delay: 89.558 ms
Loss rate: 0.69%
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Run 10: Report of Vivace-LTE — Data Link
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