Pantheon Report

Generated at 2018-03-13 08:35:30 (UTC).

Data path: AWS Brazil 1 Ethernet (local) —Brazil Ethernet (remote).

Repeated the test of 17 congestion control schemes 10 times.

Each test lasted for 30 seconds running 1 flow.

Increased UDP receive buffer to 16 MB (default) and 32 MB (max).

Tested BBR with qdisc of Fair Queuing (fq), and other schemes with the
default Linux qdisc (pfifo_fast).

NTP offsets were measured against gps.ntp.br and have been applied to
correct the timestamps in logs.

Git summary:
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test from AWS Brazil 1 Ethernet to Brazil Ethernet, 10 runs of 30s each per scheme

Average throughput (Mbit/s)

Average throughput (Mbit/s)

(mean of all runs by scheme)
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mean avg tput (Mbit/s)

mean 95th-%ile delay (ms)

mean loss rate (%)

scheme # runs flow 1 flow 1 flow 1
TCP BBR 10 95.88 6.47 0.52
TCP Cubic 10 97.48 31.41 0.01
LEDBAT 10 87.64 27.15 0.50

PCC 10 89.24 3.44 0.00
QUIC Cubic 9 83.86 11.48 0.04
SCReAM 10 0.20 2.58 0.24
WebRTC media 10 2.11 3.18 0.02

Sprout 10 49.94 11.68 0.49
TaoVA-100x 10 89.07 2.63 0.49
TCP Vegas 10 96.90 4.13 0.00

Verus 10 73.96 9.66 0.92

Copa 10 92.27 4.91 0.01
FillP 10 96.85 30.97 12.80
Indigo-1-32 10 97.39 5.20 0.02
Vivace-latency 10 85.95 2.84 0.01
Vivace-loss 10 94.92 32.18 3.19
Vivace-LTE 10 87.94 3.79 0.52




Run 1: Statistics of TCP BBR

Start at: 2018-03-13 04:21:58
End at: 2018-03-13 04:22:28

Local clock offset: -7.778 ms
Remote clock offset: -6.122 ms

# Below is generated by plot.py at 2018-03-13 08:08:21
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.24 Mbit/s

95th percentile per-packet one-way delay: 6.531 ms
Loss rate: 0.11%

-- Flow 1:

Average throughput: 96.24 Mbit/s

95th percentile per-packet one-way delay: 6.531 ms
Loss rate: 0.11%
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Run 2: Statistics of TCP BBR

Start at: 2018-03-13 04:42:19
End at: 2018-03-13 04:42:49

Local clock offset: -5.069 ms
Remote clock offset: -6.343 ms

# Below is generated by plot.py at 2018-03-13 08:08:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.26 Mbit/s

95th percentile per-packet one-way delay: 6.744 ms
Loss rate: 0.05%

-- Flow 1:

Average throughput: 96.26 Mbit/s

95th percentile per-packet one-way delay: 6.744 ms
Loss rate: 0.05%
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Run 3: Statistics of TCP BBR

Start at: 2018-03-13 05:02:44
End at: 2018-03-13 05:03:14

Local clock offset: -4.859 ms
Remote clock offset: -6.496 ms

# Below is generated by plot.py at 2018-03-13 08:08:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.26 Mbit/s

95th percentile per-packet one-way delay: 6.880 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.26 Mbit/s

95th percentile per-packet one-way delay: 6.880 ms
Loss rate: 0.00%
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Run 4: Statistics of TCP BBR

Start at: 2018-03-13 05:23:07
End at: 2018-03-13 05:23:37

Local clock offset: -5.632 ms
Remote clock offset: -6.553 ms

# Below is generated by plot.py at 2018-03-13 08:08:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.28 Mbit/s

95th percentile per-packet one-way delay: 6.778 ms
Loss rate: 0.09%

-- Flow 1:

Average throughput: 96.28 Mbit/s

95th percentile per-packet one-way delay: 6.778 ms
Loss rate: 0.09%
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Run 5: Statistics of TCP BBR

Start at: 2018-03-13 05:43:32
End at: 2018-03-13 05:44:02

Local clock offset: -6.277 ms
Remote clock offset: -6.575 ms

# Below is generated by plot.py at 2018-03-13 08:08:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.28 Mbit/s

95th percentile per-packet one-way delay: 6.713 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.28 Mbit/s

95th percentile per-packet one-way delay: 6.713 ms
Loss rate: 0.00%
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Run 6: Statistics of TCP BBR

Start at: 2018-03-13 06:03:57
End at: 2018-03-13 06:04:27

Local clock offset: -6.854 ms
Remote clock offset: -6.955 ms

# Below is generated by plot.py at 2018-03-13 08:08:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.25 Mbit/s

95th percentile per-packet one-way delay: 6.685 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.25 Mbit/s

95th percentile per-packet one-way delay: 6.685 ms
Loss rate: 0.00%
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Run 7: Statistics of TCP BBR

Start at: 2018-03-13 06:24:17
End at: 2018-03-13 06:24:47

Local clock offset: -4.957 ms
Remote clock offset: -7.029 ms

# Below is generated by plot.py at 2018-03-13 08:08:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.25 Mbit/s

95th percentile per-packet one-way delay: 6.785 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.25 Mbit/s

95th percentile per-packet one-way delay: 6.785 ms
Loss rate: 0.00%
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Run 8: Statistics of TCP BBR

Start at: 2018-03-13 06:44:42
End at: 2018-03-13 06:45:12

Local clock offset: -4.606 ms
Remote clock offset: -7.161 ms

# Below is generated by plot.py at 2018-03-13 08:08:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.22 Mbit/s

95th percentile per-packet one-way delay: 6.623 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.22 Mbit/s

95th percentile per-packet one-way delay: 6.623 ms
Loss rate: 0.00%
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Run 9: Statistics of TCP BBR

Start at: 2018-03-13 07:05:04
End at: 2018-03-13 07:05:34

Local clock offset: -5.768 ms
Remote clock offset: -7.413 ms

# Below is generated by plot.py at 2018-03-13 08:09:44
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.49 Mbit/s

95th percentile per-packet one-way delay: 4.050 ms
Loss rate: 4.94Y%

-- Flow 1:

Average throughput: 92.49 Mbit/s

95th percentile per-packet one-way delay: 4.050 ms
Loss rate: 4.94%
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Run 9: Report of TCP BBR — Data Link
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Run 10: Statistics of TCP BBR

Start at: 2018-03-13 07:25:30
End at: 2018-03-13 07:26:00

Local clock offset: -3.054 ms
Remote clock offset: -7.727 ms

# Below is generated by plot.py at 2018-03-13 08:09:46
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.22 Mbit/s

95th percentile per-packet one-way delay: 6.907 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.22 Mbit/s

95th percentile per-packet one-way delay: 6.907 ms
Loss rate: 0.00%
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Run 1: Statistics of TCP Cubic

Start at: 2018-03-13 04:20:50
End at: 2018-03-13 04:21:20

Local clock offset: -7.711 ms
Remote clock offset: -6.116 ms

# Below is generated by plot.py at 2018-03-13 08:09:49
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.49 Mbit/s

95th percentile per-packet one-way delay: 32.631 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.49 Mbit/s

95th percentile per-packet one-way delay: 32.631 ms
Loss rate: 0.01%
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Run 2: Statistics of TCP Cubic

Start at: 2018-03-13 04:41:11
End at: 2018-03-13 04:41:41

Local clock offset: -5.134 ms
Remote clock offset: -6.221 ms

# Below is generated by plot.py at 2018-03-13 08:09:49
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.681 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.681 ms
Loss rate: 0.01%
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Run 3: Statistics of TCP Cubic

Start at: 2018-03-13 05:01:36
End at: 2018-03-13 05:02:06
Local clock offset: -4.73 ms
Remote clock offset: -6.576 ms

# Below is generated by plot.py at 2018-03-13 08:09:49
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.49 Mbit/s

95th percentile per-packet one-way delay: 32.602 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.49 Mbit/s

95th percentile per-packet one-way delay: 32.602 ms
Loss rate: 0.01%
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Run 4: Statistics of TCP Cubic

Start at: 2018-03-13 05:21:59
End at: 2018-03-13 05:22:29

Local clock offset: -5.552 ms
Remote clock offset: -6.566 ms

# Below is generated by plot.py at 2018-03-13 08:09:50
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.695 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.695 ms
Loss rate: 0.01%
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Run 5: Statistics of TCP Cubic

Start at: 2018-03-13 05:42:24
End at: 2018-03-13 05:42:54

Local clock offset: -6.235 ms
Remote clock offset: -6.573 ms

# Below is generated by plot.py at 2018-03-13 08:09:51
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.646 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.646 ms
Loss rate: 0.01%
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Run 6: Statistics of TCP Cubic

Start at: 2018-03-13 06:02:49
End at: 2018-03-13 06:03:19

Local clock offset: -6.83 ms
Remote clock offset: -6.87 ms

# Below is generated by plot.py at 2018-03-13 08:09:51
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.47 Mbit/s

95th percentile per-packet one-way delay: 24.983 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.47 Mbit/s

95th percentile per-packet one-way delay: 24.983 ms
Loss rate: 0.01%
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Run 7: Statistics of TCP Cubic

Start at: 2018-03-13 06:23:09
End at: 2018-03-13 06:23:39

Local clock offset: -5.087 ms
Remote clock offset: -7.039 ms

# Below is generated by plot.py at 2018-03-13 08:11:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.854 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.854 ms
Loss rate: 0.01%
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Run 8: Statistics of TCP Cubic

Start at: 2018-03-13 06:43:34
End at: 2018-03-13 06:44:04

Local clock offset: -4.433 ms
Remote clock offset: -7.148 ms

# Below is generated by plot.py at 2018-03-13 08:11:14
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.45 Mbit/s

95th percentile per-packet one-way delay: 27.433 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.45 Mbit/s

95th percentile per-packet one-way delay: 27.433 ms
Loss rate: 0.01%
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Run 9: Statistics of TCP Cubic

Start at: 2018-03-13 07:03:56
End at: 2018-03-13 07:04:26

Local clock offset: -5.752 ms
Remote clock offset: -7.398 ms

# Below is generated by plot.py at 2018-03-13 08:11:16
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.49 Mbit/s

95th percentile per-packet one-way delay: 32.714 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.49 Mbit/s

95th percentile per-packet one-way delay: 32.714 ms
Loss rate: 0.01%
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Run 10: Statistics of TCP Cubic

Start at: 2018-03-13 07:24:22
End at: 2018-03-13 07:24:52

Local clock offset: -3.285 ms
Remote clock offset: -7.66 ms

# Below is generated by plot.py at 2018-03-13 08:11:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.46 Mbit/s

95th percentile per-packet one-way delay: 32.883 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.46 Mbit/s

95th percentile per-packet one-way delay: 32.883 ms
Loss rate: 0.01%
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Run 1: Statistics of LEDBAT

Start at: 2018-03-13 04:31:05
End at: 2018-03-13 04:31:35

Local clock offset: -6.526 ms
Remote clock offset: -6.125 ms

# Below is generated by plot.py at 2018-03-13 08:11:19
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.09 Mbit/s

95th percentile per-packet one-way delay: 32.343 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.09 Mbit/s

95th percentile per-packet one-way delay: 32.343 ms
Loss rate: 0.01%
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Run 2: Statistics of LEDBAT

Start at: 2018-03-13 04:51:30
End at: 2018-03-13 04:52:00

Local clock offset: -4.813 ms
Remote clock offset: -6.429 ms

# Below is generated by plot.py at 2018-03-13 08:11:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.11 Mbit/s

95th percentile per-packet one-way delay: 32.262 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.11 Mbit/s

95th percentile per-packet one-way delay: 32.262 ms
Loss rate: 0.01%
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Run 2: Report of LEDBAT — Data Link
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Run 3: Statistics of LEDBAT

Start at: 2018-03-13 05:11:55
End at: 2018-03-13 05:12:25

Local clock offset: -5.389 ms
Remote clock offset: -6.608 ms

# Below is generated by plot.py at 2018-03-13 08:11:21
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.09 Mbit/s

95th percentile per-packet one-way delay: 32.118 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.09 Mbit/s

95th percentile per-packet one-way delay: 32.118 ms
Loss rate: 0.01%
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Run 4: Statistics of LEDBAT

Start at: 2018-03-13 05:32:18
End at: 2018-03-13 05:32:48

Local clock offset: -5.747 ms
Remote clock offset: -6.564 ms

# Below is generated by plot.py at 2018-03-13 08:11:21
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 31.274 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 31.274 ms
Loss rate: 0.01%
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Run 4: Report of LEDBAT — Data Link
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Run 5: Statistics of LEDBAT

Start at: 2018-03-13 05:52:43
End at: 2018-03-13 05:53:13

Local clock offset: -6.574 ms
Remote clock offset: -6.694 ms

# Below is generated by plot.py at 2018-03-13 08:12:43
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.90 Mbit/s

95th percentile per-packet one-way delay: 30.954 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 96.90 Mbit/s

95th percentile per-packet one-way delay: 30.954 ms
Loss rate: 0.01%
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Run 5: Report of LEDBAT — Data Link
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Run 6: Statistics of LEDBAT

Start at: 2018-03-13 06:13:08
End at: 2018-03-13 06:13:38

Local clock offset: -6.018 ms
Remote clock offset: -6.978 ms

# Below is generated by plot.py at 2018-03-13 08:12:43
# Datalink statistics

-- Total of 1 flow:

Average throughput: 5.35 Mbit/s

95th percentile per-packet one-way delay: 3.832 ms
Loss rate: 4.78%

-- Flow 1:

Average throughput: 5.35 Mbit/s

95th percentile per-packet one-way delay: 3.832 ms
Loss rate: 4.78%
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Run 6: Report of LEDBAT — Data Link
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Run 7: Statistics of LEDBAT

Start at: 2018-03-13 06:33:28
End at: 2018-03-13 06:33:58

Local clock offset: -4.594 ms
Remote clock offset: -7.026 ms

# Below is generated by plot.py at 2018-03-13 08:12:46
# Datalink statistics

-- Total of 1 flow:

Average throughput: 94.81 Mbit/s

95th percentile per-packet one-way delay: 12.760 ms
Loss rate: 0.10%

-- Flow 1:

Average throughput: 94.81 Mbit/s

95th percentile per-packet one-way delay: 12.760 ms
Loss rate: 0.10%
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Run 7: Report of LEDBAT — Data Link
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Run 8: Statistics of LEDBAT

Start at: 2018-03-13 06:53:52
End at: 2018-03-13 06:54:23

Local clock offset: -5.456 ms
Remote clock offset: -7.16 ms

# Below is generated by plot.py at 2018-03-13 08:12:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.07 Mbit/s

95th percentile per-packet one-way delay: 32.121 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.07 Mbit/s

95th percentile per-packet one-way delay: 32.121 ms
Loss rate: 0.01%
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Run 8: Report of LEDBAT — Data Link
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Run 9: Statistics of LEDBAT

Start at: 2018-03-13 07:14:16
End at: 2018-03-13 07:14:46
Local clock offset: -5.84 ms
Remote clock offset: -7.516 ms

# Below is generated by plot.py at 2018-03-13 08:12:49
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.03 Mbit/s

95th percentile per-packet one-way delay: 31.679 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.03 Mbit/s

95th percentile per-packet one-way delay: 31.679 ms
Loss rate: 0.01%
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Run 9: Report of LEDBAT — Data Link
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Run 10: Statistics of LEDBAT

Start at: 2018-03-13 07:34:41
End at: 2018-03-13 07:35:11
Local clock offset: -1.67 ms
Remote clock offset: -7.421 ms

# Below is generated by plot.py at 2018-03-13 08:12:51
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.09 Mbit/s

95th percentile per-packet one-way delay: 32.174 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.09 Mbit/s

95th percentile per-packet one-way delay: 32.174 ms
Loss rate: 0.01%
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Run 10: Report of LEDBAT — Data Link
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Run 1: Statistics of PCC

Start at: 2018-03-13 04:25:20
End at: 2018-03-13 04:25:50

Local clock offset: -8.003 ms
Remote clock offset: -6.108 ms

# Below is generated by plot.py at 2018-03-13 08:12:51
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.80 Mbit/s

95th percentile per-packet one-way delay: 3.478 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.80 Mbit/s

95th percentile per-packet one-way delay: 3.478 ms
Loss rate: 0.00%
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Run 2: Statistics of PCC

Start at: 2018-03-13 04:45:45
End at: 2018-03-13 04:46:15

Local clock offset: -4.939 ms
Remote clock offset: -6.354 ms

# Below is generated by plot.py at 2018-03-13 08:12:51
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.37 Mbit/s

95th percentile per-packet one-way delay: 3.297 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 87.37 Mbit/s

95th percentile per-packet one-way delay: 3.297 ms
Loss rate: 0.00%
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Run 3: Statistics of PCC

Start at: 2018-03-13 05:06:10
End at: 2018-03-13 05:06:40

Local clock offset: -5.104 ms
Remote clock offset: -6.515 ms

# Below is generated by plot.py at 2018-03-13 08:12:51
# Datalink statistics

-- Total of 1 flow:

Average throughput: 90.75 Mbit/s

95th percentile per-packet one-way delay: 3.785 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 90.75 Mbit/s

95th percentile per-packet one-way delay: 3.785 ms
Loss rate: 0.00%
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Run 4: Statistics of PCC

Start at: 2018-03-13 05:26:33
End at: 2018-03-13 05:27:04

Local clock offset: -5.596 ms
Remote clock offset: -6.558 ms

# Below is generated by plot.py at 2018-03-13 08:14:05
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.28 Mbit/s

95th percentile per-packet one-way delay: 3.181 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 88.28 Mbit/s

95th percentile per-packet one-way delay: 3.181 ms
Loss rate: 0.01%
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Run 5: Statistics of PCC

Start at: 2018-03-13 05:46:58
End at: 2018-03-13 05:47:28

Local clock offset: -6.454 ms
Remote clock offset: -6.604 ms

# Below is generated by plot.py at 2018-03-13 08:14:07
# Datalink statistics

-- Total of 1 flow:

Average throughput: 90.05 Mbit/s

95th percentile per-packet one-way delay: 3.827 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 90.05 Mbit/s

95th percentile per-packet one-way delay: 3.827 ms
Loss rate: 0.00%
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Run 6: Statistics of PCC

Start at: 2018-03-13 06:07:23
End at: 2018-03-13 06:07:53

Local clock offset: -6.879 ms
Remote clock offset: -6.929 ms

# Below is generated by plot.py at 2018-03-13 08:14:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.73 Mbit/s

95th percentile per-packet one-way delay: 3.464 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.73 Mbit/s

95th percentile per-packet one-way delay: 3.464 ms
Loss rate: 0.00%
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Run 7: Statistics of PCC

Start at: 2018-03-13 06:27:43
End at: 2018-03-13 06:28:13

Local clock offset: -4.805 ms
Remote clock offset: -7.027 ms

# Below is generated by plot.py at 2018-03-13 08:14:09
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.67 Mbit/s

95th percentile per-packet one-way delay: 3.373 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.67 Mbit/s

95th percentile per-packet one-way delay: 3.373 ms
Loss rate: 0.00%
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Run 8: Statistics of PCC

Start at: 2018-03-13 06:48:08
End at: 2018-03-13 06:48:38

Local clock offset: -4.987 ms
Remote clock offset: -7.175 ms

# Below is generated by plot.py at 2018-03-13 08:14:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.52 Mbit/s

95th percentile per-packet one-way delay: 3.374 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.52 Mbit/s

95th percentile per-packet one-way delay: 3.374 ms
Loss rate: 0.00%

8



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 8: Report of PCC — Data Link

90

@
o
!

~
S
L

@
=
L

50 1

40

0 5 10 15 20 25 30
Time (s)

--- Flow 1 ingress (mean 89.52 Mbit/s) = —— Flow 1 egress (mean 89.52 Mbit/s)

254
204
15 1
10

| | ﬂ .
§ SN VS VSN T

20 25 30

0 5
Time (s)

« Flow 1 (95th percentile 3.37 ms)

79



Run 9: Statistics of PCC

Start at: 2018-03-13 07:08:32
End at: 2018-03-13 07:09:02

Local clock offset: -5.883 ms
Remote clock offset: -7.463 ms

# Below is generated by plot.py at 2018-03-13 08:14:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.05 Mbit/s

95th percentile per-packet one-way delay: 3.535 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.05 Mbit/s

95th percentile per-packet one-way delay: 3.535 ms
Loss rate: 0.00%
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Run 10: Statistics of PCC

Start at: 2018-03-13 07:28:56
End at: 2018-03-13 07:29:26

Local clock offset: -2.404 ms
Remote clock offset: -7.719 ms

# Below is generated by plot.py at 2018-03-13 08:14:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 88.14 Mbit/s

95th percentile per-packet one-way delay: 3.115 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 88.14 Mbit/s

95th percentile per-packet one-way delay: 3.115 ms
Loss rate: 0.00%
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Run 1: Statistics of QUIC Cubic

Start at: 2018-03-13 04:23:06
End at: 2018-03-13 04:23:36

Local clock offset: -7.839 ms
Remote clock offset: -6.117 ms
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Run 2: Statistics of QUIC Cubic

Start at: 2018-03-13 04:43:27
End at: 2018-03-13 04:43:57

Local clock offset: -4.936 ms
Remote clock offset: -6.3 ms

# Below is generated by plot.py at 2018-03-13 08:14:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.19 Mbit/s

95th percentile per-packet one-way delay: 23.161 ms
Loss rate: 0.05%

-- Flow 1:

Average throughput: 81.19 Mbit/s

95th percentile per-packet one-way delay: 23.161 ms
Loss rate: 0.05%
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Run 3: Statistics of QUIC Cubic

Start at: 2018-03-13 05:03:52
End at: 2018-03-13 05:04:22

Local clock offset: -4.946 ms
Remote clock offset: -6.511 ms

# Below is generated by plot.py at 2018-03-13 08:15:30
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.63 Mbit/s

95th percentile per-packet one-way delay: 14.357 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 86.63 Mbit/s

95th percentile per-packet one-way delay: 14.357 ms
Loss rate: 0.01%
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Run 4: Statistics of QUIC Cubic

Start at: 2018-03-13 05:24:15
End at: 2018-03-13 05:24:45

Local clock offset: -5.578 ms
Remote clock offset: -6.555 ms

# Below is generated by plot.py at 2018-03-13 08:15:30
# Datalink statistics

-- Total of 1 flow:

Average throughput: 83.23 Mbit/s

95th percentile per-packet one-way delay: 25.396 ms
Loss rate: 0.03}

-- Flow 1:

Average throughput: 83.23 Mbit/s

95th percentile per-packet one-way delay: 25.396 ms
Loss rate: 0.03%
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Run 5: Statistics of QUIC Cubic

Start at: 2018-03-13 05:44:40
End at: 2018-03-13 05:45:10

Local clock offset: -6.331 ms
Remote clock offset: -6.574 ms

# Below is generated by plot.py at 2018-03-13 08:15:37
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.32 Mbit/s

95th percentile per-packet one-way delay: 2.619 ms
Loss rate: 0.05%

-- Flow 1:

Average throughput: 86.32 Mbit/s

95th percentile per-packet one-way delay: 2.619 ms
Loss rate: 0.05%
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Run 6: Statistics of QUIC Cubic

Start at: 2018-03-13 06:05:05
End at: 2018-03-13 06:05:35

Local clock offset: -6.969 ms
Remote clock offset: -6.895 ms

# Below is generated by plot.py at 2018-03-13 08:15:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 85.58 Mbit/s

95th percentile per-packet one-way delay: 17.675 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 85.58 Mbit/s

95th percentile per-packet one-way delay: 17.675 ms
Loss rate: 0.01%
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Run 7: Statistics of QUIC Cubic

Start at: 2018-03-13 06:25:25
End at: 2018-03-13 06:25:55

Local clock offset: -4.912 ms
Remote clock offset: -7.035 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 85.59 Mbit/s

95th percentile per-packet one-way delay: 2.936 ms
Loss rate: 0.06%

-- Flow 1:

Average throughput: 85.59 Mbit/s

95th percentile per-packet one-way delay: 2.936 ms
Loss rate: 0.06%
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Run 7: Report of QUIC Cubic — Data Link
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Run 8: Statistics of QUIC Cubic

Start at: 2018-03-13 06:45:50
End at: 2018-03-13 06:46:20

Local clock offset: -4.762 ms
Remote clock offset: -7.161 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.69 Mbit/s

95th percentile per-packet one-way delay: 3.973 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 81.69 Mbit/s

95th percentile per-packet one-way delay: 3.973 ms
Loss rate: 0.00%
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Run 9: Statistics of QUIC Cubic

Start at: 2018-03-13 07:06:13
End at: 2018-03-13 07:06:43

Local clock offset: -5.732 ms
Remote clock offset: -7.38 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 79.54 Mbit/s

95th percentile per-packet one-way delay: 10.432 ms
Loss rate: 0.05%

-- Flow 1:

Average throughput: 79.54 Mbit/s

95th percentile per-packet one-way delay: 10.432 ms
Loss rate: 0.05%
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Run 10: Statistics of QUIC Cubic

Start at: 2018-03-13 07:26:38
End at: 2018-03-13 07:27:08

Local clock offset: -2.849 ms
Remote clock offset: -7.688 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 84.93 Mbit/s

95th percentile per-packet one-way delay: 2.771 ms
Loss rate: 0.09%

-- Flow 1:

Average throughput: 84.93 Mbit/s

95th percentile per-packet one-way delay: 2.771 ms
Loss rate: 0.09%
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Run 1: Statistics of SCReAM

Start at: 2018-03-13 04:32:14
End at: 2018-03-13 04:32:45

Local clock offset: -6.222 ms
Remote clock offset: -6.111 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.17 Mbit/s

95th percentile per-packet one-way delay: 2.522 ms
Loss rate: 0.31%

-- Flow 1:

Average throughput: 0.17 Mbit/s

95th percentile per-packet one-way delay: 2.522 ms
Loss rate: 0.31%
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Run 1: Report of SCReAM — Data Link
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Run 2: Statistics of SCReAM

Start at: 2018-03-13 04:52:39
End at: 2018-03-13 04:53:09

Local clock offset: -4.658 ms
Remote clock offset: -6.449 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.393 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.393 ms
Loss rate: 0.00%
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Report of SCReAM — Data Link
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Run 3: Statistics of SCReAM

Start at: 2018-03-13 05:13:04
End at: 2018-03-13 05:13:34

Local clock offset: -5.295 ms
Remote clock offset: -6.532 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.348 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.348 ms
Loss rate: 0.00%
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Run 4: Statistics of SCReAM

Start at: 2018-03-13 05:33:27
End at: 2018-03-13 05:33:57

Local clock offset: -5.759 ms
Remote clock offset: -6.574 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.16 Mbit/s

95th percentile per-packet one-way delay: 3.914 ms
Loss rate: 0.15%

-- Flow 1:

Average throughput: 0.16 Mbit/s

95th percentile per-packet one-way delay: 3.914 ms
Loss rate: 0.15%
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Run 5: Statistics of SCReAM

Start at: 2018-03-13 05:53:52
End at: 2018-03-13 05:54:22

Local clock offset: -6.553 ms
Remote clock offset: -6.75 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.355 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.355 ms
Loss rate: 0.00%
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Report of SCReAM — Data Link
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Run 6: Statistics of SCReAM

Start at: 2018-03-13 06:14:12
End at: 2018-03-13 06:14:42

Local clock offset: -5.905 ms
Remote clock offset: -6.989 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.597 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.597 ms
Loss rate: 0.00%
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Report of SCReAM — Data Link
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Run 7: Statistics of SCReAM

Start at: 2018-03-13 06:34:37
End at: 2018-03-13 06:35:07

Local clock offset: -4.527 ms
Remote clock offset: -7.038 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.09 Mbit/s

95th percentile per-packet one-way delay: 2.387 ms
Loss rate: 1.90%

-- Flow 1:

Average throughput: 0.09 Mbit/s

95th percentile per-packet one-way delay: 2.387 ms
Loss rate: 1.90%
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Run 7: Report of SCReAM — Data Link
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Run 8: Statistics of SCReAM

Start at: 2018-03-13 06:55:02
End at: 2018-03-13 06:55:32
Local clock offset: -5.5 ms
Remote clock offset: -7.181 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.397 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.397 ms
Loss rate: 0.00%
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Report of SCReAM — Data Link
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Run 9: Statistics of SCReAM

Start at: 2018-03-13 07:15:25
End at: 2018-03-13 07:15:55

Local clock offset: -5.795 ms
Remote clock offset: -7.529 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.367 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.367 ms
Loss rate: 0.00%
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Run 10: Statistics of SCReAM

Start at: 2018-03-13 07:35:50
End at: 2018-03-13 07:36:20

Local clock offset: -1.603 ms
Remote clock offset: -7.397 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.476 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.476 ms
Loss rate: 0.00%
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Report of SCReAM — Data Link
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Run 1: Statistics of WebRTC media

Start at: 2018-03-13 04:17:29
End at: 2018-03-13 04:17:59

Local clock offset: -7.577 ms
Remote clock offset: -6.178 ms

# Below is generated by plot.py at 2018-03-13 08:15:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.05 Mbit/s

95th percentile per-packet one-way delay: 4.095 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.05 Mbit/s

95th percentile per-packet one-way delay: 4.095 ms
Loss rate: 0.00%
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Run 2: Statistics of WebRTC media

Start at: 2018-03-13 04:37:50
End at: 2018-03-13 04:38:20

Local clock offset: -5.361 ms
Remote clock offset: -6.138 ms

# Below is generated by plot.py at 2018-03-13 08:15:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.32 Mbit/s

95th percentile per-packet one-way delay: 3.066 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.32 Mbit/s

95th percentile per-packet one-way delay: 3.066 ms
Loss rate: 0.00%
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Run 3: Statistics of WebRTC media

Start at: 2018-03-13 04:58:15
End at: 2018-03-13 04:58:45

Local clock offset: -4.696 ms
Remote clock offset: -6.495 ms

# Below is generated by plot.py at 2018-03-13 08:15:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.32 Mbit/s

95th percentile per-packet one-way delay: 3.166 ms
Loss rate: 0.10%

-- Flow 1:

Average throughput: 2.32 Mbit/s

95th percentile per-packet one-way delay: 3.166 ms
Loss rate: 0.10%
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Run 4: Statistics of WebRTC media

Start at: 2018-03-13 05:18:38
End at: 2018-03-13 05:19:08

Local clock offset: -5.483 ms
Remote clock offset: -6.627 ms

# Below is generated by plot.py at 2018-03-13 08:15:46
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.32 Mbit/s

95th percentile per-packet one-way delay: 2.978 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 2.32 Mbit/s

95th percentile per-packet one-way delay: 2.978 ms
Loss rate: 0.01%
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Run 5: Statistics of WebRTC media

Start at: 2018-03-13 05:39:03
End at: 2018-03-13 05:39:33

Local clock offset: -6.059 ms
Remote clock offset: -6.57 ms

# Below is generated by plot.py at 2018-03-13 08:15:46
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.32 Mbit/s

95th percentile per-packet one-way delay: 2.977 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.32 Mbit/s

95th percentile per-packet one-way delay: 2.977 ms
Loss rate: 0.00%
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Run 5: Report of WebRTC media — Data Link
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Run 6: Statistics of WebRTC media

Start at: 2018-03-13 05:59:28
End at: 2018-03-13 05:59:58

Local clock offset: -6.757 ms
Remote clock offset: -6.84 ms

# Below is generated by plot.py at 2018-03-13 08:15:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.36 Mbit/s

95th percentile per-packet one-way delay: 3.084 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.36 Mbit/s

95th percentile per-packet one-way delay: 3.084 ms
Loss rate: 0.00%
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Run 6: Report of WebRTC media — Data Link
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Run 7: Statistics of WebRTC media

Start at: 2018-03-13 06:19:48
End at: 2018-03-13 06:20:18

Local clock offset: -5.301 ms
Remote clock offset: -7.044 ms

# Below is generated by plot.py at 2018-03-13 08:15:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.33 Mbit/s

95th percentile per-packet one-way delay: 3.133 ms
Loss rate: 0.03}

-- Flow 1:

Average throughput: 2.33 Mbit/s

95th percentile per-packet one-way delay: 3.133 ms
Loss rate: 0.03%
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Run 7: Report of WebRTC media — Data Link
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Run 8: Statistics of WebRTC media

Start at: 2018-03-13 06:40:13
End at: 2018-03-13 06:40:43

Local clock offset: -4.334 ms
Remote clock offset: -7.06 ms

# Below is generated by plot.py at 2018-03-13 08:15:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.36 Mbit/s

95th percentile per-packet one-way delay: 3.067 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.36 Mbit/s

95th percentile per-packet one-way delay: 3.067 ms
Loss rate: 0.00%
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Run 9: Statistics of WebRTC media

Start at: 2018-03-13 07:00:35
End at: 2018-03-13 07:01:05

Local clock offset: -5.673 ms
Remote clock offset: -7.306 ms

# Below is generated by plot.py at 2018-03-13 08:15:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.35 Mbit/s

95th percentile per-packet one-way delay: 3.012 ms
Loss rate: 0.05%

-- Flow 1:

Average throughput: 2.35 Mbit/s

95th percentile per-packet one-way delay: 3.012 ms
Loss rate: 0.05%
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Run 9: Report of WebRTC media — Data Link
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Run 10: Statistics of WebRTC media

Start at: 2018-03-13 07:21:01
End at: 2018-03-13 07:21:31

Local clock offset: -4.148 ms
Remote clock offset: -7.616 ms

# Below is generated by plot.py at 2018-03-13 08:15:50
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.35 Mbit/s

95th percentile per-packet one-way delay: 3.265 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.35 Mbit/s

95th percentile per-packet one-way delay: 3.265 ms
Loss rate: 0.00%
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Run 10: Report of WebRTC media — Data Link
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Run 1: Statistics of Sprout

Start at: 2018-03-13 04:16:24
End at: 2018-03-13 04:16:54

Local clock offset: -7.626 ms
Remote clock offset: -6.112 ms

# Below is generated by plot.py at 2018-03-13 08:16:34
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.32 Mbit/s

95th percentile per-packet one-way delay: 11.707 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.32 Mbit/s

95th percentile per-packet one-way delay: 11.707 ms
Loss rate: 0.00%
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Run 1: Report of Sprout — Data Link
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Run 2: Statistics of Sprout

Start at: 2018-03-13 04:36:45
End at: 2018-03-13 04:37:15

Local clock offset: -5.537 ms
Remote clock offset: -6.117 ms

# Below is generated by plot.py at 2018-03-13 08:16:35
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.35 Mbit/s

95th percentile per-packet one-way delay: 11.750 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 50.35 Mbit/s

95th percentile per-packet one-way delay: 11.750 ms
Loss rate: 0.01%
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Run 3: Statistics of Sprout

Start at: 2018-03-13 04:57:10
End at: 2018-03-13 04:57:40

Local clock offset: -4.719 ms
Remote clock offset: -6.482 ms

# Below is generated by plot.py at 2018-03-13 08:16:35
# Datalink statistics

-- Total of 1 flow:

Average throughput: 46.60 Mbit/s

95th percentile per-packet one-way delay: 11.116 ms
Loss rate: 4.83%

-- Flow 1:

Average throughput: 46.60 Mbit/s

95th percentile per-packet one-way delay: 11.116 ms
Loss rate: 4.83%
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Run 4: Statistics of Sprout

Start at: 2018-03-13 05:17:33
End at: 2018-03-13 05:18:03

Local clock offset: -5.486 ms
Remote clock offset: -6.616 ms

# Below is generated by plot.py at 2018-03-13 08:16:35
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.35 Mbit/s

95th percentile per-packet one-way delay: 11.679 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 50.35 Mbit/s

95th percentile per-packet one-way delay: 11.679 ms
Loss rate: 0.01%
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Run 5: Statistics of Sprout

Start at: 2018-03-13 05:37:57
End at: 2018-03-13 05:38:27

Local clock offset: -6.053 ms
Remote clock offset: -6.58 ms

# Below is generated by plot.py at 2018-03-13 08:16:37
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.39 Mbit/s

95th percentile per-packet one-way delay: 11.718 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.39 Mbit/s

95th percentile per-packet one-way delay: 11.718 ms
Loss rate: 0.00%
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Run 6: Statistics of Sprout

Start at: 2018-03-13 05:58:22
End at: 2018-03-13 05:58:52
Local clock offset: -6.76 ms
Remote clock offset: -6.872 ms

# Below is generated by plot.py at 2018-03-13 08:16:37
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.24 Mbit/s

95th percentile per-packet one-way delay: 11.745 ms
Loss rate: 0.10%

-- Flow 1:

Average throughput: 50.24 Mbit/s

95th percentile per-packet one-way delay: 11.745 ms
Loss rate: 0.10%

154



Run 6: Report of Sprout — Data Link
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Run 7: Statistics of Sprout

Start at: 2018-03-13 06:18:42
End at: 2018-03-13 06:19:12

Local clock offset: -5.315 ms
Remote clock offset: -7.105 ms

# Below is generated by plot.py at 2018-03-13 08:16:37
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.30 Mbit/s

95th percentile per-packet one-way delay: 11.771 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.30 Mbit/s

95th percentile per-packet one-way delay: 11.771 ms
Loss rate: 0.00%
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Run 8: Statistics of Sprout

Start at: 2018-03-13 06:39:07
End at: 2018-03-13 06:39:37

Local clock offset: -4.373 ms
Remote clock offset: -7.048 ms

# Below is generated by plot.py at 2018-03-13 08:16:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.28 Mbit/s

95th percentile per-packet one-way delay: 11.624 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.28 Mbit/s

95th percentile per-packet one-way delay: 11.624 ms
Loss rate: 0.00%
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Run 8: Report of Sprout — Data Link
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Run 9: Statistics of Sprout

Start at: 2018-03-13 06:59:29
End at: 2018-03-13 07:00:00

Local clock offset: -5.679 ms
Remote clock offset: -7.368 ms

# Below is generated by plot.py at 2018-03-13 08:17:11
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.27 Mbit/s

95th percentile per-packet one-way delay: 11.701 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.27 Mbit/s

95th percentile per-packet one-way delay: 11.701 ms
Loss rate: 0.00%
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Report of Sprout — Data Link
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Run 10: Statistics of Sprout

Start at: 2018-03-13 07:19:56
End at: 2018-03-13 07:20:26

Local clock offset: -4.566 ms
Remote clock offset: -7.668 ms

# Below is generated by plot.py at 2018-03-13 08:17:13
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.31 Mbit/s

95th percentile per-packet one-way delay: 11.948 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.31 Mbit/s

95th percentile per-packet one-way delay: 11.948 ms
Loss rate: 0.00%
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Report of Sprout — Data Link
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Run 1: Statistics of TaoVA-100x

Start at: 2018-03-13 04:24:09
End at: 2018-03-13 04:24:40
Local clock offset: -7.92 ms
Remote clock offset: -6.126 ms

# Below is generated by plot.py at 2018-03-13 08:18:55
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.50 Mbit/s

95th percentile per-packet one-way delay: 2.525 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 89.50 Mbit/s

95th percentile per-packet one-way delay: 2.525 ms
Loss rate: 0.01%
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Run 2: Statistics of TaoVA-100x

Start at: 2018-03-13 04:44:35
End at: 2018-03-13 04:45:05

Local clock offset: -5.011 ms
Remote clock offset: -6.32 ms

# Below is generated by plot.py at 2018-03-13 08:18:55
# Datalink statistics

-- Total of 1 flow:

Average throughput: 85.31 Mbit/s

95th percentile per-packet one-way delay: 2.710 ms
Loss rate: 4.92)

-- Flow 1:

Average throughput: 85.31 Mbit/s

95th percentile per-packet one-way delay: 2.710 ms
Loss rate: 4.92%
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Run 2: Report of TaoVA-100x — Data Link
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Run 3: Statistics of TaoVA-100x

Start at: 2018-03-13 05:04:59
End at: 2018-03-13 05:05:29

Local clock offset: -4.989 ms
Remote clock offset: -6.492 ms

# Below is generated by plot.py at 2018-03-13 08:18:56
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.79 Mbit/s

95th percentile per-packet one-way delay: 2.576 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.79 Mbit/s

95th percentile per-packet one-way delay: 2.576 ms
Loss rate: 0.00%
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Run 4: Statistics of TaoVA-100x

Start at: 2018-03-13 05:25:23
End at: 2018-03-13 05:25:53

Local clock offset: -5.646 ms
Remote clock offset: -6.636 ms

# Below is generated by plot.py at 2018-03-13 08:18:56
# Datalink statistics

-- Total of 1 flow:

Average throughput: 86.69 Mbit/s

95th percentile per-packet one-way delay: 2.936 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 86.69 Mbit/s

95th percentile per-packet one-way delay: 2.936 ms
Loss rate: 0.00%
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Run 5: Statistics of TaoVA-100x

Start at: 2018-03-13 05:45:47
End at: 2018-03-13 05:46:17

Local clock offset: -6.398 ms
Remote clock offset: -6.586 ms

# Below is generated by plot.py at 2018-03-13 08:18:58
# Datalink statistics

-- Total of 1 flow:

Average throughput: 90.17 Mbit/s

95th percentile per-packet one-way delay: 2.591 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 90.17 Mbit/s

95th percentile per-packet one-way delay: 2.591 ms
Loss rate: 0.00%
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Run 6: Statistics of TaoVA-100x

Start at: 2018-03-13 06:06:12
End at: 2018-03-13 06:06:42

Local clock offset: -6.836 ms
Remote clock offset: -6.918 ms

# Below is generated by plot.py at 2018-03-13 08:18:58
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.82 Mbit/s

95th percentile per-packet one-way delay: 2.533 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.82 Mbit/s

95th percentile per-packet one-way delay: 2.533 ms
Loss rate: 0.00%
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Run 7: Statistics of TaoVA-100x

Start at: 2018-03-13 06:26:33
End at: 2018-03-13 06:27:03

Local clock offset: -4.796 ms
Remote clock offset: -7.018 ms

# Below is generated by plot.py at 2018-03-13 08:19:37
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.68 Mbit/s

95th percentile per-packet one-way delay: 2.603 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.68 Mbit/s

95th percentile per-packet one-way delay: 2.603 ms
Loss rate: 0.00%
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Run 8: Statistics of TaoVA-100x

Start at: 2018-03-13 06:46:57
End at: 2018-03-13 06:47:27

Local clock offset: -4.963 ms
Remote clock offset: -7.124 ms

# Below is generated by plot.py at 2018-03-13 08:19:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.90 Mbit/s

95th percentile per-packet one-way delay: 2.548 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.90 Mbit/s

95th percentile per-packet one-way delay: 2.548 ms
Loss rate: 0.00%
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Run 9: Statistics of TaoVA-100x

Start at: 2018-03-13 07:07:21
End at: 2018-03-13 07:07:51

Local clock offset: -5.788 ms
Remote clock offset: -7.509 ms

# Below is generated by plot.py at 2018-03-13 08:21:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 90.31 Mbit/s

95th percentile per-packet one-way delay: 2.523 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 90.31 Mbit/s

95th percentile per-packet one-way delay: 2.523 ms
Loss rate: 0.00%
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Run 10: Statistics of TaoVA-100x

Start at: 2018-03-13 07:27:46
End at: 2018-03-13 07:28:16

Local clock offset: -2.571 ms
Remote clock offset: -7.66 ms

# Below is generated by plot.py at 2018-03-13 08:21:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.57 Mbit/s

95th percentile per-packet one-way delay: 2.709 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.57 Mbit/s

95th percentile per-packet one-way delay: 2.709 ms
Loss rate: 0.00%
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Run 1: Statistics of TCP Vegas

Start at: 2018-03-13 04:12:57
End at: 2018-03-13 04:13:27

Local clock offset: -7.484 ms
Remote clock offset: -6.094 ms

# Below is generated by plot.py at 2018-03-13 08:21:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 4.033 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 4.033 ms
Loss rate: 0.00%
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Run 2: Statistics of TCP Vegas

Start at: 2018-03-13 04:33:18
End at: 2018-03-13 04:33:48

Local clock offset: -6.053 ms
Remote clock offset: -6.119 ms

# Below is generated by plot.py at 2018-03-13 08:21:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 4.108 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 4.108 ms
Loss rate: 0.00%
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Run 3: Statistics of TCP Vegas

Start at: 2018-03-13 04:53:43
End at: 2018-03-13 04:54:13

Local clock offset: -4.663 ms
Remote clock offset: -6.455 ms

# Below is generated by plot.py at 2018-03-13 08:21:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.33 Mbit/s

95th percentile per-packet one-way delay: 3.769 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.33 Mbit/s

95th percentile per-packet one-way delay: 3.769 ms
Loss rate: 0.00%
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Run 4: Statistics of TCP Vegas

Start at: 2018-03-13 05:14:08
End at: 2018-03-13 05:14:38
Local clock offset: -5.35 ms
Remote clock offset: -6.535 ms

# Below is generated by plot.py at 2018-03-13 08:21:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.55 Mbit/s

95th percentile per-packet one-way delay: 6.450 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.55 Mbit/s

95th percentile per-packet one-way delay: 6.450 ms
Loss rate: 0.00%
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Run 5: Statistics of TCP Vegas

Start at: 2018-03-13 05:34:31
End at: 2018-03-13 05:35:01

Local clock offset: -5.678 ms
Remote clock offset: -6.543 ms

# Below is generated by plot.py at 2018-03-13 08:21:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.43 Mbit/s

95th percentile per-packet one-way delay: 3.708 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.43 Mbit/s

95th percentile per-packet one-way delay: 3.708 ms
Loss rate: 0.00%
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Run 6: Statistics of TCP Vegas

Start at: 2018-03-13 05:54:56
End at: 2018-03-13 05:55:26

Local clock offset: -6.591 ms
Remote clock offset: -6.769 ms

# Below is generated by plot.py at 2018-03-13 08:21:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.46 Mbit/s

95th percentile per-packet one-way delay: 3.619 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 93.46 Mbit/s

95th percentile per-packet one-way delay: 3.619 ms
Loss rate: 0.01%
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Run 7: Statistics of TCP Vegas

Start at: 2018-03-13 06:15:16
End at: 2018-03-13 06:15:46

Local clock offset: -5.731 ms
Remote clock offset: -7.006 ms

# Below is generated by plot.py at 2018-03-13 08:21:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.41 Mbit/s

95th percentile per-packet one-way delay: 3.909 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.41 Mbit/s

95th percentile per-packet one-way delay: 3.909 ms
Loss rate: 0.00%
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Run 8: Statistics of TCP Vegas

Start at: 2018-03-13 06:35:41
End at: 2018-03-13 06:36:11

Local clock offset: -4.524 ms
Remote clock offset: -7.035 ms

# Below is generated by plot.py at 2018-03-13 08:21:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.47 Mbit/s

95th percentile per-packet one-way delay: 3.976 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.47 Mbit/s

95th percentile per-packet one-way delay: 3.976 ms
Loss rate: 0.00%
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Run 9: Statistics of TCP Vegas

Start at: 2018-03-13 06:56:06
End at: 2018-03-13 06:56:36

Local clock offset: -5.473 ms
Remote clock offset: -7.208 ms

# Below is generated by plot.py at 2018-03-13 08:21:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.01 Mbit/s

95th percentile per-packet one-way delay: 3.692 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.01 Mbit/s

95th percentile per-packet one-way delay: 3.692 ms
Loss rate: 0.00%
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Run 10: Statistics of TCP Vegas

Start at: 2018-03-13 07:16:29
End at: 2018-03-13 07:16:59

Local clock offset: -5.822 ms
Remote clock offset: -7.559 ms

# Below is generated by plot.py at 2018-03-13 08:21:55
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 4.078 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 4.078 ms
Loss rate: 0.00%
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Run 1: Statistics of Verus

Start at: 2018-03-13 04:28:46
End at: 2018-03-13 04:29:16

Local clock offset: -6.984 ms
Remote clock offset: -6.119 ms

# Below is generated by plot.py at 2018-03-13 08:22:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.42 Mbit/s

95th percentile per-packet one-way delay: 9.556 ms
Loss rate: 0.86}

-- Flow 1:

Average throughput: 77.42 Mbit/s

95th percentile per-packet one-way delay: 9.556 ms
Loss rate: 0.86%
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Run 1: Report of Verus — Data Link
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Run 2: Statistics of Verus

Start at: 2018-03-13 04:49:11
End at: 2018-03-13 04:49:41

Local clock offset: -4.791 ms
Remote clock offset: -6.469 ms

# Below is generated by plot.py at 2018-03-13 08:22:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 68.62 Mbit/s

95th percentile per-packet one-way delay: 8.730 ms
Loss rate: 0.99%

-- Flow 1:

Average throughput: 68.62 Mbit/s

95th percentile per-packet one-way delay: 8.730 ms
Loss rate: 0.99%
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Run 3: Statistics of Verus

Start at: 2018-03-13 05:09:36
End at: 2018-03-13 05:10:06

Local clock offset: -5.335 ms
Remote clock offset: -6.594 ms

# Below is generated by plot.py at 2018-03-13 08:22:37
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.71 Mbit/s

95th percentile per-packet one-way delay: 13.003 ms
Loss rate: 0.80%

-- Flow 1:

Average throughput: 82.71 Mbit/s

95th percentile per-packet one-way delay: 13.003 ms
Loss rate: 0.80%
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Run 4: Statistics of Verus

Start at: 2018-03-13 05:29:59
End at: 2018-03-13 05:30:29

Local clock offset: -5.608 ms
Remote clock offset: -6.567 ms

# Below is generated by plot.py at 2018-03-13 08:22:37
# Datalink statistics

-- Total of 1 flow:

Average throughput: 68.47 Mbit/s

95th percentile per-packet one-way delay: 8.608 ms
Loss rate: 0.99%

-- Flow 1:

Average throughput: 68.47 Mbit/s

95th percentile per-packet one-way delay: 8.608 ms
Loss rate: 0.99%
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Run 5: Statistics of Verus

Start at: 2018-03-13 05:50:24
End at: 2018-03-13 05:50:54

Local clock offset: -6.583 ms
Remote clock offset: -6.673 ms

# Below is generated by plot.py at 2018-03-13 08:23:07
# Datalink statistics

-- Total of 1 flow:

Average throughput: 75.71 Mbit/s

95th percentile per-packet one-way delay: 8.763 ms
Loss rate: 0.90%

-- Flow 1:

Average throughput: 75.71 Mbit/s

95th percentile per-packet one-way delay: 8.763 ms
Loss rate: 0.90%
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Run 5: Report of Verus — Data Link
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Run 6: Statistics of Verus

Start at: 2018-03-13 06:10:48
End at: 2018-03-13 06:11:19

Local clock offset: -6.346 ms
Remote clock offset: -6.958 ms

# Below is generated by plot.py at 2018-03-13 08:23:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 80.03 Mbit/s

95th percentile per-packet one-way delay: 9.736 ms
Loss rate: 0.88}

-- Flow 1:

Average throughput: 80.03 Mbit/s

95th percentile per-packet one-way delay: 9.736 ms
Loss rate: 0.88%
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Run 7: Statistics of Verus

Start at: 2018-03-13 06:31:09
End at: 2018-03-13 06:31:39

Local clock offset: -4.682 ms
Remote clock offset: -7.021 ms

# Below is generated by plot.py at 2018-03-13 08:23:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.00 Mbit/s

95th percentile per-packet one-way delay: 10.930 ms
Loss rate: 0.91%

-- Flow 1:

Average throughput: 74.00 Mbit/s

95th percentile per-packet one-way delay: 10.930 ms
Loss rate: 0.91%
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Run 8: Statistics of Verus

Start at: 2018-03-13 06:51:33
End at: 2018-03-13 06:52:03

Local clock offset: -5.333 ms
Remote clock offset: -7.148 ms

# Below is generated by plot.py at 2018-03-13 08:23:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 74.18 Mbit/s

95th percentile per-packet one-way delay: 9.610 ms
Loss rate: 0.92%

-- Flow 1:

Average throughput: 74.18 Mbit/s

95th percentile per-packet one-way delay: 9.610 ms
Loss rate: 0.92%
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Run 9: Statistics of Verus

Start at: 2018-03-13 07:11:57
End at: 2018-03-13 07:12:27

Local clock offset: -5.849 ms
Remote clock offset: -7.554 ms

# Below is generated by plot.py at 2018-03-13 08:23:19
# Datalink statistics

-- Total of 1 flow:

Average throughput: 68.46 Mbit/s

95th percentile per-packet one-way delay: 8.669 ms
Loss rate: 0.97%

-- Flow 1:

Average throughput: 68.46 Mbit/s

95th percentile per-packet one-way delay: 8.669 ms
Loss rate: 0.97%
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Run 10: Statistics of Verus

Start at: 2018-03-13 07:32:22
End at: 2018-03-13 07:32:52

Local clock offset: -2.028 ms
Remote clock offset: -7.512 ms

# Below is generated by plot.py at 2018-03-13 08:23:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 70.03 Mbit/s

95th percentile per-packet one-way delay: 9.009 ms
Loss rate: 0.95}

-- Flow 1:

Average throughput: 70.03 Mbit/s

95th percentile per-packet one-way delay: 9.009 ms
Loss rate: 0.95%
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Run 10: Report of Verus — Data Link
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Run 1: Statistics of Copa

Start at: 2018-03-13 04:29:54
End at: 2018-03-13 04:30:24

Local clock offset: -6.657 ms
Remote clock offset: -6.18 ms

# Below is generated by plot.py at 2018-03-13 08:24:52
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.15 Mbit/s

95th percentile per-packet one-way delay: 4.799 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 92.15 Mbit/s

95th percentile per-packet one-way delay: 4.799 ms
Loss rate: 0.01%
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Run 1: Report of Copa — Data Link
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Run 2: Statistics of Copa

Start at: 2018-03-13 04:50:18
End at: 2018-03-13 04:50:48

Local clock offset: -4.781 ms
Remote clock offset: -6.409 ms

# Below is generated by plot.py at 2018-03-13 08:25:16
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.16 Mbit/s

95th percentile per-packet one-way delay: 4.988 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 92.16 Mbit/s

95th percentile per-packet one-way delay: 4.988 ms
Loss rate: 0.00%
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Run 3: Statistics of Copa

Start at: 2018-03-13 05:10:44
End at: 2018-03-13 05:11:14

Local clock offset: -5.331 ms
Remote clock offset: -6.578 ms

# Below is generated by plot.py at 2018-03-13 08:25:38
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.32 Mbit/s

95th percentile per-packet one-way delay: 4.891 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 92.32 Mbit/s

95th percentile per-packet one-way delay: 4.891 ms
Loss rate: 0.00%
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Run 3: Report of Copa — Data Link
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Run 4: Statistics of Copa

Start at: 2018-03-13 05:31:06
End at: 2018-03-13 05:31:36

Local clock offset: -5.745 ms
Remote clock offset: -6.558 ms

# Below is generated by plot.py at 2018-03-13 08:25:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.31 Mbit/s

95th percentile per-packet one-way delay: 4.937 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 92.31 Mbit/s

95th percentile per-packet one-way delay: 4.937 ms
Loss rate: 0.00%
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Run 4: Report of Copa — Data Link
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Run 5: Statistics of Copa

Start at: 2018-03-13 05:51:32
End at: 2018-03-13 05:52:02

Local clock offset: -6.589 ms
Remote clock offset: -6.719 ms

# Below is generated by plot.py at 2018-03-13 08:25:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.36 Mbit/s

95th percentile per-packet one-way delay: 4.889 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 92.36 Mbit/s

95th percentile per-packet one-way delay: 4.889 ms
Loss rate: 0.00%
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Run 5: Report of Copa — Data Link
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Run 6: Statistics of Copa

Start at: 2018-03-13 06:11:57
End at: 2018-03-13 06:12:27

Local clock offset: -6.223 ms
Remote clock offset: -6.98 ms

# Below is generated by plot.py at 2018-03-13 08:25:44
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.16 Mbit/s

95th percentile per-packet one-way delay: 5.029 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 92.16 Mbit/s

95th percentile per-packet one-way delay: 5.029 ms
Loss rate: 0.00%
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Run 7: Statistics of Copa

Start at: 2018-03-13 06:32:17
End at: 2018-03-13 06:32:47

Local clock offset: -4.639 ms
Remote clock offset: -7.02 ms

# Below is generated by plot.py at 2018-03-13 08:25:50
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.22 Mbit/s

95th percentile per-packet one-way delay: 4.881 ms
Loss rate: 0.09%

-- Flow 1:

Average throughput: 92.22 Mbit/s

95th percentile per-packet one-way delay: 4.881 ms
Loss rate: 0.09%
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Run 8: Statistics of Copa

Start at: 2018-03-13 06:52:41
End at: 2018-03-13 06:53:12

Local clock offset: -5.385 ms
Remote clock offset: -7.153 ms

# Below is generated by plot.py at 2018-03-13 08:25:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.15 Mbit/s

95th percentile per-packet one-way delay: 4.862 ms
Loss rate: 0.04%

-- Flow 1:

Average throughput: 92.15 Mbit/s

95th percentile per-packet one-way delay: 4.862 ms
Loss rate: 0.04%

238



25

20
Flow 1 egress (mean 92.15 Mbit/s)

15
Time (s)

10
Flow 1 ingress (mean 92.20 Mbit/s)

Run 8: Report of Copa — Data Link

T T T T
= o @
©

il = ]
(s/aw) Indybnoay

93 4
2
88

~ © n - m
(sw) Aejap Aem-auo Jaxpded-l1ad

20 25

15
Time (s)
« Flow 1 (95th percentile 4.86 ms)

239




Run 9: Statistics of Copa

Start at: 2018-03-13 07:13:05
End at: 2018-03-13 07:13:35
Local clock offset: -5.91 ms
Remote clock offset: -7.591 ms

# Below is generated by plot.py at 2018-03-13 08:27:35
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.36 Mbit/s

95th percentile per-packet one-way delay: 4.864 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 92.36 Mbit/s

95th percentile per-packet one-way delay: 4.864 ms
Loss rate: 0.00%
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Run 9: Report of Copa — Data Link
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Run 10: Statistics of Copa

Start at: 2018-03-13 07:33:30
End at: 2018-03-13 07:34:00

Local clock offset: -1.813 ms
Remote clock offset: -7.467 ms

# Below is generated by plot.py at 2018-03-13 08:27:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.47 Mbit/s

95th percentile per-packet one-way delay: 4.911 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 92.47 Mbit/s

95th percentile per-packet one-way delay: 4.911 ms
Loss rate: 0.00%
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Run 1: Statistics of FillP

Start at: 2018-03-13 04:19:42
End at: 2018-03-13 04:20:12

Local clock offset: -7.663 ms
Remote clock offset: -6.162 ms

# Below is generated by plot.py at 2018-03-13 08:27:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 30.744 ms
Loss rate: 13.44J

-- Flow 1:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 30.744 ms
Loss rate: 13.44j
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Run 1: Report of FillP — Data Link
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Run 2: Statistics of FillP

Start at: 2018-03-13 04:40:03
End at: 2018-03-13 04:40:33

Local clock offset: -5.272 ms
Remote clock offset: -6.198 ms

# Below is generated by plot.py at 2018-03-13 08:27:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 31.015 ms
Loss rate: 12.69}

-- Flow 1:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 31.015 ms
Loss rate: 12.69%
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Run 3: Statistics of FillP

Start at: 2018-03-13 05:00:28
End at: 2018-03-13 05:00:58

Local clock offset: -4.696 ms
Remote clock offset: -6.491 ms

# Below is generated by plot.py at 2018-03-13 08:27:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 30.896 ms
Loss rate: 13.13}

-- Flow 1:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 30.896 ms
Loss rate: 13.13}

248



Run 3: Report of FillP — Data Link
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Run 4: Statistics of FillP

Start at: 2018-03-13 05:20:51
End at: 2018-03-13 05:21:21

Local clock offset: -5.527 ms
Remote clock offset: -6.549 ms

# Below is generated by plot.py at 2018-03-13 08:27:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.84 Mbit/s

95th percentile per-packet one-way delay: 31.037 ms
Loss rate: 13.15}

-- Flow 1:

Average throughput: 96.84 Mbit/s

95th percentile per-packet one-way delay: 31.037 ms
Loss rate: 13.15%
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Run 5: Statistics of FillP

Start at: 2018-03-13 05:41:16
End at: 2018-03-13 05:41:46

Local clock offset: -6.156 ms
Remote clock offset: -6.578 ms

# Below is generated by plot.py at 2018-03-13 08:27:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 31.434 ms
Loss rate: 13.12j

-- Flow 1:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 31.434 ms
Loss rate: 13.12}
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Run 6: Statistics of FillP

Start at: 2018-03-13 06:01:41
End at: 2018-03-13 06:02:11

Local clock offset: -6.793 ms
Remote clock offset: -6.858 ms

# Below is generated by plot.py at 2018-03-13 08:27:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 30.887 ms
Loss rate: 11.90%

-- Flow 1:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 30.887 ms
Loss rate: 11.90%
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Run 6: Report of FillP — Data Link
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Run 7: Statistics of FillP

Start at: 2018-03-13 06:22:01
End at: 2018-03-13 06:22:31

Local clock offset: -5.181 ms
Remote clock offset: -7.079 ms

# Below is generated by plot.py at 2018-03-13 08:29:01
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 30.992 ms
Loss rate: 12.25}

-- Flow 1:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 30.992 ms
Loss rate: 12.25}
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Run 8: Statistics of FillP

Start at: 2018-03-13 06:42:26
End at: 2018-03-13 06:42:56

Local clock offset: -4.244 ms
Remote clock offset: -7.082 ms

# Below is generated by plot.py at 2018-03-13 08:29:03
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 30.715 ms
Loss rate: 12.69}

-- Flow 1:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 30.715 ms
Loss rate: 12.69%
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Run 8: Report of FillP — Data Link
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Run 9: Statistics of FillP

Start at: 2018-03-13 07:02:48
End at: 2018-03-13 07:03:18

Local clock offset: -5.705 ms
Remote clock offset: -7.364 ms

# Below is generated by plot.py at 2018-03-13 08:29:04
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.84 Mbit/s

95th percentile per-packet one-way delay: 30.852 ms
Loss rate: 12.85}

-- Flow 1:

Average throughput: 96.84 Mbit/s

95th percentile per-packet one-way delay: 30.852 ms
Loss rate: 12.85}
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Run 9: Report of FillP — Data Link
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Run 10: Statistics of FillP

Start at: 2018-03-13 07:23:14
End at: 2018-03-13 07:23:44

Local clock offset: -3.619 ms
Remote clock offset: -7.624 ms

# Below is generated by plot.py at 2018-03-13 08:29:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.84 Mbit/s

95th percentile per-packet one-way delay: 31.124 ms
Loss rate: 12.74}

-- Flow 1:

Average throughput: 96.84 Mbit/s

95th percentile per-packet one-way delay: 31.124 ms
Loss rate: 12.74}
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Run 10: Report of FillP — Data Link
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Run 1: Statistics of Indigo-1-32

Start at: 2018-03-13 04:27:36
End at: 2018-03-13 04:28:07

Local clock offset: -7.433 ms
Remote clock offset: -6.176 ms

# Below is generated by plot.py at 2018-03-13 08:29:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.38 Mbit/s

95th percentile per-packet one-way delay: 5.344 ms
Loss rate: 0.10%

-- Flow 1:

Average throughput: 97.38 Mbit/s

95th percentile per-packet one-way delay: 5.344 ms
Loss rate: 0.10%
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Run 1: Report of Indigo-1-32 — Data Link
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Run 2: Statistics of Indigo-1-32

Start at: 2018-03-13 04:48:01
End at: 2018-03-13 04:48:31

Local clock offset: -4.922 ms
Remote clock offset: -6.388 ms

# Below is generated by plot.py at 2018-03-13 08:29:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.43 Mbit/s

95th percentile per-packet one-way delay: 5.308 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.43 Mbit/s

95th percentile per-packet one-way delay: 5.308 ms
Loss rate: 0.00%
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Run 2: Report of Indigo-1-32 — Data Link
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Run 3: Statistics of Indigo-1-32

Start at: 2018-03-13 05:08:26
End at: 2018-03-13 05:08:56

Local clock offset: -5.131 ms
Remote clock offset: -6.517 ms

# Below is generated by plot.py at 2018-03-13 08:29:08
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.43 Mbit/s

95th percentile per-packet one-way delay: 5.079 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.43 Mbit/s

95th percentile per-packet one-way delay: 5.079 ms
Loss rate: 0.00%
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Run 3: Report of Indigo-1-32 — Data Link
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Run 4: Statistics of Indigo-1-32

Start at: 2018-03-13 05:28:50
End at: 2018-03-13 05:29:20

Local clock offset: -5.629 ms
Remote clock offset: -6.614 ms

# Below is generated by plot.py at 2018-03-13 08:29:14
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.38 Mbit/s

95th percentile per-packet one-way delay: 5.047 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.38 Mbit/s

95th percentile per-packet one-way delay: 5.047 ms
Loss rate: 0.00%
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Run 5: Statistics of Indigo-1-32

Start at: 2018-03-13 05:49:14
End at: 2018-03-13 05:49:44

Local clock offset: -6.578 ms
Remote clock offset: -6.657 ms

# Below is generated by plot.py at 2018-03-13 08:30:28
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.45 Mbit/s

95th percentile per-packet one-way delay: 5.230 ms
Loss rate: 0.05%

-- Flow 1:

Average throughput: 97.45 Mbit/s

95th percentile per-packet one-way delay: 5.230 ms
Loss rate: 0.05%

272



Throughput (Mbit/s)

Per-packet one-way delay (ms)
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Run 6: Statistics of Indigo-1-32

Start at: 2018-03-13 06:09:39
End at: 2018-03-13 06:10:09

Local clock offset: -6.601 ms
Remote clock offset: -6.952 ms

# Below is generated by plot.py at 2018-03-13 08:30:29
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.41 Mbit/s

95th percentile per-packet one-way delay: 5.284 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.41 Mbit/s

95th percentile per-packet one-way delay: 5.284 ms
Loss rate: 0.00%
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Run 7: Statistics of Indigo-1-32

Start at: 2018-03-13 06:30:00
End at: 2018-03-13 06:30:30

Local clock offset: -4.634 ms
Remote clock offset: -7.038 ms

# Below is generated by plot.py at 2018-03-13 08:30:30
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.27 Mbit/s

95th percentile per-packet one-way delay: 5.155 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.27 Mbit/s

95th percentile per-packet one-way delay: 5.155 ms
Loss rate: 0.00%
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Run 8: Statistics of Indigo-1-32

Start at: 2018-03-13 06:50:24
End at: 2018-03-13 06:50:54

Local clock offset: -5.337 ms
Remote clock offset: -7.134 ms

# Below is generated by plot.py at 2018-03-13 08:30:31
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.39 Mbit/s

95th percentile per-packet one-way delay: 5.209 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.39 Mbit/s

95th percentile per-packet one-way delay: 5.209 ms
Loss rate: 0.00%
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Run 9: Statistics of Indigo-1-32

Start at: 2018-03-13 07:10:48
End at: 2018-03-13 07:11:18

Local clock offset: -5.885 ms
Remote clock offset: -7.499 ms

# Below is generated by plot.py at 2018-03-13 08:30:31
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.37 Mbit/s

95th percentile per-packet one-way delay: 5.199 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.37 Mbit/s

95th percentile per-packet one-way delay: 5.199 ms
Loss rate: 0.00%
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Run 10: Statistics of Indigo-1-32

Start at: 2018-03-13 07:31:13
End at: 2018-03-13 07:31:43

Local clock offset: -2.053 ms
Remote clock offset: -7.552 ms

# Below is generated by plot.py at 2018-03-13 08:30:34
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.35 Mbit/s

95th percentile per-packet one-way delay: 5.169 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.35 Mbit/s

95th percentile per-packet one-way delay: 5.169 ms
Loss rate: 0.00%
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Run 1: Statistics of Vivace-latency

Start at: 2018-03-13 04:15:14
End at: 2018-03-13 04:15:44

Local clock offset: -7.515 ms
Remote clock offset: -6.179 ms

# Below is generated by plot.py at 2018-03-13 08:30:34
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.34 Mbit/s

95th percentile per-packet one-way delay: 2.471 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 89.34 Mbit/s

95th percentile per-packet one-way delay: 2.471 ms
Loss rate: 0.01%
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Run 1: Report of Vivace-latency — Data Link
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Run 2: Statistics of Vivace-latency

Start at: 2018-03-13 04:35:36
End at: 2018-03-13 04:36:06

Local clock offset: -5.657 ms
Remote clock offset: -6.187 ms

# Below is generated by plot.py at 2018-03-13 08:30:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.41 Mbit/s

95th percentile per-packet one-way delay: 2.606 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.41 Mbit/s

95th percentile per-packet one-way delay: 2.606 ms
Loss rate: 0.00%
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Run 3: Statistics of Vivace-latency

Start at: 2018-03-13 04:56:00
End at: 2018-03-13 04:56:30

Local clock offset: -4.579 ms
Remote clock offset: -6.472 ms

# Below is generated by plot.py at 2018-03-13 08:31:53
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.06 Mbit/s

95th percentile per-packet one-way delay: 2.561 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.06 Mbit/s

95th percentile per-packet one-way delay: 2.561 ms
Loss rate: 0.00%
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Run 4: Statistics of Vivace-latency

Start at: 2018-03-13 05:16:26
End at: 2018-03-13 05:16:56

Local clock offset: -5.455 ms
Remote clock offset: -6.541 ms

# Below is generated by plot.py at 2018-03-13 08:31:53
# Datalink statistics

-- Total of 1 flow:

Average throughput: 59.31 Mbit/s

95th percentile per-packet one-way delay: 5.045 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 59.31 Mbit/s

95th percentile per-packet one-way delay: 5.045 ms
Loss rate: 0.00%
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Run 4: Report of Vivace-latency — Data Link
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Run 5: Statistics of Vivace-latency

Start at: 2018-03-13 05:36:48
End at: 2018-03-13 05:37:18

Local clock offset: -5.853 ms
Remote clock offset: -6.635 ms

# Below is generated by plot.py at 2018-03-13 08:31:56
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.44 Mbit/s

95th percentile per-packet one-way delay: 2.415 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.44 Mbit/s

95th percentile per-packet one-way delay: 2.415 ms
Loss rate: 0.00%
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Run 5: Report of Vivace-latency — Data Link

80

Throughput (Mbit/s)

201

3.4

w
NI
L

Per-packet one-way delay (ms)

60 1

40 1

0 5 10 15 20 25 30
Time (s)

--- Flow 1 ingress (mean 89.44 Mbit/s) = —— Flow 1 egress (mean 89.44 Mbit/s)

Time (s)
« Flow 1 (95th percentile 2.42 ms)

293



Run 6: Statistics of Vivace-latency

Start at: 2018-03-13 05:57:13
End at: 2018-03-13 05:57:43

Local clock offset: -6.628 ms
Remote clock offset: -6.8 ms

# Below is generated by plot.py at 2018-03-13 08:31:57
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.35 Mbit/s

95th percentile per-packet one-way delay: 2.546 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.35 Mbit/s

95th percentile per-packet one-way delay: 2.546 ms
Loss rate: 0.00%
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Run 7: Statistics of Vivace-latency

Start at: 2018-03-13 06:17:33
End at: 2018-03-13 06:18:03

Local clock offset: -5.412 ms
Remote clock offset: -7.086 ms

# Below is generated by plot.py at 2018-03-13 08:31:57
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.96 Mbit/s

95th percentile per-packet one-way delay: 2.653 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 87.96 Mbit/s

95th percentile per-packet one-way delay: 2.653 ms
Loss rate: 0.00%
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Run 8: Statistics of Vivace-latency

Start at: 2018-03-13 06:37:58
End at: 2018-03-13 06:38:28

Local clock offset: -4.409 ms
Remote clock offset: -7.082 ms

# Below is generated by plot.py at 2018-03-13 08:31:57
# Datalink statistics

-- Total of 1 flow:

Average throughput: 87.32 Mbit/s

95th percentile per-packet one-way delay: 2.574 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 87.32 Mbit/s

95th percentile per-packet one-way delay: 2.574 ms
Loss rate: 0.00%
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Run 9: Statistics of Vivace-latency

Start at: 2018-03-13 06:58:20
End at: 2018-03-13 06:58:50

Local clock offset: -5.653 ms
Remote clock offset: -7.273 ms

# Below is generated by plot.py at 2018-03-13 08:31:59
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.22 Mbit/s

95th percentile per-packet one-way delay: 2.619 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.22 Mbit/s

95th percentile per-packet one-way delay: 2.619 ms
Loss rate: 0.00%
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Run 10: Statistics of Vivace-latency

Start at: 2018-03-13 07:18:47
End at: 2018-03-13 07:19:17

Local clock offset: -5.008 ms
Remote clock offset: -7.647 ms

# Below is generated by plot.py at 2018-03-13 08:32:05
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.08 Mbit/s

95th percentile per-packet one-way delay: 2.868 ms
Loss rate: 0.04%

-- Flow 1:

Average throughput: 89.08 Mbit/s

95th percentile per-packet one-way delay: 2.868 ms
Loss rate: 0.04%
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Run 1: Statistics of Vivace-loss

Start at: 2018-03-13 04:26:27
End at: 2018-03-13 04:26:57

Local clock offset: -7.765 ms
Remote clock offset: -6.183 ms

# Below is generated by plot.py at 2018-03-13 08:32:43
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.06 Mbit/s

95th percentile per-packet one-way delay: 32.255 ms
Loss rate: 2.88%

-- Flow 1:

Average throughput: 95.06 Mbit/s

95th percentile per-packet one-way delay: 32.255 ms
Loss rate: 2.88%
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Run 1: Report of Vivace-loss — Data Link

100 | £\

80

60

0 -

Throughput (Mbit/s)

201

0 5 10 15 20 25
Time (s)
--- Flow 1 ingress (mean 97.93 Mbit/s) = —— Flow 1 egress (mean 95.06 Mbit/s)

T
30

NARMMARAMOAARARMAN

1l
|

[
e
—_—

e et et
I
e e

N N
o o
L
e
a—

e i
————
-
————

|

|
Y

|

=

o]
—
—_—

Per-packet one-way delay (ms)
=
o

0 5 10 15 20 25
Time (s)
+ Flow 1 (95th percentile 32.26 ms)

305

30




Run 2: Statistics of Vivace-loss

Start at: 2018-03-13 04:46:52
End at: 2018-03-13 04:47:22

Local clock offset: -4.838 ms
Remote clock offset: -6.356 ms

# Below is generated by plot.py at 2018-03-13 08:33:25
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.06 Mbit/s

95th percentile per-packet one-way delay: 32.188 ms
Loss rate: 2.99%

-- Flow 1:

Average throughput: 95.06 Mbit/s

95th percentile per-packet one-way delay: 32.188 ms
Loss rate: 2.99%
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Run 2: Report of Vivace-loss — Data Link
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Run 3: Statistics of Vivace-loss

Start at: 2018-03-13 05:07:17
End at: 2018-03-13 05:07:47

Local clock offset: -5.138 ms
Remote clock offset: -6.596 ms

# Below is generated by plot.py at 2018-03-13 08:33:26
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.06 Mbit/s

95th percentile per-packet one-way delay: 32.080 ms
Loss rate: 2.85%

-- Flow 1:

Average throughput: 95.06 Mbit/s

95th percentile per-packet one-way delay: 32.080 ms
Loss rate: 2.85%
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Run 3: Report of Vivace-loss — Data Link
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Run 4: Statistics of Vivace-loss

Start at: 2018-03-13 05:27:40
End at: 2018-03-13 05:28:10

Local clock offset: -5.661 ms
Remote clock offset: -6.542 ms

# Below is generated by plot.py at 2018-03-13 08:33:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.06 Mbit/s

95th percentile per-packet one-way delay: 32.200 ms
Loss rate: 2.67%

-- Flow 1:

Average throughput: 95.06 Mbit/s

95th percentile per-packet one-way delay: 32.200 ms
Loss rate: 2.67%
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Run 5: Statistics of Vivace-loss

Start at: 2018-03-13 05:48:05
End at: 2018-03-13 05:48:35

Local clock offset: -6.431 ms
Remote clock offset: -6.631 ms

# Below is generated by plot.py at 2018-03-13 08:33:28
# Datalink statistics

-- Total of 1 flow:

Average throughput: 94.73 Mbit/s

95th percentile per-packet one-way delay: 32.100 ms
Loss rate: 3.67%

-- Flow 1:

Average throughput: 94.73 Mbit/s

95th percentile per-packet one-way delay: 32.100 ms
Loss rate: 3.67%
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Run 6: Statistics of Vivace-loss

Start at: 2018-03-13 06:08:30
End at: 2018-03-13 06:09:00

Local clock offset: -6.913 ms
Remote clock offset: -6.94 ms

# Below is generated by plot.py at 2018-03-13 08:33:28
# Datalink statistics

-- Total of 1 flow:

Average throughput: 94.74 Mbit/s

95th percentile per-packet one-way delay: 32.322 ms
Loss rate: 3.73}

-- Flow 1:

Average throughput: 94.74 Mbit/s

95th percentile per-packet one-way delay: 32.322 ms
Loss rate: 3.73%
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Run 6: Report of Vivace-loss — Data Link
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Run 7: Statistics of Vivace-loss

Start at: 2018-03-13 06:28:50
End at: 2018-03-13 06:29:20

Local clock offset: -4.744 ms
Remote clock offset: -7.034 ms

# Below is generated by plot.py at 2018-03-13 08:33:30
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.05 Mbit/s

95th percentile per-packet one-way delay: 32.178 ms
Loss rate: 2.34%

-- Flow 1:

Average throughput: 95.05 Mbit/s

95th percentile per-packet one-way delay: 32.178 ms
Loss rate: 2.34%
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Run 8: Statistics of Vivace-loss

Start at: 2018-03-13 06:49:15
End at: 2018-03-13 06:49:45

Local clock offset: -5.197 ms
Remote clock offset: -7.137 ms

# Below is generated by plot.py at 2018-03-13 08:33:36
# Datalink statistics

-- Total of 1 flow:

Average throughput: 94.68 Mbit/s

95th percentile per-packet one-way delay: 32.146 ms
Loss rate: 4.68%

-- Flow 1:

Average throughput: 94.68 Mbit/s

95th percentile per-packet one-way delay: 32.146 ms
Loss rate: 4.68%
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Run 8:

Report of Vivace-loss — Data Link
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Run 9: Statistics of Vivace-loss

Start at: 2018-03-13 07:09:38
End at: 2018-03-13 07:10:08

Local clock offset: -5.745 ms
Remote clock offset: -7.479 ms

# Below is generated by plot.py at 2018-03-13 08:34:13
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.01 Mbit/s

95th percentile per-packet one-way delay: 32.053 ms
Loss rate: 2.75%

-- Flow 1:

Average throughput: 95.01 Mbit/s

95th percentile per-packet one-way delay: 32.053 ms
Loss rate: 2.75%
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Run 9: Report of Vivace-loss — Data Link
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Run 10: Statistics of Vivace-loss

Start at: 2018-03-13 07:30:03
End at: 2018-03-13 07:30:33

Local clock offset: -2.315 ms
Remote clock offset: -7.597 ms

# Below is generated by plot.py at 2018-03-13 08:34:58
# Datalink statistics

-- Total of 1 flow:

Average throughput: 94.72 Mbit/s

95th percentile per-packet one-way delay: 32.267 ms
Loss rate: 3.33}

-- Flow 1:

Average throughput: 94.72 Mbit/s

95th percentile per-packet one-way delay: 32.267 ms
Loss rate: 3.33%
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Run 1: Statistics of Vivace-LTE

Start at: 2018-03-13 04:14:05
End at: 2018-03-13 04:14:35

Local clock offset: -7.574 ms
Remote clock offset: -6.097 ms

# Below is generated by plot.py at 2018-03-13 08:34:58
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.10 Mbit/s

95th percentile per-packet one-way delay: 2.808 ms
Loss rate: 0.05%

-- Flow 1:

Average throughput: 93.10 Mbit/s

95th percentile per-packet one-way delay: 2.808 ms
Loss rate: 0.05%
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Run 2: Statistics of Vivace-LTE

Start at: 2018-03-13 04:34:26
End at: 2018-03-13 04:34:56

Local clock offset: -5.952 ms
Remote clock offset: -6.119 ms

# Below is generated by plot.py at 2018-03-13 08:34:58
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.04 Mbit/s

95th percentile per-packet one-way delay: 8.148 ms
Loss rate: 0.04%

-- Flow 1:

Average throughput: 93.04 Mbit/s

95th percentile per-packet one-way delay: 8.148 ms
Loss rate: 0.04%
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Run 3: Statistics of Vivace-LTE

Start at: 2018-03-13 04:54:51
End at: 2018-03-13 04:55:21

Local clock offset: -4.657 ms
Remote clock offset: -6.529 ms

# Below is generated by plot.py at 2018-03-13 08:34:58
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.10 Mbit/s

95th percentile per-packet one-way delay: 2.744 ms
Loss rate: 0.03}

-- Flow 1:

Average throughput: 93.10 Mbit/s

95th percentile per-packet one-way delay: 2.744 ms
Loss rate: 0.03%
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Run 4: Statistics of Vivace-LTE

Start at: 2018-03-13 05:15:16
End at: 2018-03-13 05:15:46
Local clock offset: -5.39 ms
Remote clock offset: -6.548 ms

# Below is generated by plot.py at 2018-03-13 08:34:58
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.13 Mbit/s

95th percentile per-packet one-way delay: 3.488 ms
Loss rate: 0.03}

-- Flow 1:

Average throughput: 93.13 Mbit/s

95th percentile per-packet one-way delay: 3.488 ms
Loss rate: 0.03%
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Run 5: Statistics of Vivace-LTE

Start at: 2018-03-13 05:35:39
End at: 2018-03-13 05:36:09

Local clock offset: -5.858 ms
Remote clock offset: -6.567 ms

# Below is generated by plot.py at 2018-03-13 08:34:58
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.94 Mbit/s

95th percentile per-packet one-way delay: 6.789 ms
Loss rate: 0.05%

-- Flow 1:

Average throughput: 89.94 Mbit/s

95th percentile per-packet one-way delay: 6.789 ms
Loss rate: 0.05%
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100 A

80

60

40

20

0 5 10 15 20 25 30
Time (s)

--- Flow 1 ingress (mean 89.99 Mbit/s) = —— Flow 1 egress (mean 89.94 Mbit/s)

359

30 4

254

204

15 4

10 4

R

A
.

P P -

| PRI BT Y

5 10 15 20 25
Time (s)

« Flow 1 (95th percentile 6.79 ms)

333

30




Run 6: Statistics of Vivace-LTE

Start at: 2018-03-13 05:56:04
End at: 2018-03-13 05:56:34

Local clock offset: -6.652 ms
Remote clock offset: -6.786 ms

# Below is generated by plot.py at 2018-03-13 08:35:02
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.18 Mbit/s

95th percentile per-packet one-way delay: 2.699 ms
Loss rate: 0.04%

-- Flow 1:

Average throughput: 93.18 Mbit/s

95th percentile per-packet one-way delay: 2.699 ms
Loss rate: 0.04%
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Run 7: Statistics of Vivace-LTE

Start at: 2018-03-13 06:16:24
End at: 2018-03-13 06:16:54

Local clock offset: -5.613 ms
Remote clock offset: -7.014 ms

# Below is generated by plot.py at 2018-03-13 08:35:19
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.13 Mbit/s

95th percentile per-packet one-way delay: 2.897 ms
Loss rate: 0.05%

-- Flow 1:

Average throughput: 93.13 Mbit/s

95th percentile per-packet one-way delay: 2.897 ms
Loss rate: 0.05%
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Run 8: Statistics of Vivace-LTE

Start at: 2018-03-13 06:36:49
End at: 2018-03-13 06:37:19

Local clock offset: -4.487 ms
Remote clock offset: -7.102 ms

# Below is generated by plot.py at 2018-03-13 08:35:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.09 Mbit/s

95th percentile per-packet one-way delay: 2.744 ms
Loss rate: 0.04%

-- Flow 1:

Average throughput: 93.09 Mbit/s

95th percentile per-packet one-way delay: 2.744 ms
Loss rate: 0.04%
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Run 9: Statistics of Vivace-LTE

Start at: 2018-03-13 06:57:14
End at: 2018-03-13 06:57:44
Local clock offset: -5.56 ms
Remote clock offset: -7.238 ms

# Below is generated by plot.py at 2018-03-13 08:35:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 44.74 Mbit/s

95th percentile per-packet one-way delay: 2.527 ms
Loss rate: 4.80%

-- Flow 1:

Average throughput: 44.74 Mbit/s

95th percentile per-packet one-way delay: 2.527 ms
Loss rate: 4.80%

340



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 9: Report of Vivace-LTE — Data Link

80 1

o
=]
L

B
=]
L

201

0 5 10 15 20 25 30
Time (s)

--- Flow 1 ingress (mean 46.99 Mbit/s) = —— Flow 1 egress (mean 44.74 Mbit/s)

5 10 15 20 25 30
Time (s)

« Flow 1 (95th percentile 2.53 ms)

341



Run 10: Statistics of Vivace-LTE

Start at: 2018-03-13 07:17:37
End at: 2018-03-13 07:18:07

Local clock offset: -5.396 ms
Remote clock offset: -7.639 ms

# Below is generated by plot.py at 2018-03-13 08:35:28
# Datalink statistics

-- Total of 1 flow:

Average throughput: 92.95 Mbit/s

95th percentile per-packet one-way delay: 3.019 ms
Loss rate: 0.04%

-- Flow 1:

Average throughput: 92.95 Mbit/s

95th percentile per-packet one-way delay: 3.019 ms
Loss rate: 0.04%
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