Pantheon Report

Generated at 2018-01-25 12:34:43 (UTC).

Data path: AWS Brazil 1 Ethernet (local) —Brazil Ethernet (remote).

Repeated the test of 15 congestion control schemes 10 times.

Each test lasted for 30 seconds running 1 flow.

Increased UDP receive buffer to 16 MB (default) and 32 MB (max).

Tested BBR with qdisc of Fair Queuing (fq), and other schemes with the
default Linux qdisc (pfifo_fast).

NTP offsets were measured against gps.ntp.br and have been applied to
correct the timestamps in logs.

Git summary:
branch: master @ 636£858be90392cldacOeel13c40£fd1646£45£9e2
third_party/calibrated_koho @ 3cb73c0d1c0322cdfaed46eal37a522e53227db50
M datagrump/sender.cc
third_party/fillp @ ec9585325218d5048c4d4152fa42240af54c6e67
third_party/genericCC @ 80b516c448£795fd6e9675£7177b69c622£07da8
third_party/indigo @ a9b2060d39e4da2e8987e893e3eca2abc7cd0ab9
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M receiver/src/buffer.h

M receiver/src/core.cpp

M sender/src/buffer.h

M sender/src/core.cpp

third_party/proto-quic @ 77961f1a82733a86b42f1bc8143ebc978£3cff42
third_party/scream @ c3370fd7bd17265a79aeb34e4016ad23£5965885
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M src/examples/cellsim.cc

M src/examples/sproutbt2.cc

M src/network/sproutconn.cc
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M src/verus.hpp

M tools/plot.py
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test from AWS Brazil 1 Ethernet to Brazil Ethernet, 10 runs of 30s each per scheme

Average throughput (Mbit/s)

(mean of all runs by scheme)
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mean avg tput (Mbit/s)

mean 95th-%ile delay (ms)

mean loss rate (%)

scheme # runs flow 1 flow 1 flow 1
TCP BBR 10 96.26 11.66 0.00
TCP Cubic 10 97.11 34.12 0.02
LEDBAT 10 97.10 32.11 0.01

PCC 10 83.92 4.04 0.00
QUIC Cubic 10 80.38 17.17 0.05
SCReAM 7 0.22 2.52 0.00
WebRTC media 10 2.30 3.10 0.00

Sprout 10 50.31 11.09 0.00
TaoVA-100x 10 88.23 2.74 0.00
TCP Vegas 10 96.42 3.92 0.00

Verus 10 70.30 8.32 0.97

Copa 10 91.21 4.24 0.00
Indigo-2-256 10 97.28 8.17 0.00
Indigo-1-32 10 95.77 5.45 0.00
Indigo-1-128 10 97.16 5.20 0.00




Run 1: Statistics of TCP BBR

Start at: 2018-01-25 08:44:05
End at: 2018-01-25 08:44:35
Local clock offset: 0.465 ms
Remote clock offset: -0.189 ms

# Below is generated by plot.py at 2018-01-25 12:12:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.28 Mbit/s

95th percentile per-packet one-way delay: 11.766 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.28 Mbit/s

95th percentile per-packet one-way delay: 11.766 ms
Loss rate: 0.00%
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Run 1: Report of TCP BBR — Data Link
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Run 2: Statistics of TCP BBR

Start at: 2018-01-25 09:02:15
End at: 2018-01-25 09:02:45
Local clock offset: 0.423 ms
Remote clock offset: -0.231 ms

# Below is generated by plot.py at 2018-01-25 12:12:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.27 Mbit/s

95th percentile per-packet one-way delay: 11.568 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.27 Mbit/s

95th percentile per-packet one-way delay: 11.568 ms
Loss rate: 0.00%



Run 2: Report of TCP BBR — Data Link
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Run 3: Statistics of TCP BBR

Start at: 2018-01-25 09:20:26
End at: 2018-01-25 09:20:56
Local clock offset: 0.38 ms
Remote clock offset: -0.163 ms

# Below is generated by plot.py at 2018-01-25 12:12:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.22 Mbit/s

95th percentile per-packet one-way delay: 11.555 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.22 Mbit/s

95th percentile per-packet one-way delay: 11.555 ms
Loss rate: 0.00%
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Run 4: Statistics of TCP BBR

Start at: 2018-01-25 09:38:36
End at: 2018-01-25 09:39:06
Local clock offset: 0.309 ms
Remote clock offset: -0.137 ms

# Below is generated by plot.py at 2018-01-25 12:12:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.25 Mbit/s

95th percentile per-packet one-way delay: 11.879 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.25 Mbit/s

95th percentile per-packet one-way delay: 11.879 ms
Loss rate: 0.00%

10



Throughput (Mbit/s)

Per-packet one-way delay (ms)
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Run 5: Statistics of TCP BBR

Start at: 2018-01-25 09:56:46
End at: 2018-01-25 09:57:16

Local clock offset: 0.306 ms
Remote clock offset: 0.037 ms

# Below is generated by plot.py at 2018-01-25 12:12:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.27 Mbit/s

95th percentile per-packet one-way delay: 11.416 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.27 Mbit/s

95th percentile per-packet one-way delay: 11.416 ms
Loss rate: 0.00%
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Run 6: Statistics of TCP BBR

Start at: 2018-01-25 10:14:57
End at: 2018-01-25 10:15:27

Local clock offset: 0.135 ms
Remote clock offset: 0.23 ms

# Below is generated by plot.py at 2018-01-25 12:12:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.27 Mbit/s

95th percentile per-packet one-way delay: 11.718 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.27 Mbit/s

95th percentile per-packet one-way delay: 11.718 ms
Loss rate: 0.00%
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Run 7: Statistics of TCP BBR

Start at: 2018-01-25 10:33:08
End at: 2018-01-25 10:33:38
Local clock offset: 0.179 ms
Remote clock offset: 0.341 ms

# Below is generated by plot.py at 2018-01-25 12:12:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.27 Mbit/s

95th percentile per-packet one-way delay: 11.678 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.27 Mbit/s

95th percentile per-packet one-way delay: 11.678 ms
Loss rate: 0.00%
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Run 8: Statistics of TCP BBR

Start at: 2018-01-25 10:51:17
End at: 2018-01-25 10:51:47

Local clock offset: 0.182 ms
Remote clock offset: 0.51 ms

# Below is generated by plot.py at 2018-01-25 12:12:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.25 Mbit/s

95th percentile per-packet one-way delay: 11.785 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.25 Mbit/s

95th percentile per-packet one-way delay: 11.785 ms
Loss rate: 0.00%
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Run 8: Report of TCP BBR — Data Link
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Run 9: Statistics of TCP BBR

Start at: 2018-01-25 11:09:28
End at: 2018-01-25 11:09:58
Local clock offset: 0.242 ms
Remote clock offset: 0.623 ms

# Below is generated by plot.py at 2018-01-25 12:13:46
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.24 Mbit/s

95th percentile per-packet one-way delay: 11.531 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.24 Mbit/s

95th percentile per-packet one-way delay: 11.531 ms
Loss rate: 0.00%
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Run 10: Statistics of TCP BBR

Start at: 2018-01-25 11:27:36
End at: 2018-01-25 11:28:06

Local clock offset: 0.287 ms
Remote clock offset: 0.725 ms

# Below is generated by plot.py at 2018-01-25 12:13:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.24 Mbit/s

95th percentile per-packet one-way delay: 11.750 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.24 Mbit/s

95th percentile per-packet one-way delay: 11.750 ms
Loss rate: 0.00%
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Run 1: Statistics of TCP Cubic

Start at: 2018-01-25 08:57:38
End at: 2018-01-25 08:58:08
Local clock offset: 0.418 ms
Remote clock offset: -0.171 ms

# Below is generated by plot.py at 2018-01-25 12:13:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.49 Mbit/s

95th percentile per-packet one-way delay: 32.733 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.49 Mbit/s

95th percentile per-packet one-way delay: 32.733 ms
Loss rate: 0.01%
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Run 2: Statistics of TCP Cubic

Start at: 2018-01-25 09:15:49
End at: 2018-01-25 09:16:19
Local clock offset: 0.38 ms
Remote clock offset: -0.133 ms

# Below is generated by plot.py at 2018-01-25 12:13:50
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.747 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.747 ms
Loss rate: 0.01%
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Run 3: Statistics of TCP Cubic

Start at: 2018-01-25 09:33:59
End at: 2018-01-25 09:34:29
Local clock offset: 0.33 ms
Remote clock offset: -0.134 ms

# Below is generated by plot.py at 2018-01-25 12:13:50
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.777 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.777 ms
Loss rate: 0.01%
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Run 4: Statistics of TCP Cubic

Start at: 2018-01-25 09:52:09
End at: 2018-01-25 09:52:39

Local clock offset: 0.259 ms
Remote clock offset: 0.017 ms

# Below is generated by plot.py at 2018-01-25 12:13:50
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.775 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.775 ms
Loss rate: 0.01%
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Run 5: Statistics of TCP Cubic

Start at: 2018-01-25 10:10:19
End at: 2018-01-25 10:10:49

Local clock offset: 0.216 ms
Remote clock offset: 0.245 ms

# Below is generated by plot.py at 2018-01-25 12:13:50
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.707 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.707 ms
Loss rate: 0.01%
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Run 6: Statistics of TCP Cubic

Start at: 2018-01-25 10:28:30
End at: 2018-01-25 10:29:00

Local clock offset: 0.158 ms
Remote clock offset: 0.363 ms

# Below is generated by plot.py at 2018-01-25 12:13:50
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.729 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.729 ms
Loss rate: 0.01%
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Run 6: Report of TCP Cubic — Data Link
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Run 7: Statistics of TCP Cubic

Start at: 2018-01-25 10:46:41
End at: 2018-01-25 10:47:11

Local clock offset: 0.124 ms
Remote clock offset: 0.48 ms

# Below is generated by plot.py at 2018-01-25 12:15:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.49 Mbit/s

95th percentile per-packet one-way delay: 32.772 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.49 Mbit/s

95th percentile per-packet one-way delay: 32.772 ms
Loss rate: 0.01%
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Run 7: Report of TCP Cubic — Data Link
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Run 8: Statistics of TCP Cubic

Start at: 2018-01-25 11:04:51
End at: 2018-01-25 11:05:21

Local clock offset: 0.236 ms
Remote clock offset: 0.513 ms

# Below is generated by plot.py at 2018-01-25 12:15:13
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.49 Mbit/s

95th percentile per-packet one-way delay: 32.636 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.49 Mbit/s

95th percentile per-packet one-way delay: 32.636 ms
Loss rate: 0.01%
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Run 9: Statistics of TCP Cubic

Start at: 2018-01-25 11:23:00
End at: 2018-01-25 11:23:30

Local clock offset: 0.263 ms
Remote clock offset: 0.704 ms

# Below is generated by plot.py at 2018-01-25 12:15:14
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.748 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.48 Mbit/s

95th percentile per-packet one-way delay: 32.748 ms
Loss rate: 0.01%
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Run 10: Statistics of TCP Cubic

Start at: 2018-01-25 11:41:09
End at: 2018-01-25 11:41:39

Local clock offset: 0.233 ms
Remote clock offset: 0.738 ms

# Below is generated by plot.py at 2018-01-25 12:15:14
# Datalink statistics

-- Total of 1 flow:

Average throughput: 93.77 Mbit/s

95th percentile per-packet one-way delay: 46.540 ms
Loss rate: 0.13%

-- Flow 1:

Average throughput: 93.77 Mbit/s

95th percentile per-packet one-way delay: 46.540 ms
Loss rate: 0.13%
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Run 10: Report of TCP Cubic — Data Link
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Run 1: Statistics of LEDBAT

Start at: 2018-01-25 08:48:35
End at: 2018-01-25 08:49:05
Local clock offset: 0.462 ms
Remote clock offset: -0.169 ms

# Below is generated by plot.py at 2018-01-25 12:15:16
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.11 Mbit/s

95th percentile per-packet one-way delay: 32.014 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.11 Mbit/s

95th percentile per-packet one-way delay: 32.014 ms
Loss rate: 0.01%
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Run 1: Report of LEDBAT — Data Link
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Run 2: Statistics of LEDBAT

Start at: 2018-01-25 09:06:45
End at: 2018-01-25 09:07:15
Local clock offset: 0.402 ms
Remote clock offset: -0.152 ms

# Below is generated by plot.py at 2018-01-25 12:15:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.10 Mbit/s

95th percentile per-packet one-way delay: 32.159 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.10 Mbit/s

95th percentile per-packet one-way delay: 32.159 ms
Loss rate: 0.01%
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Run 2: Report of LEDBAT — Data Link

100 A

80

60

40

201

--- Flow 1 ingress (mean 97.16 Mbit/s)

10 15 20
Time (s)

T
25

—— Flow 1 egress (mean 97.10 Mbit/s)

T
30

351

30 4

=1

25 4

wn

i
|

VAR AR S A A S B S Y |
[ )]

/
|
|
!

[
|
|

1

[
|
|
|

i
i

|
|
;
f

i
-

[
|
|
|

WAVAV AV AV A
| / [

[
.
-
I

—-.\m""{‘“"

B S——————

20
Time (s)
« Flow 1 (95th percentile 32.16 ms)

47

T
25

T
30




Run 3: Statistics of LEDBAT

Start at: 2018-01-25 09:24:55
End at: 2018-01-25 09:25:25
Local clock offset: 0.4 ms
Remote clock offset: -0.139 ms

# Below is generated by plot.py at 2018-01-25 12:15:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.10 Mbit/s

95th percentile per-packet one-way delay: 32.159 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.10 Mbit/s

95th percentile per-packet one-way delay: 32.159 ms
Loss rate: 0.01%

48



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 3: Report of LEDBAT — Data Link
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Run 4: Statistics of LEDBAT

Start at: 2018-01-25 09:43:05
End at: 2018-01-25 09:43:35

Local clock offset: 0.319 ms
Remote clock offset: -0.13 ms

# Below is generated by plot.py at 2018-01-25 12:15:17
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.09 Mbit/s

95th percentile per-packet one-way delay: 32.203 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.09 Mbit/s

95th percentile per-packet one-way delay: 32.203 ms
Loss rate: 0.01%
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Run 4: Report of LEDBAT — Data Link
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Run 5: Statistics of LEDBAT

Start at: 2018-01-25 10:01:16
End at: 2018-01-25 10:01:46

Local clock offset: 0.269 ms
Remote clock offset: 0.149 ms

# Below is generated by plot.py at 2018-01-25 12:16:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.11 Mbit/s

95th percentile per-packet one-way delay: 32.120 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.11 Mbit/s

95th percentile per-packet one-way delay: 32.120 ms
Loss rate: 0.01%
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Run 5: Report of LEDBAT — Data Link
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Run 6: Statistics of LEDBAT

Start at: 2018-01-25 10:19:26
End at: 2018-01-25 10:19:56

Local clock offset: 0.098 ms
Remote clock offset: 0.254 ms

# Below is generated by plot.py at 2018-01-25 12:16:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.09 Mbit/s

95th percentile per-packet one-way delay: 32.100 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.09 Mbit/s

95th percentile per-packet one-way delay: 32.100 ms
Loss rate: 0.01%
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Run 7: Statistics of LEDBAT

Start at: 2018-01-25 10:37:37
End at: 2018-01-25 10:38:07

Local clock offset: 0.176 ms
Remote clock offset: 0.431 ms

# Below is generated by plot.py at 2018-01-25 12:16:41
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.09 Mbit/s

95th percentile per-packet one-way delay: 32.127 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.09 Mbit/s

95th percentile per-packet one-way delay: 32.127 ms
Loss rate: 0.01%
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Run 7: Report of LEDBAT — Data Link
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Run 8: Statistics of LEDBAT

Start at: 2018-01-25 10:55:47
End at: 2018-01-25 10:56:17

Local clock offset: 0.183 ms
Remote clock offset: 0.548 ms

# Below is generated by plot.py at 2018-01-25 12:16:42
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.12 Mbit/s

95th percentile per-packet one-way delay: 32.128 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.12 Mbit/s

95th percentile per-packet one-way delay: 32.128 ms
Loss rate: 0.01%
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Run 9: Statistics of LEDBAT

Start at: 2018-01-25 11:13:58
End at: 2018-01-25 11:14:28
Local clock offset: 0.269 ms
Remote clock offset: 0.614 ms

# Below is generated by plot.py at 2018-01-25 12:16:44
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.12 Mbit/s

95th percentile per-packet one-way delay: 32.004 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.12 Mbit/s

95th percentile per-packet one-way delay: 32.004 ms
Loss rate: 0.01%
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Run 9: Report of LEDBAT — Data Link
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Run 10: Statistics of LEDBAT

Start at: 2018-01-25 11:32:06
End at: 2018-01-25 11:32:36
Local clock offset: 0.3 ms
Remote clock offset: 0.652 ms

# Below is generated by plot.py at 2018-01-25 12:16:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.08 Mbit/s

95th percentile per-packet one-way delay: 32.052 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 97.08 Mbit/s

95th percentile per-packet one-way delay: 32.052 ms
Loss rate: 0.01%
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Run 1: Statistics of PCC

Start at: 2018-01-25 08:50:48
End at: 2018-01-25 08:51:18
Local clock offset: 0.437 ms
Remote clock offset: -0.175 ms

# Below is generated by plot.py at 2018-01-25 12:16:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 90.22 Mbit/s

95th percentile per-packet one-way delay: 6.778 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 90.22 Mbit/s

95th percentile per-packet one-way delay: 6.778 ms
Loss rate: 0.00%
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Run 2: Statistics of PCC

Start at: 2018-01-25 09:08:59
End at: 2018-01-25 09:09:29
Local clock offset: 0.368 ms
Remote clock offset: -0.118 ms

# Below is generated by plot.py at 2018-01-25 12:16:45
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.46 Mbit/s

95th percentile per-packet one-way delay: 3.997 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.46 Mbit/s

95th percentile per-packet one-way delay: 3.997 ms
Loss rate: 0.00%
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Run 3: Statistics of PCC

Start at: 2018-01-25 09:27:09
End at: 2018-01-25 09:27:39
Local clock offset: 0.385 ms
Remote clock offset: -0.129 ms

# Below is generated by plot.py at 2018-01-25 12:17:53
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.40 Mbit/s

95th percentile per-packet one-way delay: 3.569 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 82.40 Mbit/s

95th percentile per-packet one-way delay: 3.569 ms
Loss rate: 0.00%
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Run 4: Statistics of PCC

Start at: 2018-01-25 09:45:19
End at: 2018-01-25 09:45:49
Local clock offset: 0.382 ms
Remote clock offset: -0.098 ms

# Below is generated by plot.py at 2018-01-25 12:18:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 90.86 Mbit/s

95th percentile per-packet one-way delay: 3.265 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 90.86 Mbit/s

95th percentile per-packet one-way delay: 3.265 ms
Loss rate: 0.00%
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Run 5: Statistics of PCC

Start at: 2018-01-25 10:03:29
End at: 2018-01-25 10:03:59
Local clock offset: 0.19 ms
Remote clock offset: 0.132 ms

# Below is generated by plot.py at 2018-01-25 12:18:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 91.00 Mbit/s

95th percentile per-packet one-way delay: 3.892 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 91.00 Mbit/s

95th percentile per-packet one-way delay: 3.892 ms
Loss rate: 0.00%
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Run 6: Statistics of PCC

Start at: 2018-01-25 10:21:40
End at: 2018-01-25 10:22:10

Local clock offset: 0.088 ms
Remote clock offset: 0.283 ms

# Below is generated by plot.py at 2018-01-25 12:18:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.83 Mbit/s

95th percentile per-packet one-way delay: 4.140 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 81.83 Mbit/s

95th percentile per-packet one-way delay: 4.140 ms
Loss rate: 0.00%
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Run 7: Statistics of PCC

Start at: 2018-01-25 10:39:51
End at: 2018-01-25 10:40:21

Local clock offset: 0.165 ms
Remote clock offset: 0.436 ms

# Below is generated by plot.py at 2018-01-25 12:18:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.19 Mbit/s

95th percentile per-packet one-way delay: 3.496 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 81.19 Mbit/s

95th percentile per-packet one-way delay: 3.496 ms
Loss rate: 0.00%
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Run 8: Statistics of PCC

Start at: 2018-01-25 10:58:01
End at: 2018-01-25 10:58:31

Local clock offset: 0.203 ms
Remote clock offset: 0.498 ms

# Below is generated by plot.py at 2018-01-25 12:18:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.17 Mbit/s

95th percentile per-packet one-way delay: 3.392 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 82.17 Mbit/s

95th percentile per-packet one-way delay: 3.392 ms
Loss rate: 0.00%
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Run 9: Statistics of PCC

Start at: 2018-01-25 11:16:11
End at: 2018-01-25 11:16:41

Local clock offset: 0.255 ms
Remote clock offset: 0.558 ms

# Below is generated by plot.py at 2018-01-25 12:18:04
# Datalink statistics

-- Total of 1 flow:

Average throughput: 90.37 Mbit/s

95th percentile per-packet one-way delay: 4.222 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 90.37 Mbit/s

95th percentile per-packet one-way delay: 4.222 ms
Loss rate: 0.00%
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Run 10: Statistics of PCC

Start at: 2018-01-25 11:34:19
End at: 2018-01-25 11:34:49

Local clock offset: 0.275 ms
Remote clock offset: 0.671 ms

# Below is generated by plot.py at 2018-01-25 12:18:04
# Datalink statistics

-- Total of 1 flow:

Average throughput: 59.72 Mbit/s

95th percentile per-packet one-way delay: 3.663 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 59.72 Mbit/s

95th percentile per-packet one-way delay: 3.663 ms
Loss rate: 0.00%
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Run 1: Statistics of QUIC Cubic

Start at: 2018-01-25 08:51:55
End at: 2018-01-25 08:52:25
Local clock offset: 0.388 ms
Remote clock offset: -0.166 ms

# Below is generated by plot.py at 2018-01-25 12:18:37
# Datalink statistics

-- Total of 1 flow:

Average throughput: 77.75 Mbit/s

95th percentile per-packet one-way delay: 12.355 ms
Loss rate: 0.07%

-- Flow 1:

Average throughput: 77.75 Mbit/s

95th percentile per-packet one-way delay: 12.355 ms
Loss rate: 0.07%
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Run 2: Statistics of QUIC Cubic

Start at: 2018-01-25 09:10:05
End at: 2018-01-25 09:10:35
Local clock offset: 0.391 ms
Remote clock offset: -0.142 ms

# Below is generated by plot.py at 2018-01-25 12:19:10
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.52 Mbit/s

95th percentile per-packet one-way delay: 22.165 ms
Loss rate: 0.05%

-- Flow 1:

Average throughput: 82.52 Mbit/s

95th percentile per-packet one-way delay: 22.165 ms
Loss rate: 0.05%
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Run 3: Statistics of QUIC Cubic

Start at: 2018-01-25 09:28:15
End at: 2018-01-25 09:28:45
Local clock offset: 0.398 ms
Remote clock offset: -0.133 ms

# Below is generated by plot.py at 2018-01-25 12:19:15
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.73 Mbit/s

95th percentile per-packet one-way delay: 22.418 ms
Loss rate: 0.04%

-- Flow 1:

Average throughput: 82.73 Mbit/s

95th percentile per-packet one-way delay: 22.418 ms
Loss rate: 0.04%
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Run 4: Statistics of QUIC Cubic

Start at: 2018-01-25 09:46:26
End at: 2018-01-25 09:46:56
Local clock offset: 0.315 ms
Remote clock offset: -0.146 ms

# Below is generated by plot.py at 2018-01-25 12:19:15
# Datalink statistics

-- Total of 1 flow:

Average throughput: 79.86 Mbit/s

95th percentile per-packet one-way delay: 16.567 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 79.86 Mbit/s

95th percentile per-packet one-way delay: 16.567 ms
Loss rate: 0.00%
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Run 5: Statistics of QUIC Cubic

Start at: 2018-01-25 10:04:36
End at: 2018-01-25 10:05:06

Local clock offset: 0.258 ms
Remote clock offset: 0.19 ms

# Below is generated by plot.py at 2018-01-25 12:19:15
# Datalink statistics

-- Total of 1 flow:

Average throughput: 75.76 Mbit/s

95th percentile per-packet one-way delay: 12.929 ms
Loss rate: 0.08}

-- Flow 1:

Average throughput: 75.76 Mbit/s

95th percentile per-packet one-way delay: 12.929 ms
Loss rate: 0.08%
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Run 6: Statistics of QUIC Cubic

Start at: 2018-01-25 10:22:47
End at: 2018-01-25 10:23:17

Local clock offset: 0.098 ms
Remote clock offset: 0.357 ms

# Below is generated by plot.py at 2018-01-25 12:19:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 80.81 Mbit/s

95th percentile per-packet one-way delay: 20.780 ms
Loss rate: 0.08}

-- Flow 1:

Average throughput: 80.81 Mbit/s

95th percentile per-packet one-way delay: 20.780 ms
Loss rate: 0.08%
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Run 7: Statistics of QUIC Cubic

Start at: 2018-01-25 10:40:57
End at: 2018-01-25 10:41:27

Local clock offset: 0.182 ms
Remote clock offset: 0.377 ms

# Below is generated by plot.py at 2018-01-25 12:19:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.30 Mbit/s

95th percentile per-packet one-way delay: 2.491 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 81.30 Mbit/s

95th percentile per-packet one-way delay: 2.491 ms
Loss rate: 0.00%
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Run 8: Statistics of QUIC Cubic

Start at: 2018-01-25 10:59:07
End at: 2018-01-25 10:59:37

Local clock offset: 0.195 ms
Remote clock offset: 0.558 ms

# Below is generated by plot.py at 2018-01-25 12:19:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.08 Mbit/s

95th percentile per-packet one-way delay: 20.689 ms
Loss rate: 0.08}

-- Flow 1:

Average throughput: 82.08 Mbit/s

95th percentile per-packet one-way delay: 20.689 ms
Loss rate: 0.08%
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Run 9: Statistics of QUIC Cubic

Start at: 2018-01-25 11:17:18
End at: 2018-01-25 11:17:48
Local clock offset: 0.28 ms
Remote clock offset: 0.65 ms

# Below is generated by plot.py at 2018-01-25 12:20:14
# Datalink statistics

-- Total of 1 flow:

Average throughput: 78.31 Mbit/s

95th percentile per-packet one-way delay: 20.614 ms
Loss rate: 0.07%

-- Flow 1:

Average throughput: 78.31 Mbit/s

95th percentile per-packet one-way delay: 20.614 ms
Loss rate: 0.07%

100



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 9: Report of QUIC Cubic — Data Link

90

80+

70 1

60 1

50 1

40 1

30 4

201

--- Flow 1 ingress (mean 78.36 Mbit/s)

10

15 20
Time (s)

—— Flow 1 egress (mean 78.31 Mbit/s)

30 4

254

204

15 4

10 4

| ==—nd

5 10

15 20
Time (s)

Flow 1 (95th percentile 20.61 ms)

101

25

30



Run 10: Statistics of QUIC Cubic

Start at: 2018-01-25 11:35:25
End at: 2018-01-25 11:35:55

Local clock offset: 0.278 ms
Remote clock offset: 0.743 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 82.67 Mbit/s

95th percentile per-packet one-way delay: 20.671 ms
Loss rate: 0.07%

-- Flow 1:

Average throughput: 82.67 Mbit/s

95th percentile per-packet one-way delay: 20.671 ms
Loss rate: 0.07%
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Run 1: Statistics of SCReAM

Start at: 2018-01-25 08:49:45
End at: 2018-01-25 08:50:15
Local clock offset: 0.438 ms
Remote clock offset: -0.167 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.362 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.362 ms
Loss rate: 0.00%
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Run 2: Statistics of SCReAM

Start at: 2018-01-25 09:07:55
End at: 2018-01-25 09:08:25
Local clock offset: 0.378 ms
Remote clock offset: -0.145 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.347 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.347 ms
Loss rate: 0.00%
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Run 3: Statistics of SCReAM

Start at: 2018-01-25 09:26:05
End at: 2018-01-25 09:26:35
Local clock offset: 0.387 ms
Remote clock offset: -0.186 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.298 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.298 ms
Loss rate: 0.00%
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Run 4: Statistics of SCReAM

Start at: 2018-01-25 09:44:15
End at: 2018-01-25 09:44:45
Local clock offset: 0.387 ms
Remote clock offset: -0.193 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.260 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.260 ms
Loss rate: 0.00%
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Run 5: Statistics of SCReAM

Start at: 2018-01-25 10:02:26
End at: 2018-01-25 10:02:56
Local clock offset: 0.251 ms
Remote clock offset: 0.084 ms
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Run 6: Statistics of SCReAM

Start at: 2018-01-25 10:20:36
End at: 2018-01-25 10:21:06

Local clock offset: 0.156 ms
Remote clock offset: 0.331 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.333 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.333 ms
Loss rate: 0.00%
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Run 7: Statistics of SCReAM

Start at: 2018-01-25 10:38:47
End at: 2018-01-25 10:39:17

Local clock offset: 0.172 ms
Remote clock offset: 0.456 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.369 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 2.369 ms
Loss rate: 0.00%
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Run 8: Statistics of SCReAM

Start at: 2018-01-25 10:56:57
End at: 2018-01-25 10:57:27
Local clock offset: 0.179 ms
Remote clock offset: 0.579 ms
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Run 9: Statistics of SCReAM

Start at: 2018-01-25 11:15:07
End at: 2018-01-25 11:15:37
Local clock offset: 0.182 ms
Remote clock offset: 0.638 ms
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Run 10: Statistics of SCReAM

Start at: 2018-01-25 11:33:16
End at: 2018-01-25 11:33:46

Local clock offset: 0.288 ms
Remote clock offset: 0.73 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 3.652 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 3.652 ms
Loss rate: 0.00%
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Report of SCReAM — Data Link

Run 10

e

0.26
0.25

T
=+
o
=

T T
" o
o o
=1 =1

(s/maw) indybnoy

< 021
0.20
0.19 4

L

0.18 4

15 20 25 30

Time (s)

10

Flow 1 egress (mean 0.22 Mbit/s)

Flow 1 ingress (mean 0.22 Mbit/s)

T T T
© n -

(sw) Aejap Aem-auo }33ded-13d

Time (s)
« Flow 1 (95th percentile 3.65 ms)

123



Run 1: Statistics of WebRTC media

Start at: 2018-01-25 08:45:13
End at: 2018-01-25 08:45:43
Local clock offset: 0.458 ms
Remote clock offset: -0.249 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.31 Mbit/s

95th percentile per-packet one-way delay: 2.953 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.31 Mbit/s

95th percentile per-packet one-way delay: 2.953 ms
Loss rate: 0.00%

124



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 1: Report of WebRTC media — Data Link

3.5 1

3.0

2.5+

2.04

154

10+

0.5+

0.0+

5 10 15 20 25 30
Time (s)
--- Flow 1 ingress (mean 2.31 Mbit/s) = —— Flow 1 egress (mean 2.31 Mbit/s)

4.5 1

4.0 1

3.5 1

3.0

2,51

2.0

5 10 15 20 25 30
Time (s)

« Flow 1 (95th percentile 2.95 ms)

125



Run 2: Statistics of WebRTC media

Start at: 2018-01-25 09:03:23
End at: 2018-01-25 09:03:53
Local clock offset: 0.386 ms
Remote clock offset: -0.165 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.31 Mbit/s

95th percentile per-packet one-way delay: 2.983 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.31 Mbit/s

95th percentile per-packet one-way delay: 2.983 ms
Loss rate: 0.00%
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Run 3: Statistics of WebRTC media

Start at: 2018-01-25 09:21:34
End at: 2018-01-25 09:22:04
Local clock offset: 0.376 ms
Remote clock offset: -0.157 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.30 Mbit/s

95th percentile per-packet one-way delay: 3.007 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.30 Mbit/s

95th percentile per-packet one-way delay: 3.007 ms
Loss rate: 0.00%
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Run 4: Statistics of WebRTC media

Start at: 2018-01-25 09:39:44
End at: 2018-01-25 09:40:14
Local clock offset: 0.373 ms
Remote clock offset: -0.191 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.30 Mbit/s

95th percentile per-packet one-way delay: 2.995 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.30 Mbit/s

95th percentile per-packet one-way delay: 2.995 ms
Loss rate: 0.00%
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Run 5: Statistics of WebRTC media

Start at: 2018-01-25 09:57:54
End at: 2018-01-25 09:58:24
Local clock offset: 0.297 ms
Remote clock offset: 0.034 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.29 Mbit/s

95th percentile per-packet one-way delay: 2.884 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.29 Mbit/s

95th percentile per-packet one-way delay: 2.884 ms
Loss rate: 0.00%
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Run 6: Statistics of WebRTC media

Start at: 2018-01-25 10:16:05
End at: 2018-01-25 10:16:35

Local clock offset: 0.165 ms
Remote clock offset: 0.305 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.29 Mbit/s

95th percentile per-packet one-way delay: 3.036 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.29 Mbit/s

95th percentile per-packet one-way delay: 3.036 ms
Loss rate: 0.00%

134



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 6: Report of WebRTC media — Data Link

3.5 1

3.0

2.5+

2.04

154

10+

0.5+

0.0+

5 10 15 20 25 30
Time (s)
--- Flow 1 ingress (mean 2.29 Mbit/s) = —— Flow 1 egress (mean 2.29 Mbit/s)

5.01

4.5 4

4.0 1

3.5

3.04

2,51

L .'z’qf‘re’f{kg? ',zf’:‘
w&q*w""gf

5 e
b
O N R

e A AN
i RRE
N
PR Ak

Ry
S

Vil

2.0

5 10 15 20 25 30
Time (s)

« Flow 1 (95th percentile 3.04 ms)

135




Run 7: Statistics of WebRTC media

Start at: 2018-01-25 10:34:16
End at: 2018-01-25 10:34:46

Local clock offset: 0.193 ms
Remote clock offset: 0.41 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.31 Mbit/s

95th percentile per-packet one-way delay: 2.960 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.31 Mbit/s

95th percentile per-packet one-way delay: 2.960 ms
Loss rate: 0.00%
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Run 7: Report of WebRTC media — Data Link
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Run 8: Statistics of WebRTC media

Start at: 2018-01-25 10:52:26
End at: 2018-01-25 10:52:56

Local clock offset: 0.178 ms
Remote clock offset: 0.523 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.31 Mbit/s

95th percentile per-packet one-way delay: 3.026 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.31 Mbit/s

95th percentile per-packet one-way delay: 3.026 ms
Loss rate: 0.00%
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Run 9: Statistics of WebRTC media

Start at: 2018-01-25 11:10:36
End at: 2018-01-25 11:11:06

Local clock offset: 0.192 ms
Remote clock offset: 0.548 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.30 Mbit/s

95th percentile per-packet one-way delay: 3.028 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.30 Mbit/s

95th percentile per-packet one-way delay: 3.028 ms
Loss rate: 0.00%
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Run 9: Report of WebRTC media — Data Link

3.5 1

3.0

2.5+

2.04

154

Throughput (Mbit/s)

10+

0.5+

0 5 10 15 20 25 30
Time (s)

--- Flow 1 ingress (mean 2.30 Mbit/s) = —— Flow 1 egress (mean 2.30 Mbit/s)

5.0 4

4.5 1

4.0 4

351

3.04

Per-packet one-way delay (ms)

251

2.0

Time (s)
« Flow 1 (95th percentile 3.03 ms)

141



Run 10: Statistics of WebRTC media

Start at: 2018-01-25 11:28:44
End at: 2018-01-25 11:29:14
Local clock offset: 0.19 ms
Remote clock offset: 0.717 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.31 Mbit/s

95th percentile per-packet one-way delay: 4.102 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 2.31 Mbit/s

95th percentile per-packet one-way delay: 4.102 ms
Loss rate: 0.00%
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Report of WebRTC media — Data Link
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Run 1: Statistics of Sprout

Start at: 2018-01-25 08:54:12
End at: 2018-01-25 08:54:42
Local clock offset: 0.434 ms
Remote clock offset: -0.171 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.22 Mbit/s

95th percentile per-packet one-way delay: 11.817 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.22 Mbit/s

95th percentile per-packet one-way delay: 11.817 ms
Loss rate: 0.00%
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Run 2: Statistics of Sprout

Start at: 2018-01-25 09:12:23
End at: 2018-01-25 09:12:53
Local clock offset: 0.362 ms
Remote clock offset: -0.149 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.26 Mbit/s

95th percentile per-packet one-way delay: 11.904 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.26 Mbit/s

95th percentile per-packet one-way delay: 11.904 ms
Loss rate: 0.00%
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Run 3: Statistics of Sprout

Start at: 2018-01-25 09:30:33
End at: 2018-01-25 09:31:03
Local clock offset: 0.329 ms
Remote clock offset: -0.128 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.33 Mbit/s

95th percentile per-packet one-way delay: 11.953 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.33 Mbit/s

95th percentile per-packet one-way delay: 11.953 ms
Loss rate: 0.00%
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Run 4: Statistics of Sprout

Start at: 2018-01-25 09:48:43
End at: 2018-01-25 09:49:13
Local clock offset: 0.36 ms
Remote clock offset: -0.031 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.33 Mbit/s

95th percentile per-packet one-way delay: 11.898 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 50.33 Mbit/s

95th percentile per-packet one-way delay: 11.898 ms
Loss rate: 0.01%
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Run 5: Statistics of Sprout

Start at: 2018-01-25 10:06:53
End at: 2018-01-25 10:07:23

Local clock offset: 0.174 ms
Remote clock offset: 0.213 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.30 Mbit/s

95th percentile per-packet one-way delay: 11.903 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.30 Mbit/s

95th percentile per-packet one-way delay: 11.903 ms
Loss rate: 0.00%
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Run 6: Statistics of Sprout

Start at: 2018-01-25 10:25:04
End at: 2018-01-25 10:25:34
Local clock offset: 0.099 ms
Remote clock offset: 0.341 ms

# Below is generated by plot.py at 2018-01-25 12:20:33
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.36 Mbit/s

95th percentile per-packet one-way delay: 11.927 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.36 Mbit/s

95th percentile per-packet one-way delay: 11.927 ms
Loss rate: 0.00%
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Run 7: Statistics of Sprout

Start at: 2018-01-25 10:43:15
End at: 2018-01-25 10:43:45

Local clock offset: 0.195 ms
Remote clock offset: 0.392 ms

# Below is generated by plot.py at 2018-01-25 12:20:58
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.36 Mbit/s

95th percentile per-packet one-way delay: 11.846 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.36 Mbit/s

95th percentile per-packet one-way delay: 11.846 ms
Loss rate: 0.00%
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Run 8: Statistics of Sprout

Start at: 2018-01-25 11:01:25
End at: 2018-01-25 11:01:55

Local clock offset: 0.153 ms
Remote clock offset: 0.625 ms

# Below is generated by plot.py at 2018-01-25 12:21:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.26 Mbit/s

95th percentile per-packet one-way delay: 12.015 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.26 Mbit/s

95th percentile per-packet one-way delay: 12.015 ms
Loss rate: 0.00%
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Run 8: Report of Sprout — Data Link
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Run 9: Statistics of Sprout

Start at: 2018-01-25 11:19:35
End at: 2018-01-25 11:20:05

Local clock offset: 0.255 ms
Remote clock offset: 0.662 ms

# Below is generated by plot.py at 2018-01-25 12:21:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.29 Mbit/s

95th percentile per-packet one-way delay: 11.916 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.29 Mbit/s

95th percentile per-packet one-way delay: 11.916 ms
Loss rate: 0.00%
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Run 10: Statistics of Sprout

Start at: 2018-01-25 11:37:43
End at: 2018-01-25 11:38:13
Local clock offset: 0.299 ms
Remote clock offset: -7.441 ms

# Below is generated by plot.py at 2018-01-25 12:21:01
# Datalink statistics

-- Total of 1 flow:

Average throughput: 50.40 Mbit/s

95th percentile per-packet one-way delay: 3.717 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 50.40 Mbit/s

95th percentile per-packet one-way delay: 3.717 ms
Loss rate: 0.00%
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Run 1: Statistics of TaoVA-100x

Start at: 2018-01-25 08:42:54
End at: 2018-01-25 08:43:24
Local clock offset: 0.461 ms
Remote clock offset: -0.192 ms

# Below is generated by plot.py at 2018-01-25 12:22:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.58 Mbit/s

95th percentile per-packet one-way delay: 2.533 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.58 Mbit/s

95th percentile per-packet one-way delay: 2.533 ms
Loss rate: 0.00%
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Run 1: Report of TaoVA-100x — Data Link
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Run 2: Statistics of TaoVA-100x

Start at: 2018-01-25 09:01:04
End at: 2018-01-25 09:01:34
Local clock offset: 0.384 ms
Remote clock offset: -0.176 ms

# Below is generated by plot.py at 2018-01-25 12:22:24
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.68 Mbit/s

95th percentile per-packet one-way delay: 2.556 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.68 Mbit/s

95th percentile per-packet one-way delay: 2.556 ms
Loss rate: 0.00%
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Run 3: Statistics of TaoVA-100x

Start at: 2018-01-25 09:19:15
End at: 2018-01-25 09:19:45

Local clock offset: 0.384 ms
Remote clock offset: -0.17 ms

# Below is generated by plot.py at 2018-01-25 12:22:25
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.82 Mbit/s

95th percentile per-packet one-way delay: 2.525 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.82 Mbit/s

95th percentile per-packet one-way delay: 2.525 ms
Loss rate: 0.00%
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Run 4: Statistics of TaoVA-100x

Start at: 2018-01-25 09:37:25
End at: 2018-01-25 09:37:55
Local clock offset: 0.38 ms
Remote clock offset: -0.141 ms

# Below is generated by plot.py at 2018-01-25 12:22:53
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.73 Mbit/s

95th percentile per-packet one-way delay: 2.543 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.73 Mbit/s

95th percentile per-packet one-way delay: 2.543 ms
Loss rate: 0.00%
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Run 4: Report of TaoVA-100x — Data Link
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Run 5: Statistics of TaoVA-100x

Start at: 2018-01-25 09:55:35
End at: 2018-01-25 09:56:05

Local clock offset: 0.324 ms
Remote clock offset: 0.095 ms

# Below is generated by plot.py at 2018-01-25 12:23:11
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.73 Mbit/s

95th percentile per-packet one-way delay: 2.528 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.73 Mbit/s

95th percentile per-packet one-way delay: 2.528 ms
Loss rate: 0.00%
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Run 6: Statistics of TaoVA-100x

Start at: 2018-01-25 10:13:46
End at: 2018-01-25 10:14:16
Local clock offset: 0.11 ms
Remote clock offset: 0.28 ms

# Below is generated by plot.py at 2018-01-25 12:23:14
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.71 Mbit/s

95th percentile per-packet one-way delay: 2.602 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.71 Mbit/s

95th percentile per-packet one-way delay: 2.602 ms
Loss rate: 0.00%
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Run 7: Statistics of TaoVA-100x

Start at: 2018-01-25 10:31:57
End at: 2018-01-25 10:32:27

Local clock offset: 0.164 ms
Remote clock offset: 0.396 ms

# Below is generated by plot.py at 2018-01-25 12:23:14
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.86 Mbit/s

95th percentile per-packet one-way delay: 2.553 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.86 Mbit/s

95th percentile per-packet one-way delay: 2.553 ms
Loss rate: 0.00%
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Run 8: Statistics of TaoVA-100x

Start at: 2018-01-25 10:50:07
End at: 2018-01-25 10:50:37

Local clock offset: 0.186 ms
Remote clock offset: 0.519 ms

# Below is generated by plot.py at 2018-01-25 12:23:14
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.50 Mbit/s

95th percentile per-packet one-way delay: 2.558 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.50 Mbit/s

95th percentile per-packet one-way delay: 2.558 ms
Loss rate: 0.00%
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Run 9: Statistics of TaoVA-100x

Start at: 2018-01-25 11:08:17
End at: 2018-01-25 11:08:47

Local clock offset: 0.263 ms
Remote clock offset: 0.596 ms

# Below is generated by plot.py at 2018-01-25 12:24:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.66 Mbit/s

95th percentile per-packet one-way delay: 2.520 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.66 Mbit/s

95th percentile per-packet one-way delay: 2.520 ms
Loss rate: 0.00%
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Run 10: Statistics of TaoVA-100x

Start at: 2018-01-25 11:26:26
End at: 2018-01-25 11:26:56

Local clock offset: 0.214 ms
Remote clock offset: 0.64 ms

# Below is generated by plot.py at 2018-01-25 12:24:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 75.08 Mbit/s

95th percentile per-packet one-way delay: 4.492 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 75.08 Mbit/s

95th percentile per-packet one-way delay: 4.492 ms
Loss rate: 0.00%
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Run 10: Report of TaoVA-100x — Data Link
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Run 1: Statistics of TCP Vegas

Start at: 2018-01-25 08:46:17
End at: 2018-01-25 08:46:47
Local clock offset: 0.462 ms
Remote clock offset: -0.181 ms

# Below is generated by plot.py at 2018-01-25 12:24:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.87 Mbit/s

95th percentile per-packet one-way delay: 3.765 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.87 Mbit/s

95th percentile per-packet one-way delay: 3.765 ms
Loss rate: 0.00%
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Run 2: Statistics of TCP Vegas

Start at: 2018-01-25 09:04:27
End at: 2018-01-25 09:04:57
Local clock offset: 0.423 ms
Remote clock offset: -0.164 ms

# Below is generated by plot.py at 2018-01-25 12:24:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.35 Mbit/s

95th percentile per-packet one-way delay: 3.893 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.35 Mbit/s

95th percentile per-packet one-way delay: 3.893 ms
Loss rate: 0.00%
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Run 2: Report of TCP Vegas — Data Link
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Run 3: Statistics of TCP Vegas

Start at: 2018-01-25 09:22:38
End at: 2018-01-25 09:23:08
Local clock offset: 0.382 ms
Remote clock offset: -0.147 ms

# Below is generated by plot.py at 2018-01-25 12:24:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.18 Mbit/s

95th percentile per-packet one-way delay: 3.693 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.18 Mbit/s

95th percentile per-packet one-way delay: 3.693 ms
Loss rate: 0.00%
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Run 3: Report of TCP Vegas — Data Link
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Run 4: Statistics of TCP Vegas

Start at: 2018-01-25 09:40:48
End at: 2018-01-25 09:41:18
Local clock offset: 0.33 ms
Remote clock offset: -0.218 ms

# Below is generated by plot.py at 2018-01-25 12:24:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.71 Mbit/s

95th percentile per-packet one-way delay: 4.199 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.71 Mbit/s

95th percentile per-packet one-way delay: 4.199 ms
Loss rate: 0.00%

190



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 4: Report of TCP Vegas — Data Link

97.5

97.0 1

96.5

96.0 4

95.5

95.0

94.5

0 5 10 15 20 25 30
Time (s)

--- Flow 1 ingress (mean 96.72 Mbit/s) —— Flow 1 egress (mean 96.71 Mbit/s)

30 4

N
o
.

o
=1
.

-

10 4

5 10 15 20 25 30
Time (s)
- Flow 1 (95th percentile 4.20 ms)

191



Run 5: Statistics of TCP Vegas

Start at: 2018-01-25 09:58:58
End at: 2018-01-25 09:59:28
Local clock offset: 0.286 ms
Remote clock offset: 0.128 ms

# Below is generated by plot.py at 2018-01-25 12:24:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.46 Mbit/s

95th percentile per-packet one-way delay: 3.641 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.46 Mbit/s

95th percentile per-packet one-way delay: 3.641 ms
Loss rate: 0.00%
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Run 5: Report of TCP Vegas — Data Link
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Run 6: Statistics of TCP Vegas

Start at: 2018-01-25 10:17:09
End at: 2018-01-25 10:17:39

Local clock offset: 0.186 ms
Remote clock offset: 0.25 ms

# Below is generated by plot.py at 2018-01-25 12:24:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.28 Mbit/s

95th percentile per-packet one-way delay: 3.676 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.28 Mbit/s

95th percentile per-packet one-way delay: 3.676 ms
Loss rate: 0.00%
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Run 7: Statistics of TCP Vegas

Start at: 2018-01-25 10:35:20
End at: 2018-01-25 10:35:50

Local clock offset: 0.172 ms
Remote clock offset: 0.414 ms

# Below is generated by plot.py at 2018-01-25 12:25:16
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.19 Mbit/s

95th percentile per-packet one-way delay: 5.217 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.19 Mbit/s

95th percentile per-packet one-way delay: 5.217 ms
Loss rate: 0.00%
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Run 8: Statistics of TCP Vegas

Start at: 2018-01-25 10:53:29
End at: 2018-01-25 10:54:00

Local clock offset: 0.192 ms
Remote clock offset: 0.526 ms

# Below is generated by plot.py at 2018-01-25 12:25:36
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.29 Mbit/s

95th percentile per-packet one-way delay: 3.702 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 95.29 Mbit/s

95th percentile per-packet one-way delay: 3.702 ms
Loss rate: 0.00%
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Run 9: Statistics of TCP Vegas

Start at: 2018-01-25 11:11:40
End at: 2018-01-25 11:12:10

Local clock offset: 0.266 ms
Remote clock offset: 0.622 ms

# Below is generated by plot.py at 2018-01-25 12:25:53
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.92 Mbit/s

95th percentile per-packet one-way delay: 3.783 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.92 Mbit/s

95th percentile per-packet one-way delay: 3.783 ms
Loss rate: 0.00%
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Run 10: Statistics of TCP Vegas

Start at: 2018-01-25 11:29:48
End at: 2018-01-25 11:30:18
Local clock offset: 0.279 ms
Remote clock offset: 0.718 ms

# Below is generated by plot.py at 2018-01-25 12:26:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 95.93 Mbit/s

95th percentile per-packet one-way delay: 3.651 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 95.93 Mbit/s

95th percentile per-packet one-way delay: 3.651 ms
Loss rate: 0.00%
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Run 1: Statistics of Verus

Start at: 2018-01-25 08:59:56
End at: 2018-01-25 09:00:26
Local clock offset: 0.434 ms
Remote clock offset: -0.155 ms

# Below is generated by plot.py at 2018-01-25 12:26:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 66.18 Mbit/s

95th percentile per-packet one-way delay: 8.705 ms
Loss rate: 1.00%

-- Flow 1:

Average throughput: 66.18 Mbit/s

95th percentile per-packet one-way delay: 8.705 ms
Loss rate: 1.00%
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Run 1: Report of Verus — Data Link
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Run 2: Statistics of Verus

Start at: 2018-01-25 09:18:07
End at: 2018-01-25 09:18:37
Local clock offset: 0.373 ms
Remote clock offset: -0.155 ms

# Below is generated by plot.py at 2018-01-25 12:26:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 66.57 Mbit/s

95th percentile per-packet one-way delay: 8.754 ms
Loss rate: 1.02%

-- Flow 1:

Average throughput: 66.57 Mbit/s

95th percentile per-packet one-way delay: 8.754 ms
Loss rate: 1.02%
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Run 3: Statistics of Verus

Start at: 2018-01-25 09:36:17
End at: 2018-01-25 09:36:47
Local clock offset: 0.388 ms
Remote clock offset: -0.194 ms

# Below is generated by plot.py at 2018-01-25 12:26:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 66.68 Mbit/s

95th percentile per-packet one-way delay: 8.713 ms
Loss rate: 1.02%

-- Flow 1:

Average throughput: 66.68 Mbit/s

95th percentile per-packet one-way delay: 8.713 ms
Loss rate: 1.02%
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Run 3: Report of Verus — Data Link
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Run 4: Statistics of Verus

Start at: 2018-01-25 09:54:27
End at: 2018-01-25 09:54:57

Local clock offset: 0.312 ms
Remote clock offset: 0.068 ms

# Below is generated by plot.py at 2018-01-25 12:26:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 72.17 Mbit/s

95th percentile per-packet one-way delay: 8.859 ms
Loss rate: 0.94%

-- Flow 1:

Average throughput: 72.17 Mbit/s

95th percentile per-packet one-way delay: 8.859 ms
Loss rate: 0.94%
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Run 5: Statistics of Verus

Start at: 2018-01-25 10:12:37
End at: 2018-01-25 10:13:07

Local clock offset: 0.135 ms
Remote clock offset: 0.214 ms

# Below is generated by plot.py at 2018-01-25 12:26:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 72.83 Mbit/s

95th percentile per-packet one-way delay: 8.972 ms
Loss rate: 0.94%

-- Flow 1:

Average throughput: 72.83 Mbit/s

95th percentile per-packet one-way delay: 8.972 ms
Loss rate: 0.94%
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Run 6: Statistics of Verus

Start at: 2018-01-25 10:30:48
End at: 2018-01-25 10:31:18
Local clock offset: 0.103 ms
Remote clock offset: 0.377 ms

# Below is generated by plot.py at 2018-01-25 12:26:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 80.91 Mbit/s

95th percentile per-packet one-way delay: 9.142 ms
Loss rate: 0.82%

-- Flow 1:

Average throughput: 80.91 Mbit/s

95th percentile per-packet one-way delay: 9.142 ms
Loss rate: 0.82%
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Run 6: Report of Verus — Data Link
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Run 7: Statistics of Verus

Start at: 2018-01-25 10:48:59
End at: 2018-01-25 10:49:29

Local clock offset: 0.197 ms
Remote clock offset: 0.515 ms

# Below is generated by plot.py at 2018-01-25 12:26:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 67.73 Mbit/s

95th percentile per-packet one-way delay: 8.695 ms
Loss rate: 1.03%

-- Flow 1:

Average throughput: 67.73 Mbit/s

95th percentile per-packet one-way delay: 8.695 ms
Loss rate: 1.03%
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Run 7: Report of Verus — Data Link
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Run 8: Statistics of Verus

Start at: 2018-01-25 11:07:08
End at: 2018-01-25 11:07:38
Local clock offset: 0.232 ms
Remote clock offset: 0.592 ms

# Below is generated by plot.py at 2018-01-25 12:26:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 73.44 Mbit/s

95th percentile per-packet one-way delay: 8.794 ms
Loss rate: 0.93}

-- Flow 1:

Average throughput: 73.44 Mbit/s

95th percentile per-packet one-way delay: 8.794 ms
Loss rate: 0.93%
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Run 8: Report of Verus — Data Link
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Run 9: Statistics of Verus

Start at: 2018-01-25 11:25:18
End at: 2018-01-25 11:25:48
Local clock offset: 0.294 ms
Remote clock offset: 0.633 ms

# Below is generated by plot.py at 2018-01-25 12:26:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 69.44 Mbit/s

95th percentile per-packet one-way delay: 8.846 ms
Loss rate: 0.98}

-- Flow 1:

Average throughput: 69.44 Mbit/s

95th percentile per-packet one-way delay: 8.846 ms
Loss rate: 0.98%
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Run 10: Statistics of Verus

Start at: 2018-01-25 11:43:26
End at: 2018-01-25 11:43:56

Local clock offset: 0.228 ms
Remote clock offset: -4.28 ms

# Below is generated by plot.py at 2018-01-25 12:26:50
# Datalink statistics

-- Total of 1 flow:

Average throughput: 67.00 Mbit/s

95th percentile per-packet one-way delay: 3.756 ms
Loss rate: 0.99%

-- Flow 1:

Average throughput: 67.00 Mbit/s

95th percentile per-packet one-way delay: 3.756 ms
Loss rate: 0.99%
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Run 10: Report of Verus — Data Link
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Run 1: Statistics of Copa

Start at: 2018-01-25 08:55:18
End at: 2018-01-25 08:55:48
Local clock offset: 0.429 ms
Remote clock offset: -0.244 ms

# Below is generated by plot.py at 2018-01-25 12:27:55
# Datalink statistics

-- Total of 1 flow:

Average throughput: 91.71 Mbit/s

95th percentile per-packet one-way delay: 4.217 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 91.71 Mbit/s

95th percentile per-packet one-way delay: 4.217 ms
Loss rate: 0.00%
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Run 2: Statistics of Copa

Start at: 2018-01-25 09:13:28
End at: 2018-01-25 09:13:58
Local clock offset: 0.388 ms
Remote clock offset: -0.135 ms

# Below is generated by plot.py at 2018-01-25 12:28:06
# Datalink statistics

-- Total of 1 flow:

Average throughput: 91.93 Mbit/s

95th percentile per-packet one-way delay: 4.220 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 91.93 Mbit/s

95th percentile per-packet one-way delay: 4.220 ms
Loss rate: 0.00%
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Run 3: Statistics of Copa

Start at: 2018-01-25 09:31:38
End at: 2018-01-25 09:32:08
Local clock offset: 0.337 ms
Remote clock offset: -0.132 ms

# Below is generated by plot.py at 2018-01-25 12:28:47
# Datalink statistics

-- Total of 1 flow:

Average throughput: 90.65 Mbit/s

95th percentile per-packet one-way delay: 4.321 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 90.65 Mbit/s

95th percentile per-packet one-way delay: 4.321 ms
Loss rate: 0.00%
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Run 4: Statistics of Copa

Start at: 2018-01-25 09:49:48
End at: 2018-01-25 09:50:18
Local clock offset: 0.364 ms
Remote clock offset: -0.017 ms

# Below is generated by plot.py at 2018-01-25 12:28:55
# Datalink statistics

-- Total of 1 flow:

Average throughput: 89.35 Mbit/s

95th percentile per-packet one-way delay: 4.268 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 89.35 Mbit/s

95th percentile per-packet one-way delay: 4.268 ms
Loss rate: 0.00%
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Run 5: Statistics of Copa

Start at: 2018-01-25 10:07:59
End at: 2018-01-25 10:08:29

Local clock offset: 0.148 ms
Remote clock offset: 0.227 ms

# Below is generated by plot.py at 2018-01-25 12:29:00
# Datalink statistics

-- Total of 1 flow:

Average throughput: 91.99 Mbit/s

95th percentile per-packet one-way delay: 4.235 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 91.99 Mbit/s

95th percentile per-packet one-way delay: 4.235 ms
Loss rate: 0.00%
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Run 6: Statistics of Copa

Start at: 2018-01-25 10:26:09
End at: 2018-01-25 10:26:39
Local clock offset: 0.16 ms
Remote clock offset: 0.291 ms

# Below is generated by plot.py at 2018-01-25 12:29:02
# Datalink statistics

-- Total of 1 flow:

Average throughput: 91.26 Mbit/s

95th percentile per-packet one-way delay: 4.244 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 91.26 Mbit/s

95th percentile per-packet one-way delay: 4.244 ms
Loss rate: 0.00%
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Run 6: Report of Copa — Data Link
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Run 7: Statistics of Copa

Start at: 2018-01-25 10:44:20
End at: 2018-01-25 10:44:50

Local clock offset: 0.165 ms
Remote clock offset: 0.464 ms

# Below is generated by plot.py at 2018-01-25 12:29:03
# Datalink statistics

-- Total of 1 flow:

Average throughput: 91.29 Mbit/s

95th percentile per-packet one-way delay: 4.291 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 91.29 Mbit/s

95th percentile per-packet one-way delay: 4.291 ms
Loss rate: 0.00%
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Run 7: Report of Copa — Data Link
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Run 8: Statistics of Copa

Start at: 2018-01-25 11:02:30
End at: 2018-01-25 11:03:00

Local clock offset: 0.197 ms
Remote clock offset: 0.503 ms

# Below is generated by plot.py at 2018-01-25 12:29:06
# Datalink statistics

-- Total of 1 flow:

Average throughput: 91.31 Mbit/s

95th percentile per-packet one-way delay: 4.160 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 91.31 Mbit/s

95th percentile per-packet one-way delay: 4.160 ms
Loss rate: 0.00%
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Run 9: Statistics of Copa

Start at: 2018-01-25 11:20:40
End at: 2018-01-25 11:21:10

Local clock offset: 0.264 ms
Remote clock offset: 0.607 ms

# Below is generated by plot.py at 2018-01-25 12:30:30
# Datalink statistics

-- Total of 1 flow:

Average throughput: 91.36 Mbit/s

95th percentile per-packet one-way delay: 4.217 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 91.36 Mbit/s

95th percentile per-packet one-way delay: 4.217 ms
Loss rate: 0.00%

240



25

mean 91.36 Mbit/s)

o
(

2

Flow 1 egress

1!
s)

(

Time

Flow 1 ingress (mean 91.36 Mbit/s)

Run 9: Report of Copa — Data Link

92 1
86

(S/1aW) IndyBnouy

(sw) Aejap Aem-auo 1a3ded-1ad

4.22 ms)

Time (s)

241

« Flow 1 (95th percentile



Run 10: Statistics of Copa

Start at: 2018-01-25 11:38:48
End at: 2018-01-25 11:39:18
Local clock offset: 0.303 ms
Remote clock offset: 0.736 ms

# Below is generated by plot.py at 2018-01-25 12:30:38
# Datalink statistics

-- Total of 1 flow:

Average throughput: 91.27 Mbit/s

95th percentile per-packet one-way delay: 4.269 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 91.27 Mbit/s

95th percentile per-packet one-way delay: 4.269 ms
Loss rate: 0.00%
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Run 1: Statistics of Indigo-2-256

Start at: 2018-01-25 08:58:47
End at: 2018-01-25 08:59:17
Local clock offset: 0.408 ms
Remote clock offset: -0.237 ms

# Below is generated by plot.py at 2018-01-25 12:30:38
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.34 Mbit/s

95th percentile per-packet one-way delay: 8.147 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.34 Mbit/s

95th percentile per-packet one-way delay: 8.147 ms
Loss rate: 0.00%
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Run 2: Statistics of Indigo-2-256

Start at: 2018-01-25 09:16:57
End at: 2018-01-25 09:17:27
Local clock offset: 0.389 ms
Remote clock offset: -0.221 ms

# Below is generated by plot.py at 2018-01-25 12:30:38
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.32 Mbit/s

95th percentile per-packet one-way delay: 8.101 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.32 Mbit/s

95th percentile per-packet one-way delay: 8.101 ms
Loss rate: 0.00%
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Run 3: Statistics of Indigo-2-256

Start at: 2018-01-25 09:35:07
End at: 2018-01-25 09:35:37
Local clock offset: 0.307 ms
Remote clock offset: -0.141 ms

# Below is generated by plot.py at 2018-01-25 12:30:38
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.26 Mbit/s

95th percentile per-packet one-way delay: 8.243 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.26 Mbit/s

95th percentile per-packet one-way delay: 8.243 ms
Loss rate: 0.00%
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Run 4: Statistics of Indigo-2-256

Start at: 2018-01-25 09:53:17
End at: 2018-01-25 09:53:47
Local clock offset: 0.33 ms
Remote clock offset: 0.037 ms

# Below is generated by plot.py at 2018-01-25 12:30:38
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.26 Mbit/s

95th percentile per-packet one-way delay: 8.186 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.26 Mbit/s

95th percentile per-packet one-way delay: 8.186 ms
Loss rate: 0.00%
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Run 5: Statistics of Indigo-2-256

Start at: 2018-01-25 10:11:28
End at: 2018-01-25 10:11:58
Local clock offset: 0.123 ms
Remote clock offset: 0.255 ms

# Below is generated by plot.py at 2018-01-25 12:30:38
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.25 Mbit/s

95th percentile per-packet one-way delay: 8.025 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.25 Mbit/s

95th percentile per-packet one-way delay: 8.025 ms
Loss rate: 0.00%
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Run 6: Statistics of Indigo-2-256

Start at: 2018-01-25 10:29:38
End at: 2018-01-25 10:30:08
Local clock offset: 0.092 ms
Remote clock offset: 0.324 ms

# Below is generated by plot.py at 2018-01-25 12:30:38
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.32 Mbit/s

95th percentile per-packet one-way delay: 8.197 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.32 Mbit/s

95th percentile per-packet one-way delay: 8.197 ms
Loss rate: 0.00%
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Run 7: Statistics of Indigo-2-256

Start at: 2018-01-25 10:47:49
End at: 2018-01-25 10:48:19
Local clock offset: 0.17 ms
Remote clock offset: 0.477 ms

# Below is generated by plot.py at 2018-01-25 12:31:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.32 Mbit/s

95th percentile per-packet one-way delay: 8.172 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.32 Mbit/s

95th percentile per-packet one-way delay: 8.172 ms
Loss rate: 0.00%
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Run 8: Statistics of Indigo-2-256

Start at: 2018-01-25 11:05:59
End at: 2018-01-25 11:06:29

Local clock offset: 0.241 ms
Remote clock offset: 0.576 ms

# Below is generated by plot.py at 2018-01-25 12:31:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.23 Mbit/s

95th percentile per-packet one-way delay: 8.152 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.23 Mbit/s

95th percentile per-packet one-way delay: 8.152 ms
Loss rate: 0.00%
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Run 9: Statistics of Indigo-2-256

Start at: 2018-01-25 11:24:08
End at: 2018-01-25 11:24:38
Local clock offset: 0.263 ms
Remote clock offset: 0.685 ms

# Below is generated by plot.py at 2018-01-25 12:31:54
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.26 Mbit/s

95th percentile per-packet one-way delay: 8.175 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.26 Mbit/s

95th percentile per-packet one-way delay: 8.175 ms
Loss rate: 0.00%
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Run 10: Statistics of Indigo-2-256

Start at: 2018-01-25 11:42:17
End at: 2018-01-25 11:42:47

Local clock offset: 0.215 ms
Remote clock offset: 0.736 ms

# Below is generated by plot.py at 2018-01-25 12:31:55
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.24 Mbit/s

95th percentile per-packet one-way delay: 8.255 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.24 Mbit/s

95th percentile per-packet one-way delay: 8.255 ms
Loss rate: 0.00%
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Run 1: Statistics of Indigo-1-32

Start at: 2018-01-25 08:56:29
End at: 2018-01-25 08:56:59
Local clock offset: 0.435 ms
Remote clock offset: -0.173 ms

# Below is generated by plot.py at 2018-01-25 12:31:56
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.37 Mbit/s

95th percentile per-packet one-way delay: 5.216 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.37 Mbit/s

95th percentile per-packet one-way delay: 5.216 ms
Loss rate: 0.00%
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Run 2: Statistics of Indigo-1-32

Start at: 2018-01-25 09:14:39
End at: 2018-01-25 09:15:09
Local clock offset: 0.322 ms
Remote clock offset: -0.156 ms

# Below is generated by plot.py at 2018-01-25 12:31:57
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 5.263 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 5.263 ms
Loss rate: 0.00%
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Run 3: Statistics of Indigo-1-32

Start at: 2018-01-25 09:32:49
End at: 2018-01-25 09:33:19
Local clock offset: 0.396 ms
Remote clock offset: -0.141 ms

# Below is generated by plot.py at 2018-01-25 12:31:59
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 5.171 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 5.171 ms
Loss rate: 0.00%
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Run 4: Statistics of Indigo-1-32

Start at: 2018-01-25 09:50:59
End at: 2018-01-25 09:51:29

Local clock offset: 0.291 ms
Remote clock offset: 0.005 ms

# Below is generated by plot.py at 2018-01-25 12:32:03
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.36 Mbit/s

95th percentile per-packet one-way delay: 5.253 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.36 Mbit/s

95th percentile per-packet one-way delay: 5.253 ms
Loss rate: 0.00%
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Run 5: Statistics of Indigo-1-32

Start at: 2018-01-25 10:09:10
End at: 2018-01-25 10:09:40

Local clock offset: 0.123 ms
Remote clock offset: 0.232 ms

# Below is generated by plot.py at 2018-01-25 12:32:48
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.36 Mbit/s

95th percentile per-packet one-way delay: 5.288 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.36 Mbit/s

95th percentile per-packet one-way delay: 5.288 ms
Loss rate: 0.00%
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Run 6: Statistics of Indigo-1-32

Start at: 2018-01-25 10:27:20
End at: 2018-01-25 10:27:50

Local clock offset: 0.158 ms
Remote clock offset: 0.363 ms

# Below is generated by plot.py at 2018-01-25 12:33:13
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 5.198 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 5.198 ms
Loss rate: 0.00%
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Run 7: Statistics of Indigo-1-32

Start at: 2018-01-25 10:45:31
End at: 2018-01-25 10:46:01

Local clock offset: 0.173 ms
Remote clock offset: 0.457 ms

# Below is generated by plot.py at 2018-01-25 12:33:19
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 5.180 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 5.180 ms
Loss rate: 0.00%
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Run 8: Statistics of Indigo-1-32

Start at: 2018-01-25 11:03:41
End at: 2018-01-25 11:04:11

Local clock offset: 0.133 ms
Remote clock offset: 0.588 ms

# Below is generated by plot.py at 2018-01-25 12:33:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.34 Mbit/s

95th percentile per-packet one-way delay: 5.281 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.34 Mbit/s

95th percentile per-packet one-way delay: 5.281 ms
Loss rate: 0.00%
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Run 9: Statistics of Indigo-1-32

Start at: 2018-01-25 11:21:51
End at: 2018-01-25 11:22:21

Local clock offset: 0.206 ms
Remote clock offset: 0.671 ms

# Below is generated by plot.py at 2018-01-25 12:33:20
# Datalink statistics

-- Total of 1 flow:

Average throughput: 81.10 Mbit/s

95th percentile per-packet one-way delay: 7.520 ms
Loss rate: 0.01%

-- Flow 1:

Average throughput: 81.10 Mbit/s

95th percentile per-packet one-way delay: 7.520 ms
Loss rate: 0.01%
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Run 9: Report of Indigo-1-32 — Data Link
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Run 10: Statistics of Indigo-1-32

Start at: 2018-01-25 11:39:59
End at: 2018-01-25 11:40:29

Local clock offset: 0.311 ms
Remote clock offset: 0.729 ms

# Below is generated by plot.py at 2018-01-25 12:33:21
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 5.176 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.44 Mbit/s

95th percentile per-packet one-way delay: 5.176 ms
Loss rate: 0.00%
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Run 1: Statistics of Indigo-1-128

Start at: 2018-01-25 08:47:25
End at: 2018-01-25 08:47:55
Local clock offset: 0.463 ms
Remote clock offset: -0.182 ms

# Below is generated by plot.py at 2018-01-25 12:33:23
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.35 Mbit/s

95th percentile per-packet one-way delay: 5.160 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.35 Mbit/s

95th percentile per-packet one-way delay: 5.160 ms
Loss rate: 0.00%
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Run 2: Statistics of Indigo-1-128

Start at: 2018-01-25 09:05:35
End at: 2018-01-25 09:06:05
Local clock offset: 0.309 ms
Remote clock offset: -0.148 ms

# Below is generated by plot.py at 2018-01-25 12:33:27
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.43 Mbit/s

95th percentile per-packet one-way delay: 5.281 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.43 Mbit/s

95th percentile per-packet one-way delay: 5.281 ms
Loss rate: 0.00%
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Run 2: Report of Indigo-1-128 — Data Link
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Run 3: Statistics of Indigo-1-128

Start at: 2018-01-25 09:23:46
End at: 2018-01-25 09:24:16
Local clock offset: 0.385 ms
Remote clock offset: -0.157 ms

# Below is generated by plot.py at 2018-01-25 12:34:12
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 5.162 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.85 Mbit/s

95th percentile per-packet one-way delay: 5.162 ms
Loss rate: 0.00%
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Run 4: Statistics of Indigo-1-128

Start at: 2018-01-25 09:41:56
End at: 2018-01-25 09:42:26
Local clock offset: 0.378 ms
Remote clock offset: -0.193 ms

# Below is generated by plot.py at 2018-01-25 12:34:30
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.35 Mbit/s

95th percentile per-packet one-way delay: 5.169 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.35 Mbit/s

95th percentile per-packet one-way delay: 5.169 ms
Loss rate: 0.00%
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Run 5: Statistics of Indigo-1-128

Start at: 2018-01-25 10:00:06
End at: 2018-01-25 10:00:36

Local clock offset: 0.223 ms
Remote clock offset: 0.104 ms

# Below is generated by plot.py at 2018-01-25 12:34:36
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.34 Mbit/s

95th percentile per-packet one-way delay: 5.210 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.34 Mbit/s

95th percentile per-packet one-way delay: 5.210 ms
Loss rate: 0.00%
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Run 6: Statistics of Indigo-1-128

Start at: 2018-01-25 10:18:17
End at: 2018-01-25 10:18:47

Local clock offset: 0.083 ms
Remote clock offset: 0.314 ms

# Below is generated by plot.py at 2018-01-25 12:34:39
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.76 Mbit/s

95th percentile per-packet one-way delay: 5.265 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.76 Mbit/s

95th percentile per-packet one-way delay: 5.265 ms
Loss rate: 0.00%
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Run 7: Statistics of Indigo-1-128

Start at: 2018-01-25 10:36:28
End at: 2018-01-25 10:36:58
Local clock offset: 0.174 ms
Remote clock offset: 0.421 ms

# Below is generated by plot.py at 2018-01-25 12:34:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 96.46 Mbit/s

95th percentile per-packet one-way delay: 5.144 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 96.46 Mbit/s

95th percentile per-packet one-way delay: 5.144 ms
Loss rate: 0.00%
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Run 8: Statistics of Indigo-1-128

Start at: 2018-01-25 10:54:38
End at: 2018-01-25 10:55:08
Local clock offset: 0.123 ms
Remote clock offset: 0.548 ms

# Below is generated by plot.py at 2018-01-25 12:34:40
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.34 Mbit/s

95th percentile per-packet one-way delay: 5.217 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.34 Mbit/s

95th percentile per-packet one-way delay: 5.217 ms
Loss rate: 0.00%
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Run 9: Statistics of Indigo-1-128

Start at: 2018-01-25 11:12:48
End at: 2018-01-25 11:13:18
Local clock offset: 0.282 ms
Remote clock offset: 0.611 ms

# Below is generated by plot.py at 2018-01-25 12:34:41
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.32 Mbit/s

95th percentile per-packet one-way delay: 5.142 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.32 Mbit/s

95th percentile per-packet one-way delay: 5.142 ms
Loss rate: 0.00%
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Run 10: Statistics of Indigo-1-128

Start at: 2018-01-25 11:30:56
End at: 2018-01-25 11:31:26
Local clock offset: 0.28 ms
Remote clock offset: 0.726 ms

# Below is generated by plot.py at 2018-01-25 12:34:41
# Datalink statistics

-- Total of 1 flow:

Average throughput: 97.43 Mbit/s

95th percentile per-packet one-way delay: 5.200 ms
Loss rate: 0.00%

-- Flow 1:

Average throughput: 97.43 Mbit/s

95th percentile per-packet one-way delay: 5.200 ms
Loss rate: 0.00%
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