Pantheon Summary (Generated at Wed, 05 Jul 2017 06:38:03 40000 with
pantheon version 767a95bcc95d67bd77e69c0£8bc9320c1ad3146b)

Repeated the test of 15 congestion control schemes once.

Each test lasted for 30 seconds running 1 flow.

Data path from Brazil ppp0 to AWS Brazil 1 Ethernet.

NTP offset measured against gps.ntp.br.
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test from Brazil ppp0 to AWS Brazil 1 Ethernet, 1 run of 30s each per scheme
(mean of all runs by scheme)
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test from Brazil pppO to AWS Brazil 1 Ethernet, 1 run of 30s each per scheme

Average throughput (Mbit/s)
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test from Brazil ppp0 to AWS Brazil 1 Ethernet, 1 run of 30s each per scheme

Average throughput (Mbit/s)

mean power scores of all runs by scheme
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Run 1: Statistics of TCP BBR

Start at: Wed, 05 Jul 2017 06:26:21 +0000
End at: Wed, 05 Jul 2017 06:26:51 +0000
Local clock offset: -0.173 ms

Remote clock offset: 2.838 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:49 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 20.66 Mbit/s

95th percentile per-packet one-way delay: 79.891 ms

Loss rate: 0.32%

-- Flow 1:

Average throughput: 20.66 Mbit/s

95th percentile per-packet one-way delay: 79.891 ms

Loss rate: 0.32%
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Run 1: Report of TCP BBR — Data Link
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Run 1: Statistics of CalibratedKoho

Start at: Wed, 05 Jul 2017 06:27:26 +0000
End at: Wed, 05 Jul 2017 06:27:56 +0000
Local clock offset: -0.176 ms

Remote clock offset: 2.854 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:49 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.81 Mbit/s

95th percentile per-packet one-way delay: 30.564 ms

Loss rate: 0.12%

-- Flow 1:

Average throughput: 3.81 Mbit/s

95th percentile per-packet one-way delay: 30.564 ms

Loss rate: 0.12%



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 1: Report of CalibratedKoho — Data Link
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Run 1: Statistics of Copa

Start at: Wed, 05 Jul 2017 06:24:13 +0000
End at: Wed, 05 Jul 2017 06:24:43 +0000
Local clock offset: -0.243 ms

Remote clock offset: 2.962 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:49 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.32 Mbit/s

95th percentile per-packet one-way delay: 29.756 ms

Loss rate: 0.06%

-- Flow 1:

Average throughput: 2.32 Mbit/s

95th percentile per-packet one-way delay: 29.756 ms

Loss rate: 0.06%



Run 1: Report of Copa — Data Link
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Run 1: Statistics of TCP Cubic

Start at: Wed, 05 Jul 2017 06:25:17 +0000
End at: Wed, 05 Jul 2017 06:25:47 +0000
Local clock offset: -0.212 ms

Remote clock offset: 2.909 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:49 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.93 Mbit/s

95th percentile per-packet one-way delay: 35.929 ms

Loss rate: 1.03%

-- Flow 1:

Average throughput: 4.93 Mbit/s

95th percentile per-packet one-way delay: 35.929 ms

Loss rate: 1.03%

10



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 1: Report of TCP Cubic — Data Link
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Run 1: Statistics of KohoCC

Start at: Wed, 05 Jul 2017 06:28:30 +0000
End at: Wed, 05 Jul 2017 06:29:00 +0000
Local clock offset: -0.2 ms

Remote clock offset: 2.821 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:49 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.62 Mbit/s

95th percentile per-packet one-way delay: 30.497 ms

Loss rate: 0.17%

-- Flow 1:

Average throughput: 2.62 Mbit/s

95th percentile per-packet one-way delay: 30.497 ms

Loss rate: 0.17%
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Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 1: Report of KohoCC — Data Link
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Run 1: Statistics of LEDBAT

Start at: Wed, 05 Jul 2017 06:29:34 +0000
End at: Wed, 05 Jul 2017 06:30:04 +0000
Local clock offset: -0.267 ms

Remote clock offset: 2.758 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:50 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.83 Mbit/s

95th percentile per-packet one-way delay: 35.430 ms

Loss rate: 2.41Y%

-- Flow 1:

Average throughput: 3.83 Mbit/s

95th percentile per-packet one-way delay: 35.430 ms

Loss rate: 2.41Y%
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Run 1: Report of LEDBAT — Data Link
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Run 1: Statistics of PCC

Start at: Wed, 05 Jul 2017 06:30:38 +0000
End at: Wed, 05 Jul 2017 06:31:08 +0000
Local clock offset: -0.189 ms

Remote clock offset: 2.728 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:51 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 7.06 Mbit/s

95th percentile per-packet one-way delay: 573.709 ms

Loss rate: 17.71%

-- Flow 1:

Average throughput: 7.06 Mbit/s

95th percentile per-packet one-way delay: 573.709 ms

Loss rate: 17.71%
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Run 1: Report of PCC — Data Link
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Run 1: Statistics of QUIC Cubic

Start at: Wed, 05 Jul 2017 06:36:01 +0000
End at: Wed, 05 Jul 2017 06:36:31 +0000
Local clock offset: -0.17 ms

Remote clock offset: 2.613 ms
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Run 1: Report of QUIC Cubic — Data Link

Figure is missing

Figure is missing
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Run 1: Statistics of Saturator

Start at: Wed, 05 Jul 2017 06:34:55 +0000
End at: Wed, 05 Jul 2017 06:35:25 +0000
Local clock offset: -0.241 ms

Remote clock offset: 2.637 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:54 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 20.33 Mbit/s

95th percentile per-packet one-way delay: 106.337 ms

Loss rate: 25.42j

-- Flow 1:

Average throughput: 20.33 Mbit/s

95th percentile per-packet one-way delay: 106.337 ms

Loss rate: 25.42j
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Run 1: Report of Saturator — Data Link
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Run 1: Statistics of SCReAM

Start at: Wed, 05 Jul 2017 06:31:42 +0000
End at: Wed, 05 Jul 2017 06:32:12 +0000
Local clock offset: -0.289 ms

Remote clock offset: 2.697 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:54 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 22.724 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.22 Mbit/s

95th percentile per-packet one-way delay: 22.724 ms

Loss rate: 0.00%
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Run 1: Report of SCReAM — Data Link
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Run 1: Statistics of Sprout

Start at: Wed, 05 Jul 2017 06:22:03 +0000
End at: Wed, 05 Jul 2017 06:22:33 +0000
Local clock offset: -0.256 ms

Remote clock offset: 2.999 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:54 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.75 Mbit/s

95th percentile per-packet one-way delay: 39.717 ms

Loss rate: 26.86%

-- Flow 1:

Average throughput: 3.75 Mbit/s

95th percentile per-packet one-way delay: 39.717 ms

Loss rate: 26.86}
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Run 1: Report of Sprout — Data Link
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Run 1: Statistics of TaoVA-100x

Start at: Wed, 05 Jul 2017 06:23:07 +0000
End at: Wed, 05 Jul 2017 06:23:37 +0000
Local clock offset: -0.183 ms

Remote clock offset: 2.968 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:59 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 20.06 Mbit/s

95th percentile per-packet one-way delay: 155.738 ms

Loss rate: 1.17%

-- Flow 1:

Average throughput: 20.06 Mbit/s

95th percentile per-packet one-way delay: 155.738 ms

Loss rate: 1.17%
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Run 1: Statistics of TCP Vegas

Start at: Wed, 05 Jul 2017 06:20:59 +0000
End at: Wed, 05 Jul 2017 06:21:29 +0000
Local clock offset: -0.174 ms

Remote clock offset: 2.964 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:59 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.98 Mbit/s

95th percentile per-packet one-way delay: 35.301 ms

Loss rate: 0.38}

-- Flow 1:

Average throughput: 2.98 Mbit/s

95th percentile per-packet one-way delay: 35.301 ms

Loss rate: 0.38%
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Run 1: Report of TCP Vegas — Data Link

5.0 X‘
45
20 \ nw[\,, JAvaa
A7 A
o
oo
2.5 w VA
A
PN\
15
0 5 10 15 20 25 30
Time (s)
—— Flow 1 ingress (mean 2.99 Mbit/s) —— Flow 1 egress (mean 2.98 Mbit/s)
45
o . .
s T I T I ‘

:’; - t B
D T - P .
S b ol et [ o tme e s R bee o e
e L L TR P P )
£ v v
.o N
e g e | WA e e raterd s fa e .
204+
15
[ 5 10 15 20 25 30
Time (s)

Flow 1 per-packet one-way delay (95th percentile 35.301 ms)

29




Run 1: Statistics of Verus

Start at: Wed, 05 Jul 2017 06:32:46 +0000
End at: Wed, 05 Jul 2017 06:33:16 +0000
Local clock offset: -0.167 ms

Remote clock offset: 2.68 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:37:59 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 12.52 Mbit/s

95th percentile per-packet one-way delay: 99.356 ms

Loss rate: 74.34J

-- Flow 1:

Average throughput: 12.52 Mbit/s

95th percentile per-packet one-way delay: 99.356 ms

Loss rate: 74.34}

30



Throughput (Mbit/s)

Per-packet one-way delay (ms)

Run 1: Report of Verus — Data Link
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Run 1: Statistics of WebRTC media

Start at: Wed, 05 Jul 2017 06:33:51 +0000
End at: Wed, 05 Jul 2017 06:34:21 +0000
Local clock offset: -0.189 ms

Remote clock offset: 2.652 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 06:38:00 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 3.01 Mbit/s

95th percentile per-packet one-way delay: 39.792 ms

Loss rate: 0.38}

-- Flow 1:

Average throughput: 3.01 Mbit/s

95th percentile per-packet one-way delay: 39.792 ms

Loss rate: 0.38%
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Run 1: Report of WebRTC media — Data Link
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