Pantheon Summary (Generated at Wed, 05 Jul 2017 05:37:58 40000 with
pantheon version afeabcbf9f0bccb7£5555428c3b5bcceec857e76)

Repeated the test of 15 congestion control schemes once.

Each test lasted for 30 seconds running 1 flow.

Data path from AWS Brazil 1 Ethernet to Brazil ppp0.

NTP offset measured against gps.ntp.br.
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test from AWS Brazil 1 Ethernet to Brazil ppp0, 1 run of 30s each per scheme
(mean of all runs by scheme)
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test from AWS Brazil 1 Ethernet to Brazil ppp0, 1 run of 30s each per scheme

mean power scores of all runs by scheme
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Run 1: Statistics of TCP BBR

Start at: Wed, 05 Jul 2017 05:18:12 +0000
End at: Wed, 05 Jul 2017 05:18:42 +0000
Local clock offset: -0.214 ms

Remote clock offset: 3.47 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:37 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 28.22 Mbit/s

95th percentile per-packet one-way delay: 46.824 ms

Loss rate: 0.58}

-- Flow 1:

Average throughput: 28.22 Mbit/s

95th percentile per-packet one-way delay: 46.824 ms

Loss rate: 0.58%



Run 1: Report of TCP BBR — Data Link
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Run 1: Statistics of CalibratedKoho

Start at: Wed, 05 Jul 2017 05:09:35 +0000
End at: Wed, 05 Jul 2017 05:10:05 +0000
Local clock offset: -0.236 ms

Remote clock offset: 3.577 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:37 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 1.03 Mbit/s

95th percentile per-packet one-way delay: 16.916 ms

Loss rate: 0.04%

-- Flow 1:

Average throughput: 1.03 Mbit/s

95th percentile per-packet one-way delay: 16.916 ms

Loss rate: 0.04%



Throughput (Mbit/s)
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Run 1: Report of CalibratedKoho — Data Link
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Run 1: Statistics of Copa

Start at: Wed, 05 Jul 2017 05:06:21 +0000
End at: Wed, 05 Jul 2017 05:06:51 +0000
Local clock offset: -0.233 ms

Remote clock offset: 3.529 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:37 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.16 Mbit/s

95th percentile per-packet one-way delay: 18.170 ms

Loss rate: 0.04%

-- Flow 1:

Average throughput: 2.16 Mbit/s

95th percentile per-packet one-way delay: 18.170 ms

Loss rate: 0.04%
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Run 1:

Report of Copa — Data Link
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Run 1: Statistics of TCP Cubic

Start at: Wed, 05 Jul 2017 05:05:16 +0000
End at: Wed, 05 Jul 2017 05:05:46 +0000
Local clock offset: -0.15 ms

Remote clock offset: 3.444 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:39 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 22.03 Mbit/s

95th percentile per-packet one-way delay: 85.938 ms

Loss rate: 0.38}

-- Flow 1:

Average throughput: 22.03 Mbit/s

95th percentile per-packet one-way delay: 85.938 ms

Loss rate: 0.38%
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Run 1: Report of TCP Cubic — Data Link
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Run 1: Statistics of KohoCC

Start at: Wed, 05 Jul 2017 05:12:51 +0000
End at: Wed, 05 Jul 2017 05:13:21 +0000
Local clock offset: -0.169 ms

Remote clock offset: 3.522 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:39 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.93 Mbit/s

95th percentile per-packet one-way delay: 16.880 ms

Loss rate: 0.04%

-- Flow 1:

Average throughput: 0.93 Mbit/s

95th percentile per-packet one-way delay: 16.880 ms

Loss rate: 0.04%
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Run 1: Report of KohoCC — Data Link
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Run 1: Statistics of LEDBAT

Start at: Wed, 05 Jul 2017 05:14:59 +0000
End at: Wed, 05 Jul 2017 05:15:29 +0000
Local clock offset: -0.259 ms

Remote clock offset: 3.519 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:43 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 20.82 Mbit/s

95th percentile per-packet one-way delay: 61.719 ms

Loss rate: 0.49%

-- Flow 1:

Average throughput: 20.82 Mbit/s

95th percentile per-packet one-way delay: 61.719 ms

Loss rate: 0.49%
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Run 1: Statistics of PCC

Start at: Wed, 05 Jul 2017 05:20:22 +0000
End at: Wed, 05 Jul 2017 05:20:52 +0000
Local clock offset: -0.274 ms

Remote clock offset: 3.386 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:43 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.90 Mbit/s

95th percentile per-packet one-way delay: 18.610 ms

Loss rate: 0.07%

-- Flow 1:

Average throughput: 4.90 Mbit/s

95th percentile per-packet one-way delay: 18.610 ms

Loss rate: 0.07%
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Run 1: Report of PCC — Data Link

5.50

5.25

5.00

475

4.50

4.25

Vi

~J

P

7Y

=

—— Flow 1 ingress (mean 4.90 Mbit/s)

15
Time (s)

20

25

—— Flow 1 egress (mean 4.90 Mbit/s)

35

25

sl

G
8

15
Time (s)

Flow 1 per-packet one-way delay (95th percentile 18.610 ms)

17



Run 1: Statistics of QUIC Cubic

Start at: Wed, 05 Jul 2017 05:16:04 +0000
End at: Wed, 05 Jul 2017 05:16:34 +0000
Local clock offset: -0.189 ms

Remote clock offset: 3.447 ms
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Run 1: Statistics of Saturator

Start at: Wed, 05 Jul 2017 05:08:29 +0000
End at: Wed, 05 Jul 2017 05:08:59 +0000
Local clock offset: -0.205 ms

Remote clock offset: 3.566 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:47 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 27.07 Mbit/s

95th percentile per-packet one-way delay: 91.473 ms

Loss rate: 0.51%

-- Flow 1:

Average throughput: 27.07 Mbit/s

95th percentile per-packet one-way delay: 91.473 ms

Loss rate: 0.51%
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Run 1: Report of Saturator — Data Link
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Run 1: Statistics of SCReAM

Start at: Wed, 05 Jul 2017 05:17:08 +0000
End at: Wed, 05 Jul 2017 05:17:38 +0000
Local clock offset: -0.26 ms

Remote clock offset: 3.41 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:47 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 0.21 Mbit/s

95th percentile per-packet one-way delay: 11.153 ms

Loss rate: 0.00%

-- Flow 1:

Average throughput: 0.21 Mbit/s

95th percentile per-packet one-way delay: 11.153 ms

Loss rate: 0.00%
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Run 1: Report of SCReAM — Data Link
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Run 1: Statistics of Sprout

Start at: Wed, 05 Jul 2017 05:13:55 +0000
End at: Wed, 05 Jul 2017 05:14:25 +0000
Local clock offset: -0.244 ms

Remote clock offset: 3.529 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:48 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 19.89 Mbit/s

95th percentile per-packet one-way delay: 33.111 ms

Loss rate: 0.39}

-- Flow 1:

Average throughput: 19.89 Mbit/s

95th percentile per-packet one-way delay: 33.111 ms

Loss rate: 0.39%
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Run 1: Statistics of TaoVA-100x

Start at: Wed, 05 Jul 2017 05:10:39 +0000
End at: Wed, 05 Jul 2017 05:11:09 +0000
Local clock offset: -0.181 ms

Remote clock offset: 3.598 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:54 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 28.34 Mbit/s

95th percentile per-packet one-way delay: 174.239 ms

Loss rate: 0.77%

-- Flow 1:

Average throughput: 28.34 Mbit/s

95th percentile per-packet one-way delay: 174.239 ms

Loss rate: 0.77%
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Run 1: Statistics of TCP Vegas

Start at: Wed, 05 Jul 2017 05:19:18 +0000
End at: Wed, 05 Jul 2017 05:19:48 +0000
Local clock offset: -0.209 ms

Remote clock offset: 3.49 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:54 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 4.90 Mbit/s

95th percentile per-packet one-way delay: 18.808 ms

Loss rate: 0.07%

-- Flow 1:

Average throughput: 4.90 Mbit/s

95th percentile per-packet one-way delay: 18.808 ms

Loss rate: 0.07%
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Run 1: Statistics of Verus

Start at: Wed, 05 Jul 2017 05:11:45 +0000
End at: Wed, 05 Jul 2017 05:12:15 +0000
Local clock offset: -0.176 ms

Remote clock offset: 3.561 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:54 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 24.92 Mbit/s

95th percentile per-packet one-way delay: 153.642 ms

Loss rate: 0.75%

-- Flow 1:

Average throughput: 24.92 Mbit/s

95th percentile per-packet one-way delay: 153.642 ms

Loss rate: 0.75%
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Run 1: Report of Verus — Data Link
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Run 1: Statistics of WebRTC media

Start at: Wed, 05 Jul 2017 05:07:25 +0000
End at: Wed, 05 Jul 2017 05:07:55 +0000
Local clock offset: -0.158 ms

Remote clock offset: 3.516 ms

# Below is generated by plot.py at Wed, 05 Jul 2017 05:37:54 +0000
# Datalink statistics

-- Total of 1 flow:

Average throughput: 2.35 Mbit/s

95th percentile per-packet one-way delay: 24.743 ms

Loss rate: 0.01%

-- Flow 1:

Average throughput: 2.35 Mbit/s

95th percentile per-packet one-way delay: 24.743 ms

Loss rate: 0.01%
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Run 1: Report of WebRTC media — Data Link
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