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About This Guide

This implementation guide discusses architectural considerations and configuration steps for deploying the Real-Time Analytics with Spark Streaming solution on the Amazon Web Services (AWS) Cloud. It includes links to AWS CloudFormation templates that launch, configure, and run the AWS services required to deploy this solution on AWS, using AWS best practices for security and availability.

The guide is intended for IT infrastructure architects who have practical experience architecting on the AWS Cloud, building big data applications, and are familiar with Apache Spark.

Overview

Many Amazon Web Services (AWS) customers use batch data reports to gain strategic insight into long-term business trends, and a growing number of customers also require streaming data to obtain actionable insights from their data in real time. Batch data is collected over a period of time and processed in batches, and this data can provide snapshots of trends that shape decision-making. Streaming data is generated continuously from thousands of data sources and it can help companies proactively respond to changing conditions.

A lambda architecture (not to be confused with the AWS Lambda service) is one way to implement real-time and batch data processing in a single framework. The lambda architecture divides processing into three layers: the batch layer in which new data is appended to the master data set and stored as batch views, the serving layer in which batch views are indexed, and the speed layer in which the real-time data views are produced, continuously updated, and stored for read/write operations.

AWS provides many of the building blocks required to build a secure, flexible, cost-effective lambda architecture in the cloud. These include Amazon Kinesis Streams, a platform for processing terabytes of streaming data, Amazon EMR, a service that distributes and processes data across dynamically scalable Amazon Elastic Compute Cloud (Amazon EC2) instances, and Amazon Simple Storage Service (Amazon S3), a secure and durable object store. Customers can combine these AWS services with Apache Spark Streaming, for fault-tolerant stream processing of live-data streams, and Spark SQL, which allows Spark code to execute relational queries, to build a single architecture to process real-time and batch data.

1 For more information on implementing a lambda architecture on AWS, see Lambda Architecture for Batch and Real-Time Processing on AWS.
The Real-Time Analytics with Spark Streaming solution is an AWS-provided reference implementation that automatically provisions and configures the AWS services necessary to start processing real-time and batch data in minutes. The solution is designed to work with customers’ Spark Streaming applications, and also includes a demo application and data producer to create an example environment. The solution also leverages Apache Zeppelin, a web-based notebook for interactive data analytics, to enable customers to visualize both their real-time and batch data.

**Cost**

You are responsible for the cost of the AWS services used while running this solution. As of the date of publication, the cost for running the Real-Time Analytics solution with default settings in the US East (N. Virginia) Region is as shown in the table below. This includes charges for Amazon Kinesis Streams, Amazon EC2, and Amazon EMR. Prices are subject to change. For full details, see the pricing webpage for each AWS service you will be using in this solution.

<table>
<thead>
<tr>
<th>AWS Service</th>
<th>Resource Count and Type</th>
<th>Total Cost/Hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon Kinesis Streams</td>
<td>2 shards</td>
<td>$0.03</td>
</tr>
<tr>
<td>Amazon EC2</td>
<td>2 - t2.medium instances</td>
<td>$0.10</td>
</tr>
<tr>
<td>Amazon EMR</td>
<td>3 - r3.xlarge instances</td>
<td>$1.27</td>
</tr>
</tbody>
</table>

This pricing does not reflect variable charges incurred from Amazon S3, data transfer fees, or the cost of Amazon DynamoDB. For full details, see the pricing webpage for each AWS service you will be using in this solution.

Apache Spark Streaming, Apache Spark SQL, and Apache Zeppelin are open source. There is no additional cost to use these tools.

**Architecture Overview**

Deploying this solution with the default parameters builds the following environment in the AWS Cloud.
The AWS CloudFormation template deploys Amazon Kinesis Streams which includes Amazon DynamoDB for checkpointing, an Amazon Virtual Private Cloud (Amazon VPC) network with one public and one private subnet, a NAT gateway, a bastion host, an Amazon EMR cluster, and a VPC endpoint to an Amazon S3 bucket.

Amazon Kinesis Streams collects data from data sources and sends it through a NAT gateway to the Amazon EMR cluster. Amazon Kinesis Streams also includes the Amazon Kinesis Client Library (KCL), a pre-built library that helps you easily build Amazon Kinesis applications for reading and processing data from an Amazon Kinesis stream. The KCL uses a unique Amazon DynamoDB table to keep track of the application's state. Because the KCL uses the name of the Amazon Kinesis Streams application to create the name of the table, each application name must be unique.

The private subnet contains an Amazon EMR cluster with Apache Zeppelin. The public subnet contains a NAT gateway to connect Amazon Kinesis Streams to the Amazon EMR cluster, and a bastion host that provides SSH access to the Amazon EMR cluster.

The Real-Time Analytics solution is designed to allow you to use your own application, but it also includes a demo application that you can deploy for testing purposes. For more information, see Appendix A.

After the Spark Streaming application processes the data, it stores the data in an Amazon S3 bucket.
Implementation Considerations

Application Requirements
The Real-Time Analytics solution requires a working Spark Streaming application written in Java or Scala. We recommend that you use the latest version of Apache Spark for your application. You can choose to deploy your application as a JAR file or a JSON file (see the next section for details).

Processing Engine
When you deploy the solution, you choose the processing engine for your custom Spark Streaming application: a JAR file or an Apache Zeppelin notebook JSON file.

Application JAR
If you choose to package your custom Spark Streaming application as a JAR file, the solution requires a Spark Submit command to launch your application on the Amazon EMR cluster. You can choose to upload a file with the submit script, or you can enter the command directly in the AWS CloudFormation template parameter when you launch the solution.

Apache Zeppelin
If you choose to use Zeppelin, you will upload your custom Spark Streaming application as a notebook.json file from your local machine or a URL you specify. The solution automatically creates the dependencies and configurations to visualize your real-time and batch data.

Demo Application
The solution includes an additional AWS CloudFormation template (real-time-analytics-spark-streaming-demo.template) that deploys a demo application for testing purposes.

If you choose to run the demo application, this solution deploys a sample Spark Streaming application on the Amazon EMR cluster, a sample Amazon Kinesis stream, and a sample data producer that sends sample data to your Amazon Kinesis stream. The demo application is packaged as a JAR file, but it also includes a JSON file you can use to deploy the demo application through the Zeppelin UI. For more information, see Appendix A.

Single Application Deployment
The solution is designed to work with only one Spark Streaming application at a time. If you want to change applications, you must first stop the running application and then deploy the solution again with a new application. This also applies if you deploy the demo
application: you must stop the running demo application before you can deploy the demo application JSON file, a custom JAR file or a custom JSON file.

If you want to upload an application file that uses the same name as an application from a previous deployment (for example, a new version of a JSON template), you must clear the application name from the Amazon DynamoDB table before you deploy solution. See Tracking Amazon Kinesis Streams Application State in the Amazon Kinesis Streams Developer Guide for more information.

EMR Web Interfaces
When you launch an Amazon EMR cluster in a public subnet, the master node of the cluster has a public DNS which allows you to create an SSH tunnel and securely access the Amazon EMR web interfaces. Because this solution deploys the Amazon EMR cluster in a private subnet, the master node will not have a public DNS for secure SSH access. To allow you to access the Amazon EMR web interfaces, this solution deploys a bastion host with a public IP address. You must configure dynamic port forwarding to connect to the bastion host. For more information, see View Web Interfaces Hosted on Amazon EMR Clusters in the Amazon EMR Management Guide.

Memory-Optimized Instance Types
We recommend memory-optimized Amazon Elastic Compute Cloud (Amazon EC2) instance types for Apache Spark workloads because Spark attempts to process as much data in memory as possible. By default, this solution deploys an r3.xlarge instance for the Amazon EMR cluster nodes to deliver optimal performance.

Real-Time Data Visualization
For users who choose Zeppelin as their processing engine for this solution, Zeppelin will display visualizations of your real-time data as it flows. These visualizations can be shared or published to external dashboards. For more information, go to the Apache Zeppelin website.

Regional Deployments
The Real-Time Analytics solution uses AWS Lambda during initial configuration or when resources are updated or deleted. Therefore, you must deploy this solution in an AWS Region that supports AWS Lambda.²

² For the most current AWS Lambda availability by region, see https://aws.amazon.com/about-aws/global-infrastructure/regional-product-services/
AWS CloudFormation Templates

This solution uses AWS CloudFormation to automate the deployment of Real-Time Analytics with Spark Streaming on the AWS Cloud. It includes the following CloudFormation template, which you can download before deployment:

**real-time-analytics-spark-streaming.template**: Use this template to launch the Real-Time Analytics solution and all associated components. The default configuration deploys an Amazon VPC network, a bastion host, a VPC endpoint, an Amazon Kinesis stream, an Amazon EMR cluster, and an Amazon S3 bucket.

**real-time-analytics-spark-streaming-demo.template**: Use this template to launch the Real-Time Analytics solution with the demo application. This configuration deploys an Amazon VPC network, a bastion host, a VPC endpoint, an Amazon EMR cluster, an Amazon S3 bucket, a demo Spark Streaming application, a sample Amazon Kinesis stream, and a sample data producer.

Automated Deployment

Before you launch the automated deployment, please review the implementation considerations and prerequisites discussed in this guide. Follow the step-by-step instructions in this section to configure and deploy the Real-Time Analytics solution into your account.

**Time to deploy**: Approximately 15 minutes

Prerequisites

Review the application requirements and processing options in Implementation Considerations.

- Before you deploy the solution, you must upload your working Spark Streaming application to an Amazon Simple Storage Service (Amazon S3) bucket. If you are using a Spark Submit script to launch your custom application, you must have a `spark-submit.sh` file with the Spark Submit command in an Amazon S3 bucket.
- Remember that you can only deploy one running application with a unique name at a time with this solution (see Single Application Deployment for detailed information).
- Before you deploy the solution, you must enable the Amazon EMR web interfaces to view Apache Zeppelin, the Spark History UI, and the Resource Manager. For more information, see EMR Web Interfaces.
• You must also configure dynamic port forwarding to connect to the bastion host to securely access the Amazon EMR web interfaces. For more information, please see View Web Interfaces Hosted on Amazon EMR Clusters in the Amazon EMR Management Guide.

What We’ll Cover

The procedure for deploying this architecture on AWS consists of the following steps. For detailed instructions, follow the links for each step.

Step 1. Launch the stack

• Launch the AWS CloudFormation template into your AWS account.
• Enter values for required parameters.
• Review the other template parameters, and adjust if necessary.

Step 2. Stop a Running Application

• Navigate to the EMR cluster’s Resource Manager.
• Stop the running application.

Step 1. Launch the Stack

The automated AWS CloudFormation templates deploy Real-Time Analytics with Spark Streaming on the AWS Cloud using either your own Spark Streaming application or the AWS-provided demo application.

Note: You are responsible for the cost of the AWS services used while running this solution. See the Cost section for more details. For full details, see the pricing webpage for each AWS service you will be using in this solution.

1. Log in to the AWS Management Console and click the button to the right to launch the solution or demo application AWS CloudFormation template.
   You can also download the template as a starting point for your own implementation.

2. The template is launched in the US East (N. Virginia) Region by default. To launch the Real-Time Analytics solution in a different AWS Region, use the region selector in the console navigation bar.
**Note:** This solution uses the AWS Lambda service, which is currently available in specific AWS Regions only. Therefore, you must launch this solution an AWS Region where Lambda is available.  

3. On the **Select Template** page, verify that you selected the correct template and choose **Next**.

4. On the **Specify Details** page, assign a name to your Real-Time Analytics solution stack.

5. Under **Parameters**, review the parameters for the template and modify them as necessary. This solution uses the following default values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Key Name</strong></td>
<td>&lt;Requires input&gt;</td>
<td>Public and private key pair, which allows you to connect securely to the bastion host. When you created an AWS account, this is the key pair you created in your preferred AWS Region.</td>
</tr>
<tr>
<td><strong>Remote Access CIDR</strong></td>
<td>0.0.0.0/0</td>
<td>The IP address range that can be used to SSH to the bastion host</td>
</tr>
<tr>
<td><strong>Availability Zones</strong></td>
<td>&lt;Requires input&gt;</td>
<td>The list of Availability Zones to use for the Amazon VPC subnets</td>
</tr>
<tr>
<td><strong>Number of AZs</strong></td>
<td>2</td>
<td>The number of Availability Zones to use in your VPC</td>
</tr>
<tr>
<td><strong>VPC CIDR</strong></td>
<td>10.0.0.0/16</td>
<td>The VPC CIDR block</td>
</tr>
<tr>
<td><strong>Private Subnet 1A CIDR</strong></td>
<td>10.0.0.0/19</td>
<td>The CIDR block for the private subnet located in AZ1</td>
</tr>
<tr>
<td><strong>Private Subnet 2A CIDR</strong></td>
<td>10.0.32.0/19</td>
<td>The CIDR block for the private subnet located in AZ2</td>
</tr>
<tr>
<td><strong>Public Subnet 1 CIDR</strong></td>
<td>10.0.128.0/20</td>
<td>The CIDR block for the public DMZ subnet located in AZ1</td>
</tr>
<tr>
<td><strong>Public Subnet 2 CIDR</strong></td>
<td>10.0.144.0/20</td>
<td>The CIDR block for the public DMZ subnet located in AZ2</td>
</tr>
<tr>
<td><strong>Kinesis Stream</strong></td>
<td>&lt;Requires input&gt;</td>
<td>The name of the source Amazon Kinesis stream the template will create</td>
</tr>
<tr>
<td><strong>Shard Count</strong></td>
<td>&lt;Requires input&gt;</td>
<td>The number of shards for your Amazon Kinesis stream</td>
</tr>
<tr>
<td><strong>Master</strong></td>
<td>r3.xlarge</td>
<td>EMR master node Amazon EC2 instance type</td>
</tr>
<tr>
<td><strong>Core</strong></td>
<td>r3.xlarge</td>
<td>EMR core node Amazon EC2 instance type</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artifact Bucket</td>
<td>&lt;Requires input&gt;</td>
<td>Amazon S3 bucket where your application artifacts are stored. For example, s3://{bucket_location}</td>
</tr>
<tr>
<td>Submit Mode</td>
<td>AppJar</td>
<td>The processing engine of the Spark Streaming application. Choose the appropriate processing engine (Zeppelin for JSON templates; AppJar for JAR files). Note: This parameter will be set to DemoApp if you are using the demo template.</td>
</tr>
<tr>
<td>Type</td>
<td>None</td>
<td>The submit type of the Spark Streaming application. You can specify a submit script or a submit command. Note: Use this parameter only if you choose AppJar as your Submit Mode. This parameter will not show if you are using the demo template.</td>
</tr>
<tr>
<td>Script</td>
<td>&lt;Optional input&gt;</td>
<td>The Amazon S3 bucket where your script with the Spark submit command is stored. For example, s3://{bucket_location}/spark_submit.sh Note: Use this parameter only if you choose AppJar as your Submit Mode. If you choose Command as your Submit Type, leave this parameter blank. This parameter will not show if you are using the demo template.</td>
</tr>
<tr>
<td>Command</td>
<td>&lt;Optional input&gt;</td>
<td>A comma-delimited Spark submit command. For example, --deploy-mode,{cluster/client},--class {className},--master,{yarn/local[?]},{s3://AppLocation/AppJar},{Appname},{StreamName},{OutputLoc} Note: Use this parameter only if you choose AppJar as your Submit Mode. If you choose Script as your Submit Type, leave this parameter blank. This parameter will not show if you are using the demo template.</td>
</tr>
<tr>
<td>Send Anonymous Usage Data</td>
<td>Yes</td>
<td>Send anonymous data to AWS to help us understand usage across our customer base as a whole. To opt out of this feature, choose No. For more information, see the Appendix B.</td>
</tr>
</tbody>
</table>

6. Select Next.
7. On the **Options** page, choose **Next**.

8. On the **Review** page, review and confirm the settings. Be sure to check the box acknowledging that the template will create IAM resources.

9. Click **Create** to deploy the stack.

   You can view the status of the stack in the AWS CloudFormation Console in the **Status** column. You should see a status of **CREATE_COMPLETE** in roughly 15 minutes.

   **Note:** This solution includes two AWS Lambda functions that run only during initial configuration or when resources are updated or deleted.

   When running this solution, you will see both Lambda functions in the AWS Lambda console. Do not delete the functions as they are necessary to manage associated resources.

### Step 2. Stop a Running Application

The solution is designed to work with only one Spark Streaming application at a time. If you want to change applications, you must first stop the running application and then deploy the solution again with a new application.

   **Note:** To view the EMR Resource Manager web interface, you must enable the EMR web interfaces. For more information, see [EMR Web Interfaces](#).

1. On the Amazon EMR console, select the cluster name.

2. On the EMR cluster details page, for **Connections**, choose **Resource Manager**.

3. On the resource manager, select the application **ID**.

4. On the application details page, select **Kill Application**.

5. Select **OK**.

6. Clear the application name from the Amazon DynamoDB table.

### Security

When you build systems on AWS infrastructure, security responsibilities are shared between you and AWS. This shared model can reduce your operational burden as AWS operates, manages, and controls the components from the host operating system and virtualization layer down to the physical security of the facilities in which the services operate. For more information about security on AWS, visit the [AWS Security Center](#).
Security Groups
The security groups created in this solution are designed to control and isolate network traffic between the Amazon Kinesis sample data producer, the Amazon EMR cluster and the bastion host. We recommend that you review the security groups and further restrict access as needed once the deployment is up and running.

Additional Resources

AWS services
- AWS CloudFormation
- Amazon DynamoDB
- Amazon EMR
- Amazon Kinesis
- Amazon S3
- Amazon VPC

Associated AWS Whitepaper
- Lambda Architecture for Batch and Real-Time Processing on AWS with Spark Streaming and Spark SQL

Associated AWS Big Data Blog posts
- Securely Access Web Interfaces on Amazon EMR Launched in a Private Subnet
- Analyze Realtime Data from Amazon Kinesis Streams Using Zeppelin and Spark Streaming
- The Impact of Using Latest-Generation Instances for Your Amazon EMR Job
Appendix A: Demo Application

The Real-Time Analytics solution includes a demo application for testing purposes. Deploying this solution with the demo application builds the following environment on the AWS Cloud.

When you use the demo application, the solution deploys an additional private subnet with a sample data producer and uploads the demo application code to your existing Amazon S3 bucket. The demo application sends sample data through the NAT gateway to Amazon Kinesis Streams. In this architecture, the bastion host provides SSH access to the Amazon EMR cluster and the sample data producer, and the filtered data is stored in Hadoop Distributed File System (HDFS), the primary distributed storage used by Hadoop. Historical data is stored in Amazon S3.
Use Zeppelin to Launch the Demo Application

When you launch the demo application AWS CloudFormation template, the solution deploys the application using a JAR file. To use the Zeppelin UI to deploy the demo application, you must stop the running application, import the included JSON file, and execute the code in Zeppelin.

1. Stop the running application and clear the application name from the Amazon DynamoDB table (see Step 2, Stop a Running Application).
2. Navigate to the Amazon EMR cluster details page.
3. On the EMR cluster details page, for Connections, choose Zeppelin.
4. In the Zeppelin UI, select Import note.
5. Follow the prompts to upload a JSON file from your local machine or from a URL.
6. In the Zeppelin UI, choose the link with name of your JSON file.
7. At the top of the page, choose the execute icon to run all paragraphs.
8. Choose OK.
9. After all paragraphs run, log into the Amazon Kinesis producer through the bastion host.
10. Start the demo producer.
Appendix B: Collection of Anonymous Data

This solution includes an option to send anonymous usage data to AWS. We use this data to better understand how customers use this solution to improve the services and products that we offer. When enabled, the following information is collected and sent to AWS during the initial stack creation:

- **Solution ID**: The AWS solution identifier
- **Unique ID (UUID)**: Randomly generated, unique identifier for each Real-Time Analytics with Spark Streaming deployment
- **Timestamp**: Data-collection timestamp
- **EMR Data**: Type of instances and count of the number of instances

Example data:

```json
{"Master": "1", "InstanceType": "r3.xlarge", "CoreInstance": "2", "InstanceType": "r3.xlarge", "Region": "us-east-1"}
```

Note that AWS will own the data gathered via this survey. Data collection will be subject to the [AWS Privacy Policy](#). To opt out of this feature, set the **Send Anonymous Usage Data** parameter to **No**.
Send Us Feedback

We welcome your questions and comments. Please post your feedback on the AWS Solutions Forum.

You can visit our GitHub repository to download the templates and scripts for this solution, and to share your customizations with others.
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