A

INTERNATIONAL-

2019-01-0423 Published 02 Apr 2019

Reconstruction of 3D Accident Sites Using USGS
LiDAR, Aerial Images, and Photogrammetry

Toby Terpstra, Jordan Dickinson, Alireza Hashemian, and Stephen Fenton Kineticorp LLC

Citation: Terpstra, T., Dickinson, J., Hashemian, A., and Fenton, S., “Reconstruction of 3D Accident Sites Using USGS LiDAR, Aerial
Images, and Photogrammetry,” SAE Technical Paper 2019-01-0423, 2019, doi:10.4271/2019-01-0423.

Abstract

he accident reconstruction community has previously

relied upon photographs and site visits to recreate a

scene. This method is difficult in instances where the
site has changed or is not accessible. In 2017 the United States
Geological Survey (USGS) released historical 3D point clouds
(LiDAR) allowing for access to digital 3D data without visiting
the site. This offers many unique benefits to the reconstruction
community including: safety, budget, time, and historical pres-
ervation. This paper presents a methodology for collecting this
data and using it in conjunction with aerial imagery, and
camera matching photogrammetry to create 3D computer
models of the scene without a site visit. To determine accura-
cies achievable using this method, evidence locations solved

Introduction / Background

Traditionally, creating a 3D computer model of an incident
site has required a visit to the incident site to inspect, measure,
and document both the site geometry as well as any existing
benefits to a physical site inspection, there are instances when
a typical site inspection may be impractical or unsafe. Some
of the difficulties that an investigator may experience related
to site visits include:

e Limited or no access to site
* Significant site changes

* Budget / time at site

When significant site updates have been made since the
time of the incident and opportunity for inspection, such as
construction or the relocation of a roadway, site inspections
may prove to be of little benefit. In these instances, historical
data representative of the time of incident becomes invalu-
able. When vehicular accidents occur on an overpass or
bridge, access to safely inspecting the incident site can
become limited or impractical. Scheduling, budget concerns
and timing can also play a role in the accessibility of a site
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for using only USGS LiDAR, aerial images and scene photo-
graphs (representative of emergency personnel photographs)
were compared with known locations documented using total
station survey equipment and ground-based 3D laser scanning.
The data collected from three different site locations was
analyzed, and camera matching photogrammetry was
performed independently by 5 different individuals to locate
evidence. On average, the resulting evidence for all three test
sites was found to be within 3.0 inches (8cm) of known evidence
locations with a standard deviation of 1.7 inches (4cm). To
further evaluate the quality of the USGS LiDAR, a comparative
point cloud analysis of the roadway surfaces was performed.
On average, 85% of the USGS LiDAR points were found to
be within .5 inches of the ground-based 3D scanning points.

for inspection. Using aerial imagery, USGS LiDAR, and
camera matching photogrammetry in combination the meth-
odology presented demonstrates opportunity to create a 3D
site model representative of the time of incident, without a
physical site inspection.

Aerial Imagery

Historical aerial photographs, available from several online
sources, have been and continue to be invaluable to the
accident reconstruction community. While some regions have
limited aerial imagery available, regions where multiple dates
at high resolution is available offer a specific advantage to
creating accurate 3D models of incident sites. This imagery
can be used for determining changes to the incident site,
incorporating historical site features such as roadway striping
from time of incident, and locating evidence such as furrows,
tire marks, gouge marks, fluid spill areas, and burn areas
visible within the imagery. Aerial imagery can also be used
as a background image or mapped texture to create a photo-
realistic representation of the incident site on which evidence
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can be placed to create a forensic scene recreation easily under-
stood by any audience [10].

USGS LiDAR

The word LiDAR is a combination of two words, light and
radar, but it is commonly accepted as an acronym for Light
Detection and Ranging [11,12]. In 2015, the United States
Geological Survey (USGS) began providing LiDAR based, 3D
point clouds publicly [13]. The USGS begin the 3D Elevation
Program (3DEP) in 2012 as an eight-year program for mapping
the United States and the U.S. territories. Similar to aerial
imagery, this resource does not have the same coverage in all
areas. However, the USGS data collection process is ongoing
and there are already regions where this LIDAR data has been
collected on multiple dates allowing for a three-dimensional
comparison of changes to an incident site. To assess avail-
ability of data and resolution, there is a map on the USGS
3DEP website that includes a legend for lidar point clouds
(LPC) coverage areas with a unique color for each resolution
range in points per meter (Figure 1).

USGS LiDAR data is an excellent resource for the accident
reconstruction community. It shows potential to be used in
many ways including:

¢ Evaluating changes to incident sites in 3D

* Determining roadway grade and cross-slope

* Determining crest of a hill and line of sight

* Creating surfaced 3D terrains for simulation purposes

* Extending 3D models of incident sites to include
surrounding areas

* Improving photogrammetric solution accuracy
* Supplementing incomplete site inspection data

* Creating 3D models for sites with limited access

IELEERN USGS LiDAR coverage through 3DEP as of
December 2018.

Availability legend
DEM Source (OPR)
Ifsar DSM (Alaska only)

Ifsar ORI (Alaska only)

LPC - 0.700001 - 50.000000
LPC - 0.350001 - 0.700000
LPC-0.000001 - 0.350000
LPC - 0.000000

Map data © 2019 Google.

Previous research has shown that photogrammetric solu-
tions can be improved upon by utilizing USGS LiDAR to for
landmarks and terrain features that would be impractical to
document during a site inspection with typical surveying and
scanning equipment [14].

Another potential benefit is a time and cost savings. In
instances where there is little benefit from a site inspection
beyond determining and documenting the slope or percent
grade of the roadway, USGS LiDAR might prove to be a
suitable substitute for a time consuming and expensive trip.

Camera Matching
Photogrammetry

Camera matching photogrammetry is a close-range photo-
grammetry method. It utilizes the principles of reverse camera
projection within 3D software to locate three-dimensional
positions of evidence from photographs or video. In general,
the camera matching process involves the following:

1. Review of photographs and or video for both evidence
to be located and other scene features that will be
useful for alignment.

2. Obtain 2D aerial images for recreating site features.
These can typically be retrieved from online resources
that indicate the date the images were recorded. (This
step may not be needed if a site visit will be performed
and no site features have changed since the time of
incident, such as a repaving and restriping of the
roadway.)

3. Obtain 3D data of the site by recording during a site
visit, having provided by another party who has
visited the site, or downloading from online
resources.

4. Process and format the 3D data to be compatible with
3D modeling software to be used in camera matching.
This includes translation of useful 2D information
onto 3D surfaces.

5. Create a 3D environment by importing the 3D site
data into the 3D modeling software.

6. Analyze and correct for lens distortion from
photographs or video frames as needed.

7. Set the photograph or video frame as a viewport
background in the 3D modeling software.

8. Create a virtual camera in the 3D environment and
adjust the camera position, orientation, and field of
view until an alignment between the 3D environment
and the background image is achieved, utilizing the
tull resolution of the imagery, and ideally repeating
this step with multiple photographs.

9. Place evidence within the environment such that it is
aligned with the photograph or video frame and
either consistent with multiple cameras or with a
single camera on a known surface.

10. Peer review of saved camera match images and

evidence placement.

11. Save imagery to validate matches and evidence

placement.

© 2019 SAE International. All Rights Reserved.
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The process can be repeated for multiple images to deter-
mine motion over time, to place additional evidence in other
areas of the scene, or to further verify the location of placed
evidence from additional vantages. This photogrammetry
method is well accepted in the incident reconstruction
community. It has been used for many purposes including:

determining velocity and path of travel [9, 27, 28, 29], projec-
tion mapping [30, 31], and photo scanning [32, 33, 34, 35, 36].

In combination, USGS LiDAR data, aerial imagery, and
photographs or video from time of incident can be used to
create an accurate 3D scene reconstruction or model. The
methodology presented in this paper describes how to incor-
porate roadway markings and other scene features from aerial
images, evidence visible in historical aerial imagery, evidence
visible in photographs and video from time of incident, and
3D USGS LiDAR data in both surfaced and point cloud
formats to create a 3D model of an incident site that
represents the time of incident. The accuracy with which this
can be accomplished is described within the results and
conclusions section.

Methodology

Testing Sites

For the purposes of this study, three different sites were
selected for analysis. These sites were chosen for their prox-
imity and accessibility, and because it was known that USGS
LiDAR was available. They all offer unique features as well.
The first site can be classified as an urban residential area. The
second site is an urban business area, and the third site was
chosen within a state park and is more rural in nature

(Figure 2).

Evidence Placement

To simulate evidence documented by police or emergency
personnel at an incident site, five markings were placed on the
roadway surface at each site using green spray chalk. A 2018
Nissan Leaf was also parked at each site to represent a vehicle
point of rest. These were then photographed from various
locations using a Canon EOS 5D Mark IT with a 24-105mm
lens. All photographs to be used for camera matching photo-
grammetry were taken with a lens setting of 24mm.

Baseline Data Collection

A Sokkia Set5 30R total station was used with a prism to
document the spray chalk locations and a FARO Focus S 350
3D laser scanner was used to document the location and orien-
tation of the vehicle. This established known locations and
positions which were then used as the baseline for comparing
the accuracy of other solutions (Figure 3).

© 2019 SAE International. All Rights Reserved.
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m Site locations 1, 2, and 3 in order from top

to bottom.

m Recording locations of spray chalk and vehicle
using a total station and 3D laser scanning.

- i e s

Creating USGS LiDAR Based
3D Environments

USGS LiDAR data was selected and downloaded for each of
the three site locations. At each location, multiple collection
dates (2008 and 2013) were available. Both data sets were
available within the same resolution range (0.350001m -
0.700000m) as specified by USGS and the more recent date
was used to minimize differences in the scenes from time of
USGS LiDAR acquisition and site visit. After downloading
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the USGS LiDAR data in “LAS” file format, the point clouds
were imported into CloudCompare v. 2.9.1 [37] where the
point clouds were colorized based on intensity values stored
within the scalar properties. The intensity values are stored
as a grey scale value from white to black depending on the
amount of return energy measured during capture and can
be colorized based on any gradient chosen within the software.
Viewing the point cloud with intensity values makes it easier
to distinguish lane lines as well based on their retro-reflective
material and higher energy return relative to surrounding
surfaces [38]. The intensity colorized USGS LiDAR point cloud
data was then converted into “rcs” format using Autodesk
ReCap v.1.0 for use in Autodesk 3ds Max 2017, and Autodesk
AutoCAD 2017. It is worth noting that other file formats may
be required if working within alternate 3D modeling software.
A terrain mesh was then created using an isolated portion
of the same USGS LiDAR data. Using CloudCompare v.2.9.1,
areas farther from the center of the site were cropped out or
removed, as were points off of the roadway area. Outlier points
that can be described as individual points or “islands” were
visually detected and removed from the point cloud. The
statistical outlier removal (SOR) function may also be useful
for additional filtering, but it was not used in this study. The
point cloud was then subsampled using a 1m value to create
a less dense point cloud. The resulting point cloud was then
surfaced in CloudCompare, creating a 3D mesh (Figure 4).
Aerial imagery was then downloaded using CAD-Earth
v5.1.14. This software uses Google Earth imagery and is

IETIETE 1) USGS LIDAR point cloud with red to yellow
gradient for intensity values, 2) Terrain point cloud subsampled
to Im, 3) Resulting mesh terrain built from the subsampled
USGS LiDAR data.
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especially useful in processes that don’t involve a site visit as
the aerial imagery is automatically imported into AutoCAD
at the correct scale. To take advantage of higher resolution
aerial imagery available through other sources, NearMap, a
browser-based software, was used. This higher resolution
aerial was scaled and aligned to the Google aerial image from
CAD-Earth with a known scale. The aerial images were then
aligned to USGS LiDAR data using the intensity colorization
as a reference. Once aligned, roadway markings were traced
on top of the aerial imagery creating 2D vector-based lines.
To complete the 3D environment, the 2D aerial traced lines
were projected down to the 3D mesh created from USGS
LiDAR within Autodesk 3ds Max. This projection can
be accomplished using various tools including shape merging
and the free Glue Utility from iToo Software [39] (Figure 4).5

Evidence Locations from
Photogrammetry

Camera matching photogrammetry was used to solve for the
locations of the spray chalk marks as well as the vehicle
location and orientation. Five individuals performed the
camera matching process and solved for evidence locations
at all three sites. To do this they were given Autodesk 3ds Max
files for each site. These files included the USGS LiDAR point
cloud colorized with intensity values, the mesh terrain based

m From top to bottom, 1) NearMap aerial image, 2)
2D vector lines traced on aerial image, 3) Aerial traced 2D
vector lines and USGS LiDAR, 4) Resulting 3D environment
with vector lines projected onto surfaced ground mesh.

© 2019 SAE International. All Rights Reserved.
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on 1m spacing from the USGS LiDAR, 3D line work or splines
from traced aerial imagery, that were glued to the terrain
mesh, and a site photograph set as a viewport background.
The file also contained a mesh and point cloud of the vehicle
as well as a virtual camera. The subject vehicle, a 2018 Nissan
Leaf, was scanned using a FARO Focus S 350 3D laser scanner
from multiple locations resulting in a point cloud with over
14 million 3D points and good overall vehicle coverage. A
vehicle mesh model was purchased online and the overall scale
and vehicle proportions were adjusted to match the 3D scan
data. The camera and vehicle were arbitrarily placed outside
of the site environment. As part of the camera matching
process, individuals then adjusted the camera position, orien-
tation, and field of view until an alignment between the 3D
environment and the background image was achieved. They
then placed splines on the mesh terrain surface to indicate
the spray chalk locations and translated and rotated the
vehicle mesh until it was aligned to the photograph. Initially
the participants were only given one photograph to solve for
at each site. Their resulting evidence placements were recorded
for comparison to the known evidence locations and orienta-
tions. They were then given two additional photographs for
each site. After camera matching the additional two photo-
graphs, each individual reevaluated evidence placements for
all five spray chalk marks and the vehicle location and orienta-
tion until they believed they had achieved evidence placements
what were consistent with all three camera matches. These
three-photograph solutions were then recorded for compar-
ison to the known evidence locations and orientations

(Figure 6).

I Top: Camera matching photogrammetry
photograph, Bottom: Camera matched solution with USGS
LiDAR based 3D environment viewed through the virtual
camera. Evidence placements are also visible with blue
linework for the roadway spray chalk, and both geometric
mesh and point cloud visible for the vehicle placement
(Additional examples of the camera match solutions available
in Appendix A).

© 2019 SAE International. All Rights Reserved.

Overview of Methodology

The processes described in this methodology can be summa-
rized in the following steps:

1. Download, (https://viewer.nationalmap.gov/
basic/) colorize, and convert USGS LiDAR

point cloud.

2. Create surfaced mesh of the terrain using a
subsampled portion USGS LiDAR data.

3. Download aerial imagery, preferably using CAD-
Earth software to establish a known scale.

4. Trace roadway markings and features from aerial,
creating 2D vector-based lines.

5. Project the 2D vector-based lines onto the 3D
surfaced terrain

6. Create 3D environment to include USGS LiDAR point
cloud, surfaced mesh of terrain, and 3D lines of
roadway markings.

7. Analyze photographs to be used and correct for lens
distortion if needed.

8. Use camera matching photogrammetry to achieve an
alignment of the 3D environment to the photograph,
use multiple photographs where possible.

9. Based on the photogrammetry solution, place shapes
or geometry to represent evidence within the 3D
environment, such that it is consistent with all
camera matches.

10. Peer review of results.

Results

Site-01: LiDAR Comparison

To evaluate the accuracy of the USGS LiDAR in comparison
to traditionally collected LiDAR or ground-based LiDAR,
a distance comparison was performed. For this compar-
ison, a section of overlapping data from both the USGS
LiDAR and the ground-based LiDAR was chosen. This
section was approximately 96ft (29m) long and 34ft (10m)
wide (Figure 7).

Within the selected area the ground-based LiDAR data
contained 975,153 points for a resolution of approximately
301 points ft? (3,244 points m?). The USGS LiDAR data
contained 1,136 points for a resolution of approximately 0.4 ft*
(3.9 points m?). The distance comparison was performed in
CloudCompare [39] using the compute cloud distance tool.
This tool evaluates the distance between points of one 3D
point cloud to another based on the a nearest neighbor. All
distance measurements include both horizontal and vertical
distances between the two point clouds. When the USGS point
cloud and the ground-based point clouds were compared,
approximately 44% of the points were found to be within
0.6in, approximately 84% of the points were found to be
within 1.2in, and approximately 98% of the points were found
to be within 1.8in (Table 1).


https://viewer.nationalmap.gov/basic/
https://viewer.nationalmap.gov/basic/
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m Orthographic top view of site 1showing the area
used for terrain comparison. The grayscale area represents the
ground-based LiDAR point cloud, the red and orange colored
points represent the USGS LiDAR outside of the comparison
area. The USGS LiDAR points that were used in comparison are
colorized based on distance away from the ground-based
LiDAR data set (Distances by color shown in Table 1).

TABLE 1 A histogram showing USGS LiDAR point cloud
distances (inches) from ground-based LiDAR points.

C2C absolute distances[«<4] (1163 values) [8 classes]

Count

o & 8 B

e

0.7 1.05 1.4 1.75 Z1
C2C absolute distances[<4]

0.35

Site-01: Photogrammetry

At the first site, the average distance for placing the spray chalk
marks and for the center location of the vehicle from known
locations for all five participants was 5.8in (15cm) with a
standard deviation of 2.9in (7cm) when using only a single
camera match. When using three camera matches, the average
placement from known locations was 2.4in (6cm) with a
standard deviation of 1.1in (3cm). This results in an average
improvement of 56.3% in location accuracy when using three
camera matches over one camera match (Figures 8-11, Table 2).

Vehicle orientation (yaw, pitch, and roll) for site one was
found to be within .5° of known orientations on average, with
a standard deviation of .1° with a single camera match.
Orientations found with three camera matches were found to

© 2019 SAE International. All Rights Reserved.
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m Evidence placements (spray chalk and vehicle
location) for site 1 using only 1 camera match. Red coloring
represents the know evidence locations.

m A zoomed in area of blue box from Figure 8
showing placements of evidence #4 using a single camera
match. Red coloring represents the know evidence locations.

m Evidence placements (spray chalk and vehicle
location) for site 1 using 3 camera matches. Red coloring
represents the known evidence locations.

© 2019 SAE International. All Rights Reserved.
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m A zoomed in area of blue box from Figure 10

showing placements of evidence #4 using 3 camera matches.
Red coloring represents the know evidence locations.

© 2019 SAE International. All Rights Reserved.
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TABLE 2 Average distances for evidence locations (spray
chalk and vehicle position) from known locations including the
single camera match data set and the three camera match data
set for all five participants.

Site -1
Average Distance from Known Locations (Inches)

EVID-1 EVID-2 EVID-3 EVID-4 EVID-5 VEH-POS

m Single Camera Match ~ m Three Camera Matches

be within .4° of known orientations on average, with a
standard deviation of .2°.

Site-02: LIDAR Comparison

To evaluate the accuracy of the USGS LiDAR in comparison
to traditionally collected LiDAR or ground-based LiDAR, a
distance comparison was performed. For this comparison, a
section of overlapping data from both the USGS LiDAR and
the ground-based LiDAR was chosen. This section had a
calculated area of 2496ft? (232m?) (Figure 12).

Within the selected area the ground-based LiDAR data
contained 885,053 points for a resolution of approximately
355 points ft? (3,816 points m?). The USGS LiDAR data
contained 1,566 points for a resolution of approximately 0.6 ft?
(6.8 points m?). The distance comparison was performed in
CloudCompare [37] using the compute cloud distance tool.
This tool evaluates the distance between points of one 3D
point cloud to another based on the a nearest neighbor.

© 2019 SAE International. All Rights Reserved.

m Orthographic top view of site 2 showing the area
used for terrain comparison. The grayscale area represents the
ground-based LiDAR point cloud, the red and orange colored
points represent the USGS LiDAR outside of the comparison
area. The USGS LiDAR points that were used in comparison are
colorized based on distance away from the ground-based
LiDAR data set (Distances by color shown in Table 3).

© 2019 SAE International. All Rights Reserved.

TABLE 3 A histogram showing USGS LiDAR point cloud
distances (inches) from ground-based LiDAR points.

C2C absolute distances[<4] (1566 values) [8 classes]
480
400
320

240

Count

160

80

T
LZ 16 2 24 28 32 36
C2C absolute distances[<4]

0.4 0.8

© 2019 SAE International. All Rights Reserved.

All distance measurements include both horizontal and
vertical distances between the two point clouds. When the
USGS point cloud and the ground-based point clouds were
compared, approximately 58% of the points were found to
be within 0.9in, approximately 79% of the points were found
to be within 1.4in, and approximately 90% of the points were
found to be within 1.8in (Table 3).

Site-02: Photogrammetry

The second site, an urban business area, had the most accurate
results. The average distance for placing the spray chalk marks
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and for the center location of the vehicle from known locations
for all five participants was 4.4in (11cm) with a standard devia-
tion of 2.8in (7cm) when using only a single camera match.
When using three camera matches, the average placement
from known locations was 1.3in (3cm) with a standard devia-
tion of 0.5in (1cm). This results in an average improvement of
67.8% in location accuracy when using three camera matches
over one camera match (Figures 13-16, Table 4).

Vehicle orientation (yaw, pitch, and roll) for site two was
found to be within .5° of known orientations on average, with
a standard deviation of .1° with a single camera match.
Orientations found with three camera matches were found to
be within .4° of known orientations on average, with a
standard deviation of .2°.

Site-03: LIiDAR Comparison

To evaluate the accuracy of the USGS LiDAR in comparison
to traditionally collected LiDAR or ground-based LiDAR,
a distance comparison was performed. For this comparison,

m Evidence placements (spray chalk and vehicle
location) for site 2 using only 1 camera match. Red coloring
represents the known evidence locations.

m A zoomed in area of blue box from Figure 13
showing placements of evidence #5 using a single camera

match. Red coloring represents the know evidence locations.

© 2019 SAE International. All Rights Reserved.
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m Evidence placements (spray chalk and vehicle
location) for site 2 using 3 camera matches. Red coloring
represents the known evidence locations.

m A zoomed in area of blue box from Figure 15
showing placements of evidence #5 using 3 camera matches.
Red coloring represents the know evidence locations.

TABLE 4 Average distances for evidence locations (spray
chalk and vehicle position) from known locations including the
single camera match data set and the three camera match data
set for all five participants.

O RLr N WA UL ODN O O

Site - 2
Average Distance from Known Locations (Inches)

EVID-1 EVID-2 EVID-3 EVID-4 EVID-5 VEH-POS

m Single Camera Match

m Three Camera Matches

© 2019 SAE International. All Rights Reserved.
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m Orthographic top view of site 2 showing the

area used for terrain comparison. The grayscale area
represents the ground-based LiDAR point cloud, the red
colored points represent the USGS LiDAR outside of the
comparison area. The USGS LiDAR points that were used in
comparison are colorized based on distance away from the
ground-based LiDAR data set (Distances by color shown in
Table 3).

© 2019 SAE International. All Rights Reserved.

a section of overlapping data from both the USGS LiDAR
and the ground-based LiDAR was chosen. This section
was approximately 96ft (29m) long and 34ft (10m) wide
(Figure 17).

Within the selected area the ground-based LiDAR data
contained 1,140,542 points for a resolution of approximately
331 points ft* (3,568 points m?). The USGS LiDAR data
contained 565 points for a resolution of approximately 0.2 ft*
(1.8 points m?). The distance comparison was performed in
CloudCompare [37] using the compute cloud distance tool.
This tool evaluates the distance between points of one 3D
point cloud to another based on the a nearest neighbor. All
distance measurements include both horizontal and vertical
distances between the two point clouds. When the USGS
point cloud and the ground-based point clouds were
compared, approximately 62% of the points were found to
be within 0.6in, approximately 81% of the points were found
to be within 0.8in, and approximately 97% of the points were
found to be within 1.2in (Table 5).

Site-03: Photogrammetry

The third site which was more rural in nature and located
inside of a state park, had the least accurate results. The average
distance for placing the spray chalk marks and for the center
location of the vehicle from known locations for all five partic-
ipants was 7.4in (19cm) with a standard deviation of 4.1in
(10cm) when using only a single camera match. When using
three camera matches, the average placement from known
locations was 5.3in (14cm) with a standard deviation of 2.7in
(7cm). This results in an average improvement of 26.9%

© 2019 SAE International. All Rights Reserved.
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TABLE 5 A histogram showing USGS LiDAR point cloud
distances (inches) from ground-based LiDAR points.

C2C absolute distances[<4] (565 values) [8 classes]
150
125

100

Count

75

50

0.25

0.5 0.75 1
C2C absolute distances[<4]

1.25 15

in location accuracy when using three camera matches over
one camera match (Figures 18-21, Table 6).

Vehicle orientation (yaw, pitch, and roll) for site three was
found to be within .4° of known orientations on average, with
a standard deviation of .3° with a single camera match.
Orientations found with three camera matches were found to
be within .2° of known orientations on average, with a
standard deviation of .1°.

One Camera Match and Three
Camera Matches

With a single camera match the combined average distances
from all three sites from placed evidence (spray chalk and
vehicle) to known locations was found on average to be 5.8in
(15cm) from known locations, with a standard deviation of
1.2in (3cm). And the combined average vehicle orientation

m Evidence placements (spray chalk and vehicle
location) for site 3 using only 1 camera match. Red coloring
represents the known evidence locations.
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m A zoomed in area of blue box from Figure 18
showing placements of evidence #2 using a single camera
match. Red coloring represents the know evidence locations.

m Evidence placements (spray chalk and vehicle
location) for site 3 using 3 camera matches. Red coloring
represents the known evidence locations.

m A zoomed in area of blue box from Figure 20
showing placements of evidence #2 using 3 camera matches.
Red coloring represents the know evidence locations.

© 2019 SAE International. All Rights Reserved.
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TABLE 6 Average distances for evidence locations (spray
chalk and vehicle position) from known locations including the
single camera match data set and the three camera match data
set for all five participants.

Site -3
Average Distance from Known Locations (inches)

EVID-1 EVID-2 EVID-3 EVID-4 EVID-5 VEH-POS

B R e
o R N

O R N WA ULODN O

m Single Camera Match ~ m Three Camera Matches

TABLE 7 Average distance from evidence placements to
know evidence locations for all three sites using only one
camera match.

Average Evidence Placements
from Known Locations (Inches)

Site-1 Site -2 Site - 3

B R e
oV N

O R N WA LN O

m Single Camera Match ~ m Three Camera Matches

differences on all axes for all three sites was found to be 0.5°
with a standard deviation of 0.03° (Tables 7, 8).

With three camera matches the combined average
distances from all three sites from placed evidence (spray
chalk and vehicle) to known locations was found on average
to be 3.0in (8cm) from known locations, with a standard
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TABLE 8 Average distance from evidence placements to
know evidence locations for all three sites using three
camera matches

Average Vehicle Placement
from Known Orientation (Degrees)

1.0 1~
0.9 A1
0.8 4
0.7 A
0.6
0.5 A
0.4 4
0.3 4
0.2 4
0.1 A
0.0 -

D
Site-3

Site-1 Site - 2

Single Camera Match M Three Camera Matches

deviation of 1.7in (4cm). And the combined average vehicle
orientation differences on all axes for all three sites was found
to be 0.3° with a standard deviation of 0.07° (Tables 7, 8).

Summary/Conclusions

Based on the results achieved through this study, the authors
believe that this methodology will prove useful to the accident
reconstruction community. While more accurate results may
be achieved with a site visit, there are instances where a site
visit is impractical or of little value due to significant site
changes. In these instances, using USGS LiDAR, aerial photo-
graphs, and photos containing evidence to create a 3D model
may be the best if not only solution available.

On average, placement of evidence using three camera
matches was shown to have a 50.3% improvement in evidence
placement over using only one camera match. The first site
showed a 56.3% improvement, the second site showed a 67.8%
improvement and the third site showed a 50.3% improvement.
Consistent with previous literature, highly accurate solutions
can be achieved with a single camera match, provided that
there is a known surface, but in general, including additional
camera matches with unique vantages to the photogrammetry
solution, has been shown to increase accuracy.

Limitations

There are potential limitations when using this methodology.
Aerial imagery must be available with a resolution high
enough to uniquely distinguish features to be used in camera
matching. Aerial images can contain perspective distortion
based on the incidence angle of the camera when the photo-
graph was taken. This distortion is prevalent in scenes with

© 2019 SAE International. All Rights Reserved.

significant elevational differences and particularly over larger
distances. The USGS LiDAR data sets are not imagery based
and are therefore not subject to perspective distortion.
Inability to align an aerial with USGS LiDAR can be an indi-
cator of perspective distortion. The alignment can be used as
a method for evaluating if perspective distortion is present
within an aerial image.

Similarly, USGS LiDAR must be available. While
untested, it may be possible to achieve similar results with
lower resolution USGS LiDAR point clouds. However, as the
3DEP program progresses, higher resolution will become
available throughout the United States.

This study represents a less than ideal situation for
obtaining evidence from photographs using camera matching
photogrammetry without a site visit. With a site visit and
opportunity to document a site using traditional means,
smaller differences between placed evidence locations and
known evidence locations can be achieved.

The accuracy of the camera matching process is depen-
dent on the angle of incidence as determined by the elevation
of the camera, the elevation of the evidence to be placed, and
the distance between the camera and the evidence [14].
Similarly, lower resolution imagery can also limit the photo-
grammetric accuracy achievable. Lens distortion can also
affect photogrammetric accuracy. The accuracy of evidence
placement within this paper may not be achievable when lens
distortion is not considered and when appropriate measures
for lens correction are not implemented [41, 42, 43].

Discussion

While all three sites were classified as having the same LIDAR
point cloud resolution from USGS (0.350001 to 0.700000m?),
the calculated points per square meter from the comparison
area of site 3 fell below this resolution. The authors noticed
that within the USGS data sets there are what appears to
be overlapping of LiDAR data. This is likely from multiple
passes and collected for alignment purposes. This can be seen
within the LiDAR data downloaded for site 3, but not in the
area where the USGS LiDAR point cloud was compared to the
ground-based LiDAR point cloud. The higher density data in
this set was used in the camera matching process that utilized
data beyond the LIDAR comparison area, but the lower resolu-
tion comparison data was used for creating the surfaced
terrain for tracing camera match evidence (Figure 22).

The National Center for Airborne Laser Mapping
(NCALM) is another online resource for Aerial LIDAR [44].
While the data does not appear to have intensity values, this
is another potential resource for reconstructing scenes using
historical LIDAR data. The data collection is funded by private
investors and typically released to the public six months to
two years afterwards depending on the data policy type, and
perhaps sooner if approved by the investor. The data is then
released through OpenTopography [45].

While all of the vehicle orientations were found to
be within 0.5° on average the pitch was found to be the most
accurate axis. The authors believe and attribute this to the
ability to distinguish small differences in angles more easily
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m Perspective view of site 3 showing the area

used for terrain comparison and the higher resolution data in
the distance (dark blue). The grayscale area represents the
ground-based LiDAR point cloud, the red and blue colored
points represent the USGS LiDAR outside of the comparison
area. The USGS LiDAR points that were used in comparison are
colorized based on distance away from the ground-based
LiDAR data set (Distances by color shown in Table 5).

over greater distances. The overall vehicle length is greater
than the its overall width or height, making it easier to distin-
guish the axis or axes along which the length of the vehicle
corresponds. With photographs taken near eye level like those
in this study, small changes in the vehicle pitch would be most
easily distinguished, allowing for the pitch angle to be orien-
tated with greater accuracy. In instances where photographs
or video was taken from a more aerial vantage, the vehicle
yaw angle would be more easily distinguished allowing for
placement in this axis with greater accuracy.

It is worth noting that photogrammetry is a science.
There is no error inherent with photogrammetry, including
camera-match photogrammetry. Photogrammetry errors are
introduced when there is a lack of accurate useable data, a
misunderstanding of the processes required for accurate
photogrammetry solutions, misuse of software, the accep-
tance of inaccurate, lower quality, or less than perfect solu-
tions, or any combination of these.

Camera matching photogrammetry was performed using
Autodesk 3ds Max 2017. Future updates to this software and
use of other software with more automated camera solutions
may further improve upon these results. Likewise, higher
resolution USGS LiDAR data and newer data with improved
filtering models may also improve upon these results.
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3DEP - Three-Dimensional Elevation Program

ASPRS - American Society of Photogrammetry and
Remote Sensing

camera matching - A close-range photogrammetry method
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computer driven software. The software is utilized to solve for
the camera location, orientation, and field of view.

EXIF - Exchangeable image file format, metadata stored
within photographs, videos, and audio files

LAS - LASer public file format developed by the ASPRS for
3D point cloud data exchange

LiDAR - Portmanteau for light and radar, or an acronym for
Light Detection and Ranging

NCALM - National Center for Airborne Laser Mapping

photo scanning - A photogrammetric application where
multiple (typically many) photographs with significant overlap
in subject matter, are imported into software that solves for
each camera location and creates a resulting 3D point cloud
(also referred to as Multi-view photogrammetry)

Appendix A

photogrammetry - Defined by ASPRS as: The art, science,
and technology of obtaining reliable information about
physical objects and the environment through process of
recording, measuring and interpreting photographic images
and patterns of recorded radiant electromagnetic energy and
other phenomena.

point cloud - Large numbers (typically millions) of 3D data
points commonly obtained through 3D scanning or
photo scanning

POR - Point of Rest
SOR - Statistical Outlier Removal
USGS - United States Geological Survey

Camera matches from one of the five participants including all three camera matches from each of the three sites.
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Appendix B

Recorded known evidence locations and evidence placements from all 5 participants at all three sites.
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Site 1: Known evidence locations

X Y z
EVID-1 | -437.36 53.45 5941.00
EVID-2 | -370.50  120.42 5941.25
EVID-3 | -318.71  146.39 5939.44
EVID-4 | -302.33 16.93 5941.60
EVID-5 | -244.09 24.20 5940.30
VEH-POS| -397.07  349.11 5963.40
VEH-ROT 3.99 0.59 133.26

Site 1: Evidence placements (one camera match)

X Y z Dif X Y z pif X Y z pif X Y z Dif X Y z
EVID-1 | 44202 5532 594072 | 5.02 | -442.24 5435 5040.83 | 496 | -441.43 5495 5940.61 | 436 | -443.73 51.9923 5940.61 | 6.55 | 43939 5139  5940.94 | 2.88
EVID-2 | -369.48 12564 5939.95 | 547 | -369.37 12473 5040.06 | 461 | -369.76 12244 594043 | 2.30 | -373.64 119753 5940.46 | 3.30 | 36733 121.67 5940.03 | 3.62
EVID-3 | -317.89 150.86 5938.42 | 466 | -317.55 15012 593856 | 401 | -319.85 14534 5939.26 | 156 | -329.21 139.971 5939.26 |12.31| 31751 14551 5938.59 | 1.72
EVID-4 -308.84 20.33 5940.98 | 7.37 | -308.23 19.23 5941.12 | 6.35 | -307.39 17.66 5941.32 | 5.12 -312.7 15.221 5941.35 |10.51| -306.99 15.58 5941.12 | 4.87
EVID-5 | 24857 2828  5939.92 | 6.07 | -248.73 2660 594008 | 522 | -248.39 2468  5940.61 | 433 | -256.75 217278 59406 |12.90| -249.42 2193  5940.13 | 5.79
VEH-POS -391.39 356.42 5962.82 | 9.28 | -394.17 351.73 5962.48 | 4.01 | -387.45 351.81 5962.26 | 10.06 | -394.05 357.842 5961.47 | 9.44 | -392.53 349.18 5961.43 | 4.95
AVG (in) | 6.31 AVG (in) | 4.86 AVG (in) | 4.62 AVG (in) | 917 AVG (in) | 3.97
AVG (cm) [ 16.03 AVG (cm) [12.34 AVG (cm) [11.74 AVG (cm) [ 23.29 AVG (cm) [10.10
VEH-ROT 3.16 0.37 133.90 3.61 0.49 133.71 3.60 0.80 132.48 3.60 0.70 132.47 4.74 0.31 133.79
083 022 065 |056| -038  -010 046 |031]| -039 021 078 [046| 035 011  -079 [043| o075 028 053 [052
Site 1: Evidence placements (three camera matches)
" v > Dif < : > Dif " : > Dif . v S Dif " . > Dif
EVID-1 | 437.96 5144  5940.78 439.99 5453  5940.62 43898 5118 594095 44233 5338 594061 43979 5344 594111
EVID-2 -371.18 119.45 5941.39 -372.64 121.64 5941.04 -370.29 118.46 5940.74 -375.09 123.58 5940.41 -370.59 120.20 5941.37
EVID-3 | -31891 14546 5939.38 32069 147.05 5939.20 31821 143.83  5938.82 32145 14670  5938.24 -317.53 14478  5939.65
EVID-4 -303.94 16.40 5941.43 -305.42 18.29 5941.31 -302.09 14.05 5941.28 -306.20 17.53 5941.33 -302.21 14.82 5941.58
EVID-5 | 24462  23.83  5940.32 24612 2589 594057 24289 2148 594038 24602 2429 5940.83 24291 2264 594051
VEH-POS -397.78 349.82 5963.07 . -398.78 349.46 5963.29 -396.26 347.34 5962.63 . -397.78 348.16 5962.55 K -395.30 346.86 5963.25
AVG (in) | 1.28 AVG (in) | 2.58 AVG (in) | 2.57 AVG (in) | 346 AVG (in) | 1.94
AVG (cm) [ 3.24 AVG (cm) | 6.45 AVG (cm) [ 652 AVG (cm) [ 8.79 AVG (cm) [ 4.93
VEH-ROT | 3.66 066 13298 361 049 13141 419 050 13284 3.60 070 13247 470 052 13290
-0.34 0.07 -0.28 0.23 -0.38 -0.10 -1.84 .78 0.19 -0.09 -0.42 0.23 -0.39 0.11 -0.79 0.43 0.71 -0.07 -0.36 0.38
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Site 2: Known evidence locations

X z
EVID-1 | -412.11  472.04 5982.41
EVID-2 | -297.45 385.49 5985.15
EVID-3 | -263.50  325.19 5985.88
EVID-4 | -417.60 317.75 5982.23
EVID-5 | -39237 26179 5982.54
VEH-POS| -570.61  204.78 6012.91
VEH-ROT 231 0.53 -159.91

Site 2: Evidence placements (one camera match)

" v - Dif . : . Dif . 3 - Dif " v . Dif " . . Dif
EVID1 | 41534 47581 5982.87 | 499 | -414.89 476.16 598268 | 498 | -413.68 473.80 598277 | 239 | -413.08 473.768 59827 | 2.01 | 41581 47670 5982.86 | 5.98
EVID-2 -302.83 390.56 5985.26 | 7.39 | -301.86 389.31 5984.76 | 5.84 | -298.70 386.59 5985.22 | 1.66 | -297.08 384.023 5984.7 1.58 | -303.06 391.46 5985.28 | 8.19
EVID-3 | 26443 323.83 5984.88 | 192 | -264.22 32409 598467 | 178 | -261.17 32138 5985.02 | 455 | -250.38  317.65 5984.65 | 8.68 | 26516 32591  5985.02 | 2.00
EVID-4 -417.65 317.94 5981.87 | 0.42 | -417.87 318.13 5981.61 | 0.78 | -415.69 312.58 5981.82 | 5.53 | -416.33 314.42 5981.71 | 3.60 | -418.02 318.79 5982.07 | 1.14
EVID-5 | -390.73  257.66 598152 | 456 | -391.10 257.67 598126 | 450 | -387.94 25115 598153 |11.57| -389.16 252775 598134 | 9.65 | -390.99  256.70  5981.69 | 5.35
VEH-POS -568.63 196.76 6011.94 | 8.31 | -568.41 200.94 6012.06 | 4.50 | -569.09 205.23 6012.66 | 1.60 | -569.09 205.225 6012.66 | 1.60 | -568.41 201.99 6012.42 | 3.58
AVG (in) | 4.60 AVG (in) | 3.73 AVG (in) | 4.55 AVG (in) | 452 AVG (in) | 4.37
AVG (cm) [11.68 AVG (cm) | .48 AVG (cm) [11.56 AVG (cm) [11.48 AVG (cm) [11.11
VEH-ROT | 270 028  -160.30 350 069  -159.25 110 057  -159.59 110 057  -159.59 249 040  -158.91
0.40 -0.24 -0.38 0.34 1.19 0.17 0.67 0.67 -1.21 0.04 0.32 0.52 -1.21 0.04 0.32 0.52 0.18 -0.13 1.00 0.44
Site 2: Evidence placements (three camera matches)
" v n Dif ” : 5 Dif ” : > Dif —x > z Dif —x " > Dif
EVID1 | 41357 47147 5981.80 41273 473.02 5982.17 | 1.19 | 41289 471.80 598184 | 107 | -412.96 47152 598264 41305 47159 598192
EVID-2 -298.63 384.68 5984.65 -297.52 386.77 5984.72 | 1.34 | -298.53 385.75 5984.61 | 1.23 | -296.57 385.79 5984.68 -297.21 385.25 5984.77
EVID-3 | 26427 32465 5985.27 26332 32608 5985.29 | 1.09 | -263.97 32568 5985.48 | 079 | -263.63 32446 598552 26511  325.03 598472
EVID-4 -416.68 317.20 5981.77 -416.79 317.79 5981.83 -417.63 318.11 5981.88 316.51 5982.34 -417.88 317.48 5981.75
EVID-5 | 39164 26120  5982.06 39111 26188 5982.18 39176 263.03  5982.06 26145 598145 -301.88 26170 598179
VEH-POS | -569.55  203.00 6012.13 569.52  203.30  6012.27 | 1.94 | -569.64 20421  6012.60 203.59  6012.64 56882  202.89 601148 | 2.
AVG (in) | 1.46 AVG (in) | 1.30 AVG (in) | 1.04 AVG (in) AVG (in) | 1.35
AVG (cm) [ 371 AVG (cm) | 3.30 AVG (cm) | 2.64 AVG (cm) AVG (cm) [ 3.44
VEH-ROT | 211 066  -159.68 2.36 069  -158.88 2.08 031  -159.92 110 057  -159.13 248 042 15931
-0.20 0.13 0.23 0.19 0.55 0.16 1.03 0.58 -0.23 -0.21 0.00 0.15 -1.21 0.04 0.78 0.68 0.18 -0.11 0.61 0.30
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Site 3: Known evidence locations

X Y z
EVID-1 | -663.55 -383.39  6003.42
EVID-2 | -655.70 -326.77  6004.77
EVID-3 | -805.58 -410.51  6005.02
EVID-4 | -817.99 -353.82  6006.21
EVID-5 | -72831 -194.66 6007.28
VEH-POS | -477.55 -361.30  6031.25
VEH-ROT 1.80 1.27 -2.94

Site 3: Evidence placements (one camera match)

" v - Dif . : . Dif . 3 - Dif " v . Dif " . . Dif
EVID1 | -666.24 -384.07 6004.27 653.05 37754 6004.15 66931 38662 6004.08 67147 38535 600368 66137 38167 6003.64 | 2.79
EVID-2 -659.95 -329.26  6005.45 -646.36 -321.71 6005.45 -662.53 -330.73  6005.20 -666.38 -330.51 6004.73 -653.60 -325.46 6004.96 | 2.49
EVID-3 | -803.57 -410.15  6005.87 79347 -405.00  6005.58 -809.41 -413.91 6005.48 -810.74 -41117 600517 -802.36  -408.96 6005.20 | 3.58

EVID-4 -815.48 -354.97  6007.05 -805.79 -349.22 6006.79 -820.64 -357.48 6006.80 . -822.64 -355.39  6006.34 -813.20 -352.40 6006.21
EVID-5 | 73218 20173 6007.93 72007 -193.65 6007.81 73416 20112 600778 | 873 | -737.75 -200.89  6007.61 72689 -196.79  6007.33 | 2.56
VEH-POS -488.96 -369.74  6030.43 -471.00 -357.97 6030.88 . -487.60 -368.77 6030.51 |12.55| -491.74 -368.72 6030.45 . -478.91 -362.26 6030.49 | 1.83
AVG (in) | 5.88 AVG (in) |10.79 AVG (in) | 7.58 AVG (in) | 949 AVG (in) | 3.08
AVG (cm) [14.93 AVG (cm) [27.42 AVG (cm) [19.26 AVG (cm) [24.10 AVG (cm) [ 7.73

VEH-ROT | 188 151 261 193 084 172 175 100 279 175 110 229 2.30 080 136
0.08 0.24 0.33 .22 0.13 -0.43 1.22 0.59 -0.06 -0.27 0.15 0.16 -0.06 -0.17 0.65 0.29 0.50 -0.46 1.58 0.85

Site 3: Evidence placements (three camera matches)

" v n Dif ” : 5 Dif ” : > Dif —x > z Dif —x " > Dif
EVID-1 | -664.58 -383.99 6003.91 | 1.29 | -665.50 -385.20 6004.03 | 2.73 | -669.14 -387.82 6004.05 | 7.16 | -672.33 -387.19 6003.70 | 9.57 | 66622 -388.24 6004.33 | 5.61
EVID-2 -656.35 -327.46 6005.11 | 1.00 | -657.98 -328.89 6005.26 | 3.15 | -661.61 -330.93 6005.21 | 7.24 | -664.09 -330.58 6004.82 | 9.21 | -657.46 -330.15 6005.57 | 3.89
EVID-3 | -804.00 -410.47 6005.35 | 162 | -804.54 -41137 600550 | 144 | -808.56 -414.32 600547 | 4.86 | -811.41 -413.01 600524 | 6.34 | -809.14 -41528 6005.45 | 5.96
EVID-4 -816.61 -355.11 6006.54 | 1.91 | -817.12 -355.73 6006.76 | 2.17 | -821.42 -359.39  6006.77 | 6.55 | -823.98 -357.96 6006.33 | 7.28 | -821.91 -358.22 6006.65 | 5.91
EVID-5 | -727.80 -197.61 6007.66 | 3.00 | -729.81 20009 6007.75 | 5.66 | -732.66 -201.78 6007.78 | 8.36 | -736.46 -199.44 6007.83 | 9.46 | -73153 -199.22  6008.15 | 5.65
VEH-POS | -479.46 -362.97 6030.99 | 2.55 | -481.45 -364.32 603101 | 4.94 | -485.14 -366.66 6031.01 -486.05 -366.06 603122 | 9.74 | -480.01 -366.88 603179 | 6.12
AVG (in) | 1.90 AVG (in) | 3.35 AVG (in) | 7. AVG (in) | 8.60 AVG (in) | 5.52
AVG (cm) [ 4.82 AVG (cm) | 8.50 AVG (cm) [18.40 AVG (cm) [21.85 AVG (cm) [14.03

VEH-ROT | 097 172 31 2.01 140 291 156 133 257 175 071 273 174 123 320
-0.84 0.45 -0.16 0.48 0.21 0.13 0.03 0.12 -0.25 0.12 0.37 0.25 -0.06 -0.56 0.21 0.28 -0.06 -0.04 -0.26 0.12
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