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Chapter One

Soru 1

Sisteme asagidaki kullanicilar: ekleyin.

e ares
e Z€Uus

« hades

« athena

Cevap

useradd ve adduser komutlar: kullanilabilir. Tek komut:

adduser ares && adduser zeus && adduser hades && adduser athena

[root@rhcsa
[root@rhcsa
[root@rhcsa
[root@rhcsa
[root@rhcsa

ares:x:1001

~]# adduser ares

~]# adduser zeus

~]# adduser hades

~]# adduser athena

~]# tail -n 4 /etc/passwd

:1002: :/home/ares:/bin/bash
Zeus:x:1002:

1003::/home/zeus:/bin/bash

hades:x:1003:1004::/home/hades:/bin/bash
athena:x:1004:1005::/home/athena:/bin/bash

[root@rhcsa

Soru 2

~1#

Sisteme asagidaki gruplar ekleyin.

« jboss
« jenkins

jboss grubunun GID degeri 1050 olmalidir.
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Cevap

Grup olustururken “groupadd” komutu kullanilir. GID degeri, -g paramatresi ile belirtilir.

groupadd -g 1050 jboss
groupadd jenkins

[root@rhcsa ~]# groupadd -g 1050 jboss
[root@rhcsa ~]# groupadd jenkins
[root@rhcsa ~]# tail -n 2 /etc/gro
groff/ group group-

[root@rhcsa ~]# tail -n 2 /etc/gro

groff/ group group-

[root@rhcsa ~]# tail -n 2 /etc/group
jboss:x:1050:

jenkins:x:1051:

[root@rhcsa ~]# I

Soru 3

/home dizini altinda “wildfly” isimli bir klasor olusturun. Klasor, asagidaki ozelliklere sahip
olmalidir.

« Grup sahibi “jboss”
« Olusturulacak dosyalar ve dizinler otomatik olarak “jboss” grubuna ait olmali

Cevap

Yeni bir klasor “mkdir” komutu ile olusturulur. Grup sahiplik bilgisi chgrp komutuyla yapilabilecegi
gibi, chown komutu kullanilarak da yapilabilir.

mkdir /home/wildfly
chmod g+s /home/wildfly/
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[root@rhcsa ~]# mkdir /home/wildfly
/var/spool/mail/root'de postaniz var
[root@rhcsa ~]# chgrp jboss /home/wildfly/
[root@rhcsa ~]# 1s -1d /home/wildfly/
drwxr-xr-x. 2 root jboss 6 Sub 15 18:51

[root@rhcsa ~]#

[root@rhcsa ~]#

[root@rhcsa ~]# chmod g+s /home/wildfly/
[root@rhcsa ~]# I

Tkinci secenege gore, /home/wildfly klasorii altinda olusturulacak olan her bir nesnenin grup
sahibinin jboss olmasi gerekmektedir. Bu islem grup diizeyinde stick bit verilerek yapilabilir.

Ekran goriintiisiinde yeni bir dosya olusturularak sahiplik bilgisi listelenmistir.

[root@rhcsa ~]# touch /home/wildfly/ornek
[root@rhcsa ~]# 1s -1 /home/wildfly/
toplam ©

-rw-r--r--. 1 root jboss © Sub 15 18:53 ornek
[root@rhcsa ~]1#

Soru 4

Asagidaki ozelliklere gore yeni bir kullanici olusturun.

« Kullanicr ad1: user1

« Kullanic1 ID’si 1071

« Kullaniciya ait shell zsh olmali

« Parola byt3m3

« Kullanici jenkins grubuna ait olmali

Cevap

/etc/passwd dosyasi manuel olarak degistirilerek veya grafik arabirimi kullanilarak da bu islemler
yapilabilir fakat efektif yontem, bunu adduser komutu ile gerceklestirmektir.

adduser -u 1071 -s /bin/zsh -p byt3m3 -G jenkins user1l
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-u parametresi UID’yi, -s parametresi kullanicinin kabuk bilgisini, -p parolay1 ve -G de dahil olacag:
grubu belirtir. Son olarak “user1” seklinde kullanici ad1 belirtilmistir.

[root@rhcsa home]# adduser -u 1071 -s /bin/zsh -p byt3m3 -G jenkins userl
Mesaj kutusu dosyasi1 yaratiliyor: Dosya var

[root@rhcsa homel# tail -nl /etc/passwd
userl:x:1071:1071::/home/userl:/bin/zsh

[root@rhcsa home]l# 1s -1d /home/userl
. 2 userl userl 62 Sub 15 19:05
[root@rhcsa home]#

Soru 5

Her Pazar giinti 17:46’da kok dizin altindaki “run” scriptini ¢aligtiracak bir cron isi olusturun.

Cevap

crontab -e
komutu ile yeni bir cron olusturulur.
46 17 * * @ bash /run

[lk olarak dakika belirlenir: 46

Ikinci siitunda saat belirtilir: 17

Ay veya hafta ile ilgili bir degisiklik istenmedigi icin, her ayin her haftasinda gecerli olacak sekilde
** yazilir.

Her Pazar giinii istendigi i¢in, Pazar giiniine denk gelen 0 rakami yazilir.

Son olarak, kok dizin altinda yer alan run scriptinin ¢alistirilmasi i¢in gerekli komut yazilir.

[root@rhcsa ~]# crontab -e
crontab: installing new crontab
[root@rhcsa ~]# crontab -1

46 17 * * 0 bash /run
[root@rhcsa ~]#

Soru 6

Her ayin 17. giiniinde baslay1p, 7 dakikada bir tekrar eden, /tmp/logs dizini silen ve user1’e ait olan
bir cron isi olusturun.
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Cevap

Bu sefer spesifik bir kullanici istenildigi i¢in, -u parametresi ile kullanici adi belirtilmelidir.
crontab -e -u usertl

[lk olarak “7 dakikada bir” kosulu belirlenir, ikinci kosul ise islemin her ayin 17. giiniinde yapilma-
sidir. Son olarak /tmp/logs dizinin silinmesi “rm -rf” komutu ile belirlenir.

*/7 % 47 * * rm -rf /tmp/logs

[root@rhcsa ~]# crontab -e -u userl
crontab: installing new crontab

[root@rhcsa ~]# crontab -u userl -1
/7 * 17 * * rm -rf /tmp/logs
[root@rhcsa ~]1#

Soru 7

denizparlak.dev/linux/kernel adresindeki kernel paketini kurun ve varsayilan kernel olarak ayarla-
yin.
Not: Eski kernel secilebilir olmalidir.

Cevap

Soru 8

Sistem saatini xx NTP sunucunu kullanarak senkronize edin.

Soru 9

Asagidaki ozelliklere sahip olan nesneyi bulan find komutunu yazin.

« Tip: klasor
« Sahibi: athena
« Izin yetkileri: 0750
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Cevap

find / -type d -user athena -perm 0750

Dosya, dizin, link gibi tip ayrimlar1 -type parametresi ile yapilir, klasor istendigi i¢in “d” secilmistir.
Kullanici sahipligi i¢in -user kullanilir. Son olarak, chmod degeri bazinda arama yapmak i¢in -perm
parametresi uygulanir.

. MacOS — root@rhcsa:~ — ssh « Python -S ~/google-cloud-sdk/lib/gcloud.py be

00 @
[root@rhcsa ~]# find / -type d -user athena -perm 0750

/tmp/arm
[root@rhcsa ~]#

Soru 10

Asagidaki ozelliklere sahip olan nesneleri /home/zeus/ dizinine kopyalayan find komutunu yazin.

« Tip: dosya
« Grup sahibi: jboss
« Boyut: 100 MB’tan biiyiik

Cevap

find / -type f -group jboss -size +100M -exec cp -p {} /home/zeus \;

Bu sefer dosya tipi istendigi i¢in -type parametresi “-f” olarak secilmistir. Dosya boyutu belirlenirken
-size, grup bazinda sahiplik belirtirken -group parametresi kullanilir. Bu soruda ayrica ilgili 6zellik-
leri tasiyan dosyalarin bir baska dizine kopyalanmasi istenmistir, find komutu ile bu tiir islemler
-exec parametresi ile yapilmaktadir.

® @® . MacOS — root@rhcsa:/boot — ssh « Python -S ~/google-cloud-sdk/lib/gcloud.py beta compute --project upbeat-polygon-253119 ssh --zone us-centrall-a rhc.

[root@rhcsa boot]# find / -type f -group jboss -size +100M -exec cp {} /home/zeus \;
find: ‘/proc/9167/task/9167/fdinfo/6’: Bdyle bir dosya ya da dizin yok

find: ‘/proc/9167/fdinfo/5’: Bdyle bir dosya ya da dizin yok

[root@rhcsa boot]# 1ls -1h /home/zeus/

toplam 359M

-rw-r--r--. 1 root root 359M Sub 16 17:37 primary.xml.sqlite

[root@rhcsa boot]# 1s -1 /var/cache/yum/x86_64/7Server/rhui-rhel-7-server-rhui-rpms/gen/primary.xml.sq
lite

-rw-r--r--. 1 root jboss 376212480 Sub 15 18:09 /var/cache/yum/x86_64/7Server/rhui-rhel-7-server-rhui-
rpms/gen/primary.xml.sqlite
[root@rhcsa boot]# l

Soru 11

/tmp/upgrades dizinini /home/ares/ klasoriine backup.bz2 adiyla arsivleyin.
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Cevap

Soruda bzip2 formati istenildigi i¢in, oncelikle paket kurulumu yapilir.
yum install bzip2 -y
tar komutunda ayrica “-j” parametresi kullanilmasi gereklidir.

tar -cvjf /home/ares/backup.bz2 /tmp/upgrades

r
=

@ @® __ MacOS — root@rhcsa:~ — ssh « Python -S ~/google-cloud-sdk/lib/gcloud.py beta compute

[root@rhcsa ~]# tar -cvjf /home/ares/backup.bz2 /tmp/upgrades/
tar: Uye isimlerinden /' kaldiriliyor

/tmp/upgrades/

/tmp/upgrades/aa

[root@rhcsa ~]#

[root@rhcsa ~]# 1s -1 /home/ares/

toplam 4

-rw-r--r--. 1 root root 145 Sub 17 ©9:39
[root@rhcsa ~]# I

Soru 12

Asagidaki ozelliklere gore sistemin ag ayarlarini giincelleyin.

Host: myinternal.volkswagen.de
IPA: 210.107.123.12

Gateway: 210.107.123.1

DNS: 8.8.8.8

Cevap

Bu 6zellikler hem grafik arabirimi tizerinden, hem de komut satirindan ayarlanabilir.
Host ad:

hostname -b myinternal.volkswagen.de

IP adresi:

ifconfig eth@® 210.107.123.12

Gateway:

route add default gw 210.107.123.1
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DNS:

echo "nameserver 8.8.8.8" > /etc/resolv.conf

[root@rhcsa ~]# hostname -b
myinternal.volkswagen.de
[root@rhcsa ~]# cat /etc/resolv.conf

nameserver 8.8.8.8
[root@rhcsa ~]1#

Soru 14

main.repo isimli bir repository dosyasi olusturarak asagidaki ozelliklere gore diizenleyin.

Repo adi: cuberepo
URL: http://mirror.centos.org/centos/7.7.1908/0s/x86_64/

Repo aktif olmali ve GPG dogrulamasi devre dis1 birakilmalidir.

Cevap

[cuberepo]

name =cuberepo

baseurl =http://mirror.centos.org/centos/7.7.1908/0s/x86_64/
enabled =1

gpgcheck =0

Name parameétresi Repo adini, baseurl repo adresini, enabled parametresi “1” olarak ayarlandiginda
aktif, “0” olarak ayarlandiginda pasif durumda oldugunu ve son olarak gpgcheck parametresi de GPG
dogrulamasinin mevcut durumunu belirtir ki soruda devre dist olmasi istendigi icin “0” degerine
esitlenmelidir.
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[cuberepo]

name=cuberepo

baseurl=http://mirror.centos.org/centos/7.7.1908/0s/x86_64/

enabled=1

gpgcheck=0

Soru 15

22. port’a gelen istekleri engelleyen iptables kuralini olusturun.

Not: drop kullanilmalidir.

Cevap

Gelen istekler “-A INPUT” ile belirtilir. -p ile protokol tipi, —dport ile hedef port tanimlanir. Son
olarak uygulanacak kural “-j” parametresi ile belirlenir ki soruda DROP olmasi istenmistir.

iptables -A INPUT -p tcp --dport 22 -j DROP

Soru 16

168.12.17" subnetine giden tiim istekleri engelleyen iptables kuralini olusturun.

Cevap

Igili blok /24 CIDR’1 ile secilir. Bu sefer sistemden cikan istekler ve reject kurali istenmistir.

iptables -A OUTPUT -d 168.12.17.0/24 -j DROP

[root@rhcsa ~]# iptables -A OUTPUT -d 168.12.17.0/24 -j DROP
[root@rhcsa ~]# iptables -L | grep 168

DROP all -- anywhere .12.17.0/24
[root@rhcsa ~]1# I
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Soru 17

200 MB’lik bir swap alani olusturun. Bu alan sistem boot edildiginde otomatik olarak kullanilabil-
melidir ve sadece root yetkileri bulunmalidir.

Cevap

Yeni bir swap dosyas1 olusturmak icin fallocate komutu kullanilabilecegi gibi, ayni islem icin dd
komutu da kullanilabilir.

dd if =/dev/zero of =/swap count =200 bs =1MiB

Sadece root yetkileri istenildigi ve execute yetkisinin bir islevi bulunmayacag i¢in chmod degeri
atanir.

chmod 600 /swap

Dosya tizerinden swap sistemi olusturulur ve aktif hale getirilir.

mkswap /swap

swapon /swap

Boot sirasinda aktif olmast igin /etc/fstab dosyasina swap ayarlari islenir.

echo "/swap swap swap defaults @ @" >> /etc/fstab

[root@rhcsa ~]# dd if=/dev/zero of=/swap count=200 bs=1MiB
200+0 records in

200+0 records out

209715200 bytes (210 MB) copied, 0,0947267 s, 2,2 GB/s
[root@rhcsa ~]# chmod 600 /swap

[root@rhcsa ~]#

[root@rhcsa ~]# mkswap /swap

Setting up swapspace version 1, size = 204796 KiB

bir etiket yok, UUID=d9816041-3561-4de7-b3f0-b4456¢c1d8635
[root@rhcsa ~]# swapon /swap

[root@rhcsa ~]# echo "/swap swap swap defaults 0 0" >> /etc/fstab

fstab dosyasinin swap alani eklendikten sonraki hali goriintiideki gibi olmalidir.
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[root@rhcsa ~]# cat /etc/fstab

/etc/fstab
Created by anaconda on Wed Feb 5 20:00:27 2020

Accessible filesystems, by reference, are maintained under '/dev/disk'
See man pages fstab(5), findfs(8), mount(8) and/or blkid(8) for more info

#
#
#
#
#
#
#
U

UID=26354017-0b2b-4ada-8640-b8ff1d453f30 / xfs defaults
00

/swap swap swap defaults 0 0
[root@rhcsa ~1# I

Son olarak, swapon --show ve(ya) free -mh komutlariyla swap alanmin aktif durumda oldugu
kontrol edilebilir.

[root@rhcsa ~]# swapon --show
NAME TYPE SIZE USED PRIO
/swap file 200M 0B -2
[root@rhcsa ~1# free -mh

total shared buff/cache EVERRETARS

Mem: 3,5G 8,6M 1,7G 2,9G
Swap: 199M
[root@rhcsa ~1# I

Soru 18

[P forwarding islemini aktif hale getirin.

Not: Sadece ipv4

Cevap

Paket yonlendirme islemi sysctl komutu ile yapilir.

sysctl -w net.ipv4.ip_forward =1
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[root@rhcsa ~]# sysctl -w net.ipv4.ip_forward=1
net.ipv4.ip_forward =1

[root@rhcsa ~]# sysctl -a | grep ip_forward

sysctl: reading key "net.ipv6.conf.all.stable_secret"
sysctl: reading key "net.ipv6.conf.default.stable_secret”
sysctl: reading key "net.ipv6.conf.docker®.stable_secret”

sysctl: reading key "net.ipv6.conf.eth®.stable_secret"
sysctl: reading key "net.ipvé6.conf.lo.stable_secret”
net.ipv4. =1

net.ipvé4. _use_pmtu = 0

sysctl: reading key "net.ipv6.conf.veth7df8498.stable_secret”
[root@rhcsa ~]1#

Soru 19

“docker3” adresinin host ad1 ile ¢oziimlenebilmesi icin gerekli degisikligi yapin.

Not: IP olarak 172.17.0.1 adresi kullanilmalidir.

Cevap

/etc/hosts dosyasinin “host ad1” ve “IP adresi” formatinda diizenlenmesi yeterlidir.
172.17.0.1 docker3
127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomain4

o1 localhost localhost.localdomain localhost6 localhost6.localdomainé
10.128.15.196 rhcsa.us-centrall-a.c.upbeat-polygon-253119.internal rhcsa # Added by

Google
169.254.169.254 metadata.google.internal # Added by Google
172.17.0.1 docker3
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[root@rhcsa ~]# ping docker3

ping: docker3: Isim ya da servis bilinmiyor

[root@rhcsa ~]1# vi /etc/hosts

[root@rhcsa ~]# ping docker3

PING docker3 (172.17.0.1) 56(84) bytes of data.

64 bytes from docker3 (172.17.0.1): icmp_seq=1 ttl=64 time=0.043 ms
64 bytes from docker3 (172.17.0.1): icmp_seq=2 ttl=64 time=0.062 ms

64 bytes from docker3 (172.17.0.1): icmp_seq=3 ttl=64 time=0.060 ms
A

C

--- docker3 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 1999ms

rtt min/avg/max/mdev = 0.043/0.055/0.062/0.008 ms

[root@rhcsa ~]#

Soru 20

/secrecy klasoriinii sadece kullanici ve grup sahibi tarafindan erisilebilecek sekilde yeniden yetki-
lendirin.

Not: Grup yetkilerinde yazim izni olmamalidir.

Cevap

Soruya gore “others” yetki disinda birakilmalidir. Bu da oktal formatta 750’ye denk gelir.

chmod 750 /secrecy

[root@rhcsa ~]# 1s -1d /secrecy/
d . 2 root jboss 6 Sub 17 10:31
[root@rhcsa ~]# chmod 750 /secrecy/

[root@rhcsa ~]# 1ls -1d /secrecy/
drwxr-x---. 2 root jboss 6 Sub 17 10:31
[root@rhcsa ~]1#

Soru 21

SELinux’u kalic1 olarak aktif hale getirin.
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Cevap

/etc/selinux/config dosyasi herhangi bir metin editériiyle agilarak, SELINUX parametresi “enfor-
cing” olarak ayarlanmalidir.

[

’ @® @ . MacOS — root@rhcsa:~ — ssh « Python -S ~/google-cloud-sdk/lib/gcloud.py beta compute --p

# This file controls the state of SELinux on the system.

# SELINUX= can take one of these three values:
enforcing - SELinux security policy 1is enforced.
permissive - SELinux prints warnings instead of enforcing.
disabled - No SELinux policy is loaded.

SELINUX=enforcing

# SELINUXTYPE= can take one of three values:

# targeted - Targeted processes are protected,

# minimum - Modification of targeted policy. Only selected p
ected.

# mls - Multi Level Security protection.
SELINUXTYPE=targeted

Soru 22

Kullanic1 bilgilerinin tutuldugu dosyada iginde “root” olan, fakat “nologin” bulunmayan satirlari
listeleyin.

Cevap

cat ile /etc/passwd dosyasi okunur, grep ile “root” kelimesi aratilir, “nologin” istenilmedigi i¢in -v
parametresi ile bu satirlar arama disinda birakilir.

cat /etc/passwd | grep root | grep -v nologin

[root@rhcsa ~]# cat /etc/passwd | grep root
:X:0:0: / :/bin/bash
operator:x:11:0:operator:/ :/sbin/nologin

[root@rhcsa ~]# cat /etc/passwd | grep root | grep -v nologin
root:x:0:0:root:/root:/bin/bash
[root@rhcsa ~1# [
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Soru 23

“poseidon” isimli bir kullanici olusturun ve bu kullanic1 i¢in parola gereksinimi olmayacak sekilde
sudo yetkisini tanimlayin.

Cevap

Once kullanici olusturulur.
adduser poseidon

Sudo yetkisi icin visudo araci kullanilir. Parola gereksinimi istenmedigi i¢in tiim nesneleri kapsaya-
cak sekilde asagidaki tanimlama yapilir ve ayarlar kaydedilir.

poseidon ALL =(ALL) NOPASSWD:ALL

Normalde yum araci kullanirken root yetkisi istenir, bir 6rnekle yapilan ayarlarin gecerli oldugunu
gorelim.
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[poseidon@rhcsa ~]% sudo yum install ksh -y

Resolving Dependencies

--> Running transaction check

---> Package ksh.x86_64 0:20120801-139.el7 will be installed
--> Finished Dependency Resolution

Dependencies Resolved

Installing:
ksh x86_ 64

Transaction Summary
Install 1 Package

Total download size: 885 k

Installed size: 3.1 M

Downloading packages:

ksh-20120801-139.e17.x86_64.rpm

Running transaction check

Running transaction test

Transaction test succeeded

Running transaction

Warning: RPMDB altered outside of yum.
Installing : ksh-20120801-139.e17.x86_64

Soru 24

“nemesis” kullanicisini asagidaki 6zelliklere gore konfigiire edin.

« Birincil grubu “hades”.
« UID degeri “777".

« Kabuk “/bin/ksh”.

« Ikincil grup “apache”.
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Cevap

Usermod komutu kullanilirken -g parametresi kullanicinin birincil grubunu degistirir. -u parametresi
UID degerini, -s yeni kabugu, -a ve -G ise ikincil grubu belirtir.

usermod -g hades -u 777 -s /bin/ksh -aG apache nemesis

[root@rhcsa ~]# usermod -g hades -u 777 -s /bin/ksh -aG apache nemesis
[root@rhcsa ~]# cat /etc/passwd | grep nemesis
:x:777:1004::/home/ :/bin/ksh

[root@rhcsa ~]# |

Soru 25

/dev/sdb diskini kullanarak yeni bir physical volume ve “vg” adinda yeni bir volume group
olusturun, olusturulan nesnelerin bilgilerini goériintileyin.

Cevap

[lk olarak pvcreate komutu ile physical volume olusturulur.

pvcreate /dev/sdb

. @® - deniz —root@rhcsa:~ — ssh « Python -S ~/google-cloud-sdk/li

[root@rhcsa ~]# pvcreate /dev/sdb
Physical volume "/dev/sdb" successfully created.
[root@rhcsa ~]# pvs

PV VG Fmt Attr PSize PFree
/dev/sdb lvm2 --- 10,00g 10,00g
[root@rhcsa ~1# [}

pvdisplay komutu ile physical volume’a ait bilgiler goriintiilenir.
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[root@rhcsa ~]# pvdisplay /dev/sdb
"/dev/sdb" is a new physical volume of "10,00 GiB"
--- NEW Physical volume ---
PV Name /dev/sdb
VG Name
PV Size 10,00 GiB
Allocatable NO

PE Size 0
Total PE 0
Free PE 0
Allocated PE 0
PV UUID bdicol-TNPy-Is2y-EPdi-cKk7-GXbI-YnGhlJn

[root@rhcsa ~]# I

Bu PV iizerinden volume group olusturmak i¢in vgcreate komutu kullanilir.
vgcreate vgl /dev/sdb

Yine VG’ye ait bilgiler de vgdisplay komutuyla goriintiilenebilir.

[root@rhcsa ~]# vgcreate vgl /dev/sdb

Volume group "vgl" successfully created
[root@rhcsa ~]# vgdisplay vgl

--- Volume group ---

VG Name

System ID

Format

Metadata Areas

Metadata Sequence No

VG Access read/write

VG Status resizable

MAX LV 0

Cur LV

Open LV

Max PV

Cur PV

Act PV 1

VG Size <10,00 GiB

PE Size 4,00 MiB

Total PE 2151519

Alloc PE / Size 0/ 0

Free PE / Size 2559 / <10,00 GiB

VG UUID 9wQgTy-E8Xc-08rt-BOLZ-0CalL-23UG-82Vc89
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Soru 26

“vg1” tzerinden “lv1” isimli bir logical volume olugturun. LV boyutu 1 GB olmalidir.

Cevap

Yeni bir logical volume, 1vcreate komutuyla olusturulur.
lvcreate -n 1vl -L 1G vgl

-n parametresi LV adiny, -L parametresi ise kullanici tarafindan belirlenen boyutu tanimlar.

[root@rhcsa ~]# lvcreate -n 1vl -L 1G vgl
Logical volume "1v1" created.
[root@rhcsa ~]# 1lvs
LV VG Attr LSize Pool Origin Data% Meta% Move Log Cpy%Sync Convert
vl vgl -wi-a 1,00g
[root@rhcsa ~]# lvdisplay
--- Logical volume ---
LV Path /dev/vgl/1lvl
LV Name vl
VG Name vgl
LV UUID k3KcoG-f1IMY-RRrJ-kwxB-MCwo-zEzv-N@ejxH
LV Write Access read/write
LV Creation host, time rhcsa, 2020-02-22 17:34:48 +0000
LV Status available
# open 0
LV Size 1,00 GiB
Current LE 256
Segments 1
Allocation inherit
Read ahead sectors auto
- currently set to 8192
Block device 253:0

Soru 27

“Iv2” isimli LV’nin boyutunu 500M azaltarak giincelleyin.

Cevap

[lk olarak Iv2’nin mevcut boyutunu gériintiileyelim.
lvs

Soruda istenen sekilde azaltmak icin 1vreduce komutu kullanilir.
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lvreduce -L -500M -r /dev/vg2/1lv2

Tekrar goriintiileme yapildiginda boyutun 1.5 GB olarak giincellendigi goriilebilir.

[root@rhcsa ~]# 1lvs
LV VG Attr LSize Pool Origin Data% Meta% Move Log Cpy%Sync Convert
vl vgl -wi-a
lv2 vg2 -wi-a

[root@rhcsa ~]# lvreduce -L -500M -r /dev/vg2/1lv2

util-linux 2.23.2 deki fsck

/dev/mapper/vg2-1v2: clean, 11/131072 files, 26156/524288 blocks

resize2fs 1.42.9 (28-Dec-2013)

Resizing the filesystem on /dev/mapper/vg2-1v2 to 396288 (4k) blocks.

The filesystem on /dev/mapper/vg2-1v2 is now 396288 blocks long.

Size of logical volume vg2/1lv2 changed from 2,00 GiB (512 extents) to 1,51 GiH
(387 extents).
Logical volume vg2/1lv2 successfully resized.
[root@rhcsa ~]# 1lvs
LV VG Attr LSize Pool Origin Data% Meta% Move Log Cpy%Sync Convert
vl vgl -wi-a
1v2 vg2 -wi-a
[root@rhcsa ~1# [

Soru 28

“Iv17i ext4 olarak formatlaym ve /home/zephyrus klasoriine mount edin.

Cevap

Once mkfs komutu ile ext4 formatinda file system olusturulmalidir.

mkfs.ext4 /dev/vgl/1lvi
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[root@rhcsa ~]# 1lvs

LV VG Attr LSize Pool Origin Data% Meta% Move Log Cpy%Sync Convert

lvl vgl -wi-a

lv2 vg2 -wi-a
[root@rhcsa ~]# mkfs.ext4 /dev/vgl/lvl
mke2fs 1.42.9 (28-Dec-2013)
Discarding device blocks: bitti
Dosya sistemi ismi =
0S type: Linux
Blok boyu = 4096 (ginlik kaydi = 2)
Adimlama boyu = 4096 (ginlik kaydil = 2)
Stride=0 blocks, Stripe width=0 blocks
65536 inodes, 262144 blocks
13107 blocks (5.00%) reserved for the super user
I1k veri blogu = 0
Azami dosyasistemi blofu sayisi = 268435456
8 blok grubu
Grup basina 32768 blok ve 32768 sekme
grup basina 8192 dugim
Siiperbloklarin bulundugu bloklar:

32768, 98304, 163840, 229376

Allocating group tables: bitti

Digim tablolari yaziliyor: bitti

Creating journal (8192 blocks): tamam

Stiperbloklarin ve dosya sisteminin hesap bilgileri yaziliyor: bitti

Sonra mount komutu ile ilgili dizinler belirtilir.

mount /dev/vgl/1lv1l /home/zephyrus/

[root@rhcsa ~]# mount /dev/vgl/lvl /home/zephyrus/

[root@rhcsa ~]# df -T

Dosyasistemi Tir 1K-blok Dolu Bos Kull% Baglanilan yer
devtmpfs devtmpfs 1803768 0 1803768 0% /dev

tmpfs tmpfs 1811236 0 1811236 0% /dev/shm

tmpfs tmpfs 1811236 8596 1802640 1% /run
tmpfs tmpfs 1811236 0@ 1811236 0% /sys/fs/cgroup
/dev/sdal xfs 10474496 3962832 6511664 38% /

| tmpfs tmpfs 362248 @ 362248 0% /run/user/1000
/dev/mapper/vgl-1vl ext4 999320 2564 927944 1% /home/zephyrus
[root@rhcsa ~]# I

Soru 29

/home/hermes/hp.iso dosyasini /media/cdrom tizerine mount edin.

Not: boot sonrasi degisiklikler gegerli olmalidir.
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Soru 30
PID degeri 7 olan process’in 6ncelik degerini -7 olarak giincelleyin.

Cevap

“Process schedule” islemleri nice ve renice komutlari ile yapilir. -n parametresi ile yeni deger, -p
parametresi ile PID degeri belirtilir.

renice -n -7 -p 7

[root@rhcsa ~]# renice -n -7 -p 7
/7 (process ID) old priority 0, new priority -7

[root@rhcsa ~]1#

Soru 31
/home/artemis/1 dosyasini hard link olarak /tmp/2 tizerinde olusturun.

Cevap

In /home/artemis/1 /tmp/2

[root@rhcsa -1 /home/artemis/1
| -rW-r--r--. root © Sub 22 18:10 /home/artemis/1
[root@rhcsa /home/artemis/1 /tmp/2

[root@rhcsa -1 /tmp/2

~=rW-r--r--, root © Sub 22 18:10 /tmp/2

[root@rhcsa -1 /home/artemis/1
-rwW-r--r--, root © Sub 22 18:10 /home/artemis/1
[root@rhcsa

Soru 32

Asagidaki ozellikleri kullanarak “iris” isimli bir kullanic olusturun.

« Kullanicinin kabuk erisimi engellenmelidir.
« Kullanic1 parolast “t0s3crecy”.
« Parola kullaniciya sormayacak sekilde olusturulmalidir.
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Cevap

Kabuk erisiminin engellenmesi, adduser komutunda “-s” parametresi ile “/bin/false” veya “/sbin/-
nologin” kullanilarak gerceklestirilir.

adduser -s /bin/false iris

Normalde “passwd” komutuyla kullanici parolas1 degistirilir fakat soruda interaktif modda olmadan
bu iglemin yapilmasi istenmistir. Bu islem “Standart input” metodu ile su sekilde yapilabilir:

echo "t@s3crecy" | passwd --stdin iris

[root@rhcsa ~]# adduser -s /bin/false iris
[root@rhcsa ~]# echo "tOs3crecy" | passwd --stdin iris
Changing password for user iris.

passwd: all authentication tokens updated successfully.
[root@rhcsa ~]1#

Soru 33

read.me dosyasinda icinde “about” kelimesi gecen satirlari /home/artemis/all dosyasina tek komutta
aktarin.

Cevap

Bu tarz kelime manipiilasyon islemlerinde genellikle grep komutu kullanilir.

cat read.me | grep about > /home/artemis/about

[root@rhcsa ~]# cat read.me | grep about > /home/artemis/about
[root@rhcsa ~]# cat /home/artemis/about

Don't want to think about it

Don't want to talk about it

I'm just so sick about it
Just so confused about it
Feeling the blues about it
[root@rhcsa ~1#

Soru 34

/dev/sdd diski iizerinden yeni bir swap partition’1 olusturun.
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« Tip “primary” olmalidur.
« Boyut 145 MB olmalidir.
« Hex kodu olarak Swap secilmelidir.

Cevap

fdisk /dev/sdd komutu ile ilgili disk secilir.
N ile yeni bir partition olusturulur.
P ile primary olarak belirlenir.

Birincil sector varsayilan olarak birakilir, bitis bolimii 300000 veya +145M ile 145 MB olarak
tanimlanir.

[root@rhcsa ~]# fdisk /dev/sdd
Welcome to fdisk (util-linux 2.23.2).

Changes will remain in memory only, until you decide to write them.
Be careful before using the write command.

Device does not contain a recognized partition table
Building a new DOS disklabel with disk identifier Ox6f85e053.

The device presents a logical sector size that is smaller than
| the physical sector size. Aligning to a physical sector (or optimal
I/0) size boundary is recommended, or performance may be impacted.

Komut (yardim igin m): n
Partition type:
P primary (@ primary, @ extended, 4 free)
2 extended
Select (default p): p
Disk bélumi numarasi (1-4, default 1):
i1k sector (2048-31457279, 6ntanimli 2048):
Ontanimli: deger 2048 kullaniliyor
Last sector, +sectors or +size{K,M,G} (2048-31457279, o6ntanimli 31457279): 300000
Partition 1 of type Linux and of size 145,5 MiB is set

Komut (yardim igin m):

Swap’a denk gelen hex kodu 82’dir. T tusuna bastiktan sonra kod girilir.

Degisiklikler diske yazilir ve partprobe komutu ile sistem reboot edilmeden degisikliklerin gecerli
olmasi saglanir.



Chapter One 25

Hex code (type L to list all codes): 82
Changed type of partition 'Linux' to 'Linux swap / Solaris'

Komut (yardim igin m): w
Disk bélimleme tablosu zaten degismisti!

Disk béliimleme tablosunu yeniden okumak ig¢in ioctl() cagriliyor.
Diskler eszamanlaniyor.

[root@rhcsa ~]# partprobe

[root@rhcsa ~1# [}

Son olarak olusturulan /dev/sdd1 partition’1 swap olarak ayarlanir ve aktif hale getirir.

mkswap /dev/sddl
swapon /dev/sddl

[root@rhcsa ~]# mkswap /dev/sddl

mkswap: /dev/sddl: warning: wiping old ext4 signature.
Setting up swapspace version 1, size = 148972 KiB

bir etiket yok, UUID=6fa8d5le-2d19-44fc-80ee-ee524e53f47e
[root@rhcsa ~]# swapon /dev/sddl

[root@rhcsa ~]# free -m
total used free shared buff/cache available

Mem: 3537 194 3219 8 124 3161
Swap: 345 (0] 345
[root@rhcsa ~1# [J

Soru 35

Apollo kullanicisinin kabuk erisimini engelleyin.

Cevap

Manuel olarak /etc/passwd dosyasinda gerekli degisiklik yapilabilecegi gibi, usermod komutu da
kullanilabilir.

usermod -s /sbin/nologin apollo
Kabuk tizerinde kullaniciya gecis yapilmaya ¢alisildiginda gorintiideki gibi hata mesajiyla karsila-

stlmalidir.

[root@rhcsa ~]# usermod -s /sbin/nologin apollo
[root@rhcsa ~]# su - apollo

This account is currently not available.
[root@rhcsa ~1# [




Chapter One 26

Soru 36

/dev/sdc tizerinden 400 MB’lik yeni bir partition olusturun.

« Partition tipini FreeBSD olarak degistirin.
« XFS olarak formatlayin.
+ /home/nike klasoriine mount edin.

Cevap

fdisk /dev/sdc komutu ile ilgili disk secilir.
N ile yeni bir partition olusturulur.
P ile primary olarak belirlenir.

Birincil sector varsayilan olarak birakilir, bitis bolimii +400M ile 400 MB olarak tanimlanir.

[root@rhcsa ~]1# fdisk /dev/sdc
Welcome to fdisk (util-linux 2.23.2).

Changes will remain in memory only, until you decide to write them.
Be careful before using the write command.

Device does not contain a recognized partition table
Building a new DOS disklabel with disk identifier @xe32ee85b.

The device presents a logical sector size that is smaller than
the physical sector size. Aligning to a physical sector (or optimal
I/0) size boundary is recommended, or performance may be impacted.

Komut (yardim i¢in m): n
Partition type:
p primary (0 primary, 0 extended, 4 free)
e extended
Select (default p): p
Disk bolumi numarasi (1-4, default 1):
i1k sector (2048-41943039, 6ntanimli 2048):
Ontaniml1 deger 2048 kullaniliyor
Last sector, +sectors or +size{K,M,G} (2048-41943039, ontanimli1 41943039): +400M
Partition 1 of type Linux and of size 400 MiB is set

Komut (yardim ic¢in m):

FreeBSD’ye denk gelen hex kodu a5’tir. T tusuna bastiktan sonra kod girilir.

Komut (yardim igin m): t
Selected partition 1

Hex code (type L to list all codes): a5
Changed type of partition 'Linux' to 'FreeBSD'
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Degisiklikler diske yazilir ve partprobe komutu ile sistem reboot edilmeden degisikliklerin gecerli
olmasi saglanir.

mkfs.xfs /dev/sdcil
komutu ile partition XFS olarak formatlanir.

[root@rhcsa ~]# mkfs.xfs /dev/sdcl
meta-data=/dev/sdcl isize=512 agcount=4, agsize=25600 blks
= sectsz=4096 attr=2, projid32bit=1
= crc=1 finobt=0, sparse=0
= bsize=4096 blocks=102400, imaxpct=25
= sunit=0 swidth=0 blks
=version 2 bsize=4096 ascii-ci=0 ftype=1
=internal log bsize=4096 blocks=1605, version=2
= sectsz=4096 sunit=1 blks, lazy-count=1
realtime =none extsz=4096 blocks=0, rtextents=0
[root@rhcsa ~]# 1lsblk
NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sda 8:0 (0] 106G disk
L-sdal 8:1 ) 10G part /
sdb 8:16 0] 10G disk
L-vgl-1vl 253:0 0 1G lvm
132 0] 20G disk
:33 (0] 400M part
148 0] 15G disk
8:49 0 145,5M part [SWAP]
[root@rhcsa ~1# |}

oo NoRoNoNoNo ol

Son olarak,
mount /dev/sdcl /nike

komutu lie mount islemi tamamlanir.

tmpf; on /run/user/1000 typé tmpfs (rw,nosuid,nodev,relatime,seclabel,size=362248k,
mode=700,uid=1000,gid=1001)

/dev/sdcl on /home/nike type xfs (rw,relatime,seclabel,attr2,inode64,noquota)
[root@rhcsa ~]#

Soru 37

SSH konfigiirasyonunu asagidaki sekilde yeniden yapilandirin.

« root kullanicisinin erisimi engellenmeli.

« Sadece nemesis ve tyche kullanicilarina izin verilmeli.
« Port 147 olmal.

« Parola yetkilendirmesi devre dis1 olmali.

« X11 yo6nlendirmesi devre dist olmali.
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Cevap

/etc/ssh/sshd_config dosyas: uygun sekilde ayarlandiktan sonra sshd servisi yeniden baslatilir.
Soruda istenen 6zellikleri kontrol eden parametreler sirasiyla:

PermitRootLogin
AllowUsers

Port
PasswordAuthentication
X11Forwarding

PermitRootLogin no
AllowUsers nemesis tyche

Port 147
PasswordAuthentication no
X11lForwarding no

Soru 38

Yeni bir Apache sunucusu kurun ve baslangi¢ sayfasi olarak /home/aphrodite/index.html dosyasini
kullanin.

Cevap

Apache web sunucusu, Redhat / CentOS 7 repolarinda “httpd” adiyla yer almaktadur.

yum install httpd
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[root@rhcsa ~]# yum install httpd

Resolving Dependencies

--> Running transaction check

---> Package httpd.x86_64 0:2.4.6-90.el7.centos will be installed

29

--> Processing Dependency: httpd-tools = 2.4.6-90.el7.centos for package: httpd-2.

.6-90.el7.centos.x86_64

--> Processing Dependency: /etc/mime.types for package: httpd-2.4.6-90.el7.centos.

86_64

--> Processing Dependency: libaprutil-1.s50.0() (64bit) for package: httpd-2.4.6-90.

17.centos.x86_64

--> Processing Dependency: libapr-1.s50.0() (64bit) for package: httpd-2.4.6-90.el7.

entos.x86_64

--> Running transaction check

---> Package apr.x86_64 0:1.4.8-5.el7 will be installed

---> Package apr-util.x86_64 0:1.5.2-6.el17 will be installed

---> Package httpd-tools.x86_64 0:2.4.6-90.el7.centos will be installed
---> Package mailcap.noarch 0:2.1.41-2.el7 will be installed

--> Finished Dependency Resolution

Dependencies Resolved

Package i Repository

Installing:

httpd el7.centos cuberepo
Installing for dependencies:

apr x86_64 1.4.8-5.el17 cuberepo

/etc/httpd/conf/httpd.conf dosyasina bakilarak DocumentRoot direktifinin degeri kontrol edilir.
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Note that from this point forward you must specifically allow
particular features to be enabled - so if something's not working as
you might expect, make sure that you have specifically enabled it
below.

HoH HHHH

DocumentRoot: The directory out of which you will serve your
documents. By default, all requests are taken from this directory, but
symbolic links and aliases may be used to point to other locations.

#
#
#
#
#
D

ocumentRoot "/var/www/html"

#
# Relax access to content within /var/www.
#
<Directory "/var/www">
AllowOverride None
# Allow open access:
Require all granted
</Directory>

# Further relax access to the default document root:
<Directory "/var/www/html">
#
# Possible values for the Options directive are "None", "All",

Varsayilan olarak /var/www/html dizininin kullandig1 goriilmektedir.
Mevcut dosyasinin tlizerine yazarak veya orijinal dosya silinerek, soruda istenen dosya kullanilir.

“httpd” servisi yeniden baslatildiktan sonra curl ile kontrol saglanir.

[root@rhcsa ~]# systemctl restart httpd
[root@rhcsa ~]# curl localhost

goodbye world!
[root@rhcsa ~]# I

Soru 39

Docker servisini boot sonrasi aktif olarak sekilde yapilandirin.

Cevap

[lk olarak docker servisinin mevcut durumunu gériintiileyelim.

systemctl list-unit-files | grep docker
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[root@rhcsa ~]# systemctl list-unit-files | grep docker
-cleanup.service disabled
-storage-setup.service disabled

.service disabled
-cleanup.timer disabled
[root@rhcsa ~]#

Docker’la ilgili tim servislerin baslangicta devre disit oldugu goriilmektedir. Burada 6nemli olan
servis “docker.servicetir.

systemctl enable docker.service

komutu ile servis aktif hale getirilir.

[root@rhcsa ~]# systemctl list-unit-files | grep docker
-cleanup.service disabled
-storage-setup.service disabled
.service disabled
-cleanup. timer disabled
[root@rhcsa ~]# systemctl enable docker.service
Created symlink from /etc/systemd/system/multi-user.target.wants/docker.service to

/fusr/lib/systemd/system/docker.service.

[root@rhcsa ~]# systemctl list-unit-files | grep docker
-cleanup.service disabled
-storage-setup.service disabled
.service enabled
-cleanup.timer disabled

[root@rhcsa ~]#

Soru 40

Kok dizin altinda “moby” isimli 1 Gb boyutlu bir dosya olusturun.
Not: BS degeri 1 MB olmalidur.

Cevap

Bu tarz islemler genellikle dd komutuyla yapilir. Block size degeri byte cinsinden 1048576’ya denk
geldiginde, count parametresi 1024 olmalidir.

dd if =/dev/zero of =/moby count =1024 bs =1048576
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[root@rhcsa ~]# dd if=/dev/zero of=/moby count=1024 bs=1048576
1024+0 records in

1024+0 records out
1073741824 bytes (1.1 GB) copied, 3.61926 s, 297 MB/s

[root@rhcsa ~]# 1s -1 /moby
-rw-r--r--. 1 root root 1073741824 Feb 22 19:39 /moby

[root@rhcsa ~]# 1ls -1h /moby
-rw-r--r--. 1 root root 1.0G Feb 22 19:39 /moby

[root@rhcsa ~]#




	İçindekiler
	Chapter One
	Soru 1
	Cevap
	Soru 2
	Cevap
	Soru 3
	Cevap
	Soru 4
	Cevap
	Soru 5
	Cevap
	Soru 6
	Cevap
	Soru 7
	Cevap
	Soru 8
	Soru 9
	Cevap
	Soru 10
	Cevap
	Soru 11
	Cevap
	Soru 12
	Cevap
	Soru 14
	Cevap
	Soru 15
	Cevap
	Soru 16
	Cevap
	Soru 17
	Cevap
	Soru 18
	Cevap
	Soru 19
	Cevap
	Soru 20
	Cevap
	Soru 21
	Cevap
	Soru 22
	Cevap
	Soru 23
	Cevap
	Soru 24
	Cevap
	Soru 25
	Cevap
	Soru 26
	Cevap
	Soru 27
	Cevap
	Soru 28
	Cevap
	Soru 29
	Soru 30
	Cevap
	Soru 31
	Cevap
	Soru 32
	Cevap
	Soru 33
	Cevap
	Soru 34
	Cevap
	Soru 35
	Cevap
	Soru 36
	Cevap
	Soru 37
	Cevap
	Soru 38
	Cevap
	Soru 39
	Cevap
	Soru 40
	Cevap


