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Prefacio

Si estas leyendo esto, probablemente no necesito decirte que el aprendizaje
profundo (deep learning) es increible y PyTorch es una libreria genial, ;verdad?

Pero déjame que te cuente brevemente cédmo surgié la idea de escribir esta serie
de libros. En 2016 comencé a impartir una clase sobre aprendizaje automatico
(machine learning) con Apache Spark y, un par de afios mas tarde, otra clase sobre
los fundamentos de aprendizaje automatico.

Poco tiempo después andaba buscando una entrada de blog que explicara
visualmente, de una manera clara y concisa, el concepto de entropia cruzada
binaria (binary cross-entropy) para poder explicarla a mis estudiantes. Como no
pude encontrar ninguna que fuera adecuada, decidi escribir una yo mismo. Aunque
pensé que era un tema bastante basico, resultd ser mi articulo mas popular', Mis
lectores han dado la bienvenida a la manera sencilla, directa y llana en que expliqué
el tema.

Mas tade, en 2019, usé el mismo enfoque para escribir otra publicacion:
"Understanding PyTorch with an example: a step-by-step tutorial."? Una vez mas,
ime sorprendio la reaccién de los lectores!

Fueron sus comentarios positivos los que me motivaron a escribir esta serie de
libros para ayudar a los principiantes a iniciar su viaje hacia el aprendizaje profundo
y PyTorch..

En este primer volumen, cubro los fundamentos del descenso de gradiente
(gradient descent), los fundamentos de PyTorch, las regresiones lineales y
logisticas, las métricas de evaluacién etc. Si no tienes absolutamente ninguna
experiencia con PyTorch, veras que este libro es tu punto de partida.

El segundo volumen se centra principalmente en la vision artificial (computer
vision): modelos mas profundos y funciones de activacion, redes neuronales
convolucionales, esquemas de inicializacién, schedulers y aprendizaje de
transferencia. Si tu objetivo es aprender sobre modelos de aprendizaje profundo
para la visiéon artificial, y ya te sientes comodo entrenando modelos simples en
PyTorch, el segundo volumen es el adecuado para ti.

Luego, el tercer volumen se centra en todas las cosas relacionadas con secuencias:
redes neuronales recurrentes y sus variaciones, modelos de secuencia a secuencia,
atencién, autoatencion y la arquitectura del Transformer. El Gltimo capitulo del
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tercer volumen es un curso intensivo sobre el procesamiento del lenguaje natural
(natural language processing): desde los conceptos basicos de la tokenizacién de
palabras hasta el ajuste de modelos grandes (BERT y GPT-2) utilizando la libreria
HuggingFace. Este ultimo volumen es mas exigente que los otros dos, y vas a
disfrutarlo mas si ya tienes una comprension sélida de los modelos de aprendizaje
profundo.

Estos libros estan disefiados para ser leidos en orden y, aunque pueden ser leidos de
forma independiente, te recomiendo encarecidamente que los leas de forma
secuencial, como si fuera un Unico libro :-)

Espero que disfrutes leyendo esta serie tanto como yo disfruté escribiéndola.

[41] https://bit.ly/2UW5iTg
[2] https://bit.ly/2TpzwxR
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Preguntas frecuentes

¢Por qué PyTorch?

En primer lugar, programar en PyTorch es divertido :-) En serio, tiene algo que hace
gue sea agradable escribir cddigo. Hay quien dice que es porque es muy pythonic, o
tal vez hay algo mas, ;quién sabe? jEspero que, al final de este libro, ti también lo
veas asi! En segundo lugar, puede que haya incluso algunos beneficios inesperados
para tu salud, como dice Andrej Karpathy en este tweet'®.

Bromas aparte, PyTorch es la biblioteca de aprendizaje profundo que mas ha
crecido® y existe un enorme ecosistema.2! de herramientas y bibliotecas
desarrolladas en base a PyTorch. Es ya la biblioteca preferida¥ en el mundo
académicoy estd abriéndose rapidamente camino en la industria.

Varias empresas utilizan ya el poder de PyTorch:'Z, como por ejemplo:

« Facebook: Esta compaiiia es la desarrolladora original de PyTorch, lanzado en
octubre de 2016.

e Tesla: Mira a Andrej Karpathy (director de IA en Tesla) hablar sobre "cémo
Tesla estd usando PyTorch para desarrollar capacidades completas de
autoconduccién para sus vehiculos" en este video.®

¢ OpenAl: En enero de 2020, OpenAl decidié estandarizar su marco de
aprendizaje profundo en PyTorch.2

« fastai: fastai es una biblioteca?® basada en PyTorch para simplificar el
entrenamiento de modelos y se utiliza en su curso "Practical Deep Learning for
Coders"'3), La biblioteca fastai esta estrechamente relacionada con PyTorch y

"no puedes ser realmente competente en el uso de fastai si no conoces bien PyTorch."
[12]

« Uber: La compania es un contribuyente significativo al ecosistema de PyTorch,
habiendo desarrollado bibliotecas como Pyro®¥ (programacion probabilistica) y
Horovod® (un marco de entrenamiento de modelos distribuido).

¢ Airbnb: PyTorch constituye el alma de su asistente de didlogo para el servicio al
cliente.l2!

Esta serie de libros tiene como objetivo introducirte en el mundo PyTorch a la vez
gue te da una comprension sélida de como funciona.

¢Por qué PyTorch?| 1
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¢Por qué Este Libro?

Si estas buscando un libro donde puedas aprender sobre el aprendizaje profundo y
PyTorch sin tener que pasar horas descifrando texto y cédigo criptico, si buscas un
libro que sea ademas facil y agradable de leer, aqui lo tienes :-)

En primer lugar, éste no es el tipico libro que empieza con algun sencillo problema de
clasificacion de imdgenes para ilustrar como usar PyTorch. Puede parecer una buena
idea, pero creo que te distrae del objetivo principal: aprender cédmo funciona
PyTorch. En este libro presento un enfoque estructurado, incremental y a partir
de primeros principios para aprender PyTorch.

En segundo lugar, éste no es en absoluto un libro formal: escribo este libro como si
estuviera teniendo una conversacion contigo, el lector. Te haré preguntas (y te
daré las respuestas poco después), y también haré (en ocasiones absurdos) chistes.

Mi trabajo aqui es hacerte entender los temas que vamos a abordar, asi que evitaré
notacion matematica sofisticada tanto como sea posible e intentaré usar un
espaiol llano.

En este primer libro de la serie Aprendizaje Profundo con PyTorch Paso a Paso, te
guiaré a través del desarrollo de muchos modelos en PyTorch, mostrandote por
qué PyTorch hace que sea mucho mas facil y mas intuitivo construir modelos en
Python: autograd, grafo computacional dindmico, clases del modelo, y mucho, mucho
mas.

Vamos a construir, paso a paso, no solo los modelos en si, sino también tu
comprension de los mismos, ya que te mostraré el razonamiento que hay tras el
codigo y cdmo evitar algunos escollos y errores comunes por el camino.

Hay otra ventaja de centrarse en lo basico: es probable que este libro tenga por
ello una vida util mas larga. Es bastante comuin que los libros técnicos,
especialmente los que se centran en tecnologias de vanguardia, se vuelvan
obsoletos rapidamente. Esperemos que este no sea el caso aqui, ya que tanto la
mecanica subyacente como los conceptos que la sustentan, no van a cambiar. Es
esperable que la sintaxis de algunos ejemplos de programaciéon cambien con el
tiempo, pero no creo que esos cambios sean relevantes al menos para el futuro
inmediato.
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Una cosa mas: Si alin no te habias dado cuenta, me encanta hacer
uso de senales visuales, es decir, destacar el texto con negrita y

o cursiva. Creo firmemente que esto ayuda al lector a comprender
mas facilmente las ideas clave que estoy intentando transmitir.
Puedes encontrar mas sobre esto en la seccion "Coémo leer este
libro."

¢Quién Deberia Leer Este Libro?

Escribi este libro para principiantes en general, no solo para principiantes en
PyTorch. De vez en cuando dedicaré algln tiempo a explicar algunos conceptos
fundamentales que creo que son esenciales para tener una comprensiéon adecuada
del funcionamiento del cédigo.

El mejor ejemplo es el descenso de gradiente (gradient descent), con el que la
mayoria de las personas estan familiarizadas en mayor o menor medida. Tal vez
sepas cual es la idea general, tal vez la hayas visto en el curso de aprendizaje
automatico de Andrew Ng, o tal vez incluso hayas calculado algunas derivadas
parciales ta mismo.

En la vida real, la mecanica del descenso de gradiente sera responsabilidad de
PyTorch (jalerta de spoiler!). En cualquier caso, intentaré darte las claves de su
funcionamiento (a menos que elijas omitir el Capitulo O por completo, por
supuesto), porque muchos elementos en el coédigo, asi como opciones de
hiperparametros (tasa de aprendizaje, tamafio de mini-batch, etc.), se pueden
entender mucho mas facilmente si sabes de donde vienen.

Tal vez ya conozcas bien algunos de estos conceptos: Si es asi, puedes simplemente
saltdrtelos, ya que he procurado que estas explicaciones sean lo mas independientes
del resto del contenido como sea posible en cada caso.

Pero quiero asegurarme de que todos estamos al mismo nivel de entendimiento,
por lo que, si es la primera vez que escuchas sobre un concepto o si no estas seguro
de haberlo entendido por completo, estas explicaciones son para ti.

;Qué Necesito Saber?

Este es un libro para principiantes, por lo que asumo un conocimiento previo tan
minimo como sea posible; como ya dije en la seccién anterior, me tomaré el tiempo
para explicar conceptos fundamentales siempre que sea necesario.

;Quién Deberia Leer Este Libro? | 3



Dicho esto, aqui va una lista de lo que espero de ti, el lector:

e ser capaz de programar en Python (si estas familiarizado con la programacién
orientada a objetos [OOP por sus siglas en inglés], incluso mejor)

e ser capaz de utilizar las bibliotecas de PyData (humpy, matplotplib y pandas) y
los Jupyter Notebooks

¢ estar familiarizado con algunos conceptos basicos utilizados en aprendizaje
automatico, como:

o aprendizaje supervisado: regresiény clasificacion

o funciones error para problemas de regresién y clasificacion (error
cuadratico medio, entropia cruzada, etc.)

o divisién del conjunto de datos en entrenamiento, validacién y test

o subajuste y sobreajuste (dilema sesgo/varianza)

En cualquier caso, trataré algunos de estos temas solo de forma breve, de lo
contrario, jeste libro seria gigantesco!

Como Leer Este Libro

Como este libro es una guia para principiantes, estd disefiado para ser leido
secuencialmente, al tiempo que las ideas y los conceptos se van construyendo
progresivamente. Lo mismo ocurre con el cédigo dentro del libro: deberias poder
reproducir todos los resultados, siempre que ejecutes los fragmentos de cédigo en
el mismo orden en que se introducen.

Este libro es visualmente diferente a otros libros: Como ya he mencionado en la
seccioén ";Por qué este libro?", me gusta mucho usar sefiales visuales. Aunque esto
no es, estrictamente hablando, una convencién, asi es como puedes interpretar esas
sefnales:

« Utilizo negrita para resaltar lo que creo que son las palabras mas relevantes en
una frase o parrafo, mientras que las palabras en cursiva también se consideran
importantes (aunque no lo suficientemente importantes como para estar en
negrita)

« Variables, coeficientes, y pardmetros en general, estan en cursiva

e (lases y métodos estan escritos en una fuente monoespaciada, y enlazan a la
documentacién PyTorch¢ |a primera vez que se introducen, para que puedas
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encontrarlo facilmente (a diferencia de otros enlaces en este libro, los enlaces a
la documentacion son numerosos y por lo tanto no incluidos en las notas a pie de
pagina)

¢ Cada celda de cédigo va seguida de otra celda que muestra los resultados
correspondientes (si las hubiera)

« Todo el cédigo presente en este libro esta disponible en el repositorio oficial
de GitHub:

https://github.com/dvgodoy/PyTorchStepByStep
Las celdas de codigo con titulos son una parte importante del flujo de trabajo:

El Titulo va aqui

1 # Lo que quiera que vaya aqui, va a tener un impacto en OTRAS
2 # celdas. Ademas, 1a mayoria de las celdas tienen COMENTARIOS
3 # que explican por dénde van los tiros

4 x =1[1., 2., 3.]

5 print(x)

Si hay algln resultado de la celda de cédigo, con titulo o sin él, habrd otra celda de
codigo que represente el resultado correspondiente para que puedas verificar si lo
has reproducido con éxito o no.

Output

[1.0, 2.0, 3.0]

Algunas celdas de cédigo no tienen titulos, su ejecucion no afecta al flujo de
trabajo:

# Esas celdas ilustran COMO PROGRAMAR algo pero
# NO son parte del flujo de trabajo principal
dummy = ['a', 'b", 'c']

print(dummy[::-1])

iPero incluso estas celdas muestran sus resultados!
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Output

['c', 'b", "a']

Utilizo textos al margen para comunicar diferentes cosas, dependiendo del icono
correspondiente:

ATENCION
A Algun problema en potencia o alguna cosa de la que debamos
estar atentos.
(,') CONSEJO
- Aspectos clave que realmente quiero que recuerdes.
o INFORMACION
Informacién importante a la que prestar atencion.
o IMPORTANTE
Informacion a la que realmente prestar atencion.
o TECNICO
0{) Aspectos técnicos de parametrizacién o funcionamiento interno

de algoritmos.

PREGUNTAY RESPUESTA

Haciéndome preguntas (pretendiendo ser tu, el lector) vy
respondiéndolas, ya sea en el mismo bloque o poco después.

Discusién realmente breve sobre un concepto o tema.

DESPUES

" DISCUSION

Temas importantes que se trataran con mas detalle mas adelante.

6 | Preguntas frecuentes



BROMA

Chistes, juegos de palabras, memes, citas de peliculas.

¢Qué Es lo Siguiente?

Es hora de configurar un entorno para tu aventura de aprendizaje utilizando la
Guia de configuracion.

[3] https://bit.ly/2MQoYRo
[4] https://bit.ly/37uZgl B

[5] https://pytorch.org/ecosystem/
[6] https://bit.ly/2MTNOLh

[7] https://bit.ly/2UFHFve

[8] https://bit.ly/2XXJkyo

[9] https://openai.com/blog/openai-pytorch/
[10] https://docs.fast.ai/

[11] https://course.fast.ai/

[12] https://course.fast.ai/

] http://pyro.ai/

] https://github.com/horovod/horovod

]

]

Bo R BRI

[
[
1

https://bit.ly/30CPhm5
https://bit.ly/3cT1aH2
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Guia de Configuracion

Repositorio Oficial

El repositorio oficial de este libro esta disponible en GitHub:
https://github.com/dvgodoy/PyTorchStepBySte

Contiene un Jupyter notebook por cada capitulo de este libro. Cada notebook
contiene todo el cédigo presente en el capitulo correspondiente, y deberias poder
ejecutar sus celdas secuencialmente para obtener los mismos resultados (outputs)
qgue se muestran en el libro. Creo firmemente que ser capaz de reproducir los
resultados infunde confianza en el lector.

A pesar de que hice todo lo posible para garantizar la
reproducibilidad de los resultados, es posible que encuentres
aun algunas diferencias menores en tus resultados
A (especialmente durante el entrenamiento de los modelos).
Desgraciadamente, los resultados completamente reproducibles
no estan garantizados en todas las versiones de PyTorch, y los
resultados pueden no ser reproducibles entre ejecuciones
usando la CPU y la GPU, incluso cuando se usan seeds idénticas.Z!

Entornos de Programacion

Hay tres opciones para que ejecutes los Jupyter notebooks:

« Google Colab (https://colab.research.google.com)
« Binder (https://mybinder.org)

¢ Instalacion local

Exploremos brevemente los pros y contras de cada una de estas opciones.

Google Colab

Google Colab "te permite escribir y ejecutar Python en tu navegador, sin necesidad de
configuracion, acceso gratuito a GPU vy la posibilidad de compartir tu cédigo de forma
facil.""28,
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Puedes cargar los notebooks directamente desde GitHub con la URL especial de

Colab (https.//colab.research.google.com/github/). Simplemente escribe el usuario u

organizacion de GitHub (como el mio, dvgodoy), y te mostrara una lista de todos sus
repositorios publicos (como la de este libro, PyTorchStepByStep).

Después de elegir un repositorio, se te mostrard una lista de los notebooks
disponibles y los enlaces correspondientes para abrirlos en una nueva pestana del
navegador.

Examples Recent Google Drive GitHub Upload

Enter a GitHub URL or search by organization or user (7 Include private repos

dvgodoy Q

Repository: [/ Branch: [/
Cdvgodoy/PyTorchStepBySTep) 1 master 4

Path
O Chapter00.ipynb | v
Figura S.1 - La URL especial de Google Colab

También tienes acceso a una GPU, que es muy Util para entrenar modelos de
aprendizaje profundo mas rapido. Mas importante aln, si realizas cambios en el
notebook, Google Colab los conservara. Esta forma de trabajar me parece muy
conveniente; las Unicas desventajas que veo son:

« Tienes que haber iniciado sesién en una cuenta de Google.

o Necesitas (re)instalar paquetes de Python que no forman parte de la
configuracion predeterminada de Google Colab.

Binder

Binder "te permite crear entornos personalizados de programacién que pueden ser
compartidos y utilizados por muchos usuarios remotos."

También puedes cargar notebooks directamente desde GitHub, pero el proceso es
ligeramente diferente. Binder creard algo asi como una mdquina virtual
(técnicamente, es un contenedor, pero dejémoslo ahi), clonara el repositorio e
iniciarad Jupyter. Esto te permite tener acceso a la pagina de inicio de Jupyter en tu
navegador, igual que lo harias si lo estuvieras ejecutando localmente, pero todo se
esta ejecutando en un servidor JupyterHub.
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Simplemente ve a Binder (https.//mybinder.org/) y escribe la URL del repositorio de
GitHub que quieras explorar (por ejemplo,
https://qithub.com/dvgodoy/PyTorchStepByStep) y haz clic en Launch (Iniciar).
Tardard un par de minutos en crear laimagen y abrir la pagina de inicio de Jupyter.

También puedes iniciar Binder para el repositorio de este libro directamente
utilizando el siguiente enlace: https.//mybinder.org/v2/gh/dvgodoy/
PyTorchStepByStep/master.

Build and launch a repository

GitHub repository name or URL

GitHub ~ [ https://github com/d\godny,"PyTorchS:epBySIepj

Git branch, tag, or commit Path to a notebook file (optional)
File =
Copy the URL below and share your Binder with others:
https://mybinder.org/v2/gh/dvgodoy/PyTorchStepByStep/master E]
Copy the text below, then paste into your README to show a binder badge: »

Figura S.2 - La pdgina de Binder

Binder es muy conveniente ya que no requiere de ninguln tipo de configuracién
previa. Es probable que los paquetes de Python necesarios para ejecutar
correctamente el entorno se instalen durante el inicio (si lo proporciona el autor
del repositorio).

Por otro lado, arrancar puede tardar tiempo, y no mantiene tus cambios después
de que expire tu sesién (por lo tanto, aseglirese de descargar cualquier notebook
que modifiques).
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Instalacion Local

Esta opcion te dard mas flexibilidad, pero requerird mas esfuerzo para
configurarla. Te animo a que intentes crear tu propio entorno de programacion.
Puede parecer desalentador al principio, pero seguramente puedes lograrlo si
sigues estos siete pasos sencillos:

Lista de pasos

1. Instala Anaconda.
2.Creay activa un entorno virtual.

3. Instala el paquete PyTorch.

5. Instala el software GraphViz y el paquete TorchViz (opcional).

)

)

)

O 4.Instala el paguete TensorBoard.
)

O 6.Instala gity clona el repositorio.
@)

7. Inicia el Jupyter notebook.

1. Anaconda

Si aun no tienes instalada Anaconda’s Individual Edition'?, este seria un buen
momento para hacerlo. Es una forma conveniente de comenzar, ya que contiene la
mayoria de los paquetes de Python que un cientifico de datos necesitara para
desarrollar y entrenar modelos.

Sigue las instrucciones de instalaciéon correspondientes a tu sistema operativo:

o Windows (https://docs.anaconda.com/anaconda/install/windows/)
o macOS (https://docs.anaconda.com/anaconda/install/mac-os/)
o Linux (https://docs.anaconda.com/anaconda/install/linux/)

a Aseglrate de elegir la version Python 3.X, ya que se ha dejado de
mantener Python 2 desde enero de 2020.

Después de instalar Anaconda, es hora de crear un entorno.
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2. Entornos (virtuales) Conda

Los entornos virtuales son una forma muy conveniente de aislar las instalaciones
de Python asociadas con diferentes proyectos.

g ";Qué es un entorno?"

Es mas o menos una réplica del propio Python y algunas (o todas) de sus
bibliotecas, por lo que, efectivamente, terminaras teniendo multiples instalaciones
de Python en tu ordenador.

9 ":Por qué no puedo usar una sola instalacién de Python para todo?"

Con tantas bibliotecas desarrolladas de forma independiente, cada una con
muchas versiones diferentes y cada version con varias dependencias (de otras
bibliotecas), las cosas pueden salirse de control muy rapido.

No nos vamos a parar a debatir estos temas, pero puedes fiarte de mi palabra (jo
busca en Google!): terminara yéndote mucho mejor si adquieres el habito de crear
un entorno diferente para cada proyecto en el que comiences a trabajar.

e "sCoémo creo un entorno?"

Primero, debes elegir un nombre para tu entorno :-) Llamemos al nuestro
pytorchbook (o cualquier otra cosa que te resulte facil de recordar). A continuacion,
deberas abrir una ventana de Terminal (en Ubuntu) o Anaconda Prompt (en
Windows o macQS) y escribir el siguiente comando:

$ conda create -n pytorchbook anaconda

El comando anterior crea un entorno de Conda llamado pytorchbook e incluye
todas los paquetes de Anaconda (puedes ir a tomarte un café, tardara un tiempo...
). Si deseas obtener mas informacion sobre cémo crear y usar los entornos de
Conda, puedes consultar "Managing Environments"?! de la guia del usuario.

¢Se termind de crear el entorno? jBien! Es hora de activarlo, lo que significa que
esa instalacion de Python es la que se va a usar ahora. En la misma ventana del
terminal (o prompt de Anaconda), simplemente escribe:
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$ conda activate pytorchbook

El prompt deberia tener este aspecto (si usas Linux):
(pytorchbook)$

o asi (si esta usando Windows):
(pytorchbook)C:\>

iListo! Esta utilizando un nuevo entorno de Conda ahora. Necesitaras activarlo
cada vez que abras un nuevo terminal, o, si eres usuario de Windows o macOS,
puedes abrir el prompt correspondiente de Anaconda (aparecera como Anaconda
Prompt (pytorchbook), en nuestro caso), que lo tendra activado desde el principio.

IMPORTANTE: A partir de ahora, asumo que activaras el entorno

o pytorchbook cada vez que abras un terminal o un prompt de
Anaconda. Cualquier paso subsiguiente de instalaciéon debe
ejecutarse dentro del entorno.

3. PyTorch

PyTorch es el mejor marco de aprendizaje profundo que existe, por si te saltaste la
introduccion.

Es "un marco de aprendizaje automdtico de cédigo abierto que reduce la distancia entre
los primeros prototipos creados al inicio de una investigacion y la implementacion de una
solucién en produccién."'2' No suena nada mal, ;verdad? Bueno, probablemente ya
no tengo que convencerte sobre este extremo :-)

Es hora de instalar la biblioteca protagonista de este libro :-) Podemos ir
directamente a la seccién Start Locally (https://pytorch.org/qet-started/locally/) del
sitio web de PyTorch, y automaticamente seleccionara las opciones que mejor se
adapten a tu entorno local, y te mostrara el comando que debes ejecutar.
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START LOCALLY

Select your preferences and run the install command. Stable represents the most currently tested and
supported version of PyTorch. This should be suitable for many users. Preview is available if you want the
latest, not fully tested and supported, 1.5 builds that are generated nightly. Please ensure that you have
met the prerequisites below (e.g., numpy), depending on your package manager. Anaconda is our
recommended package manager since it installs all dependencies. You can also install previous versions of

PyTorch. Note that LibTorch is only available for C++.

PyTorch Build Stable (1.5.1) Preview (Nightly)

Your OS Linux Windows
Package Conda LibTorch Source
Language Python C++/ Java

CUDA 9.2 101 102 None

conda install pytorch torchvision cudatoolkit=18.2 -c pytorch
Run this Command:

Figura S.3 - La pdgina Start Locally de PyTorch
Algunas de estas opciones son:

o PyTorch Build: selecciona siempre una versién estable.
¢ Paquete: Asumo que estas usando Conda.

¢ Language: Obviamente, Python.

Solo quedan dos opciones: Your OS (tu sistema operativo) y CUDA.

0 ":Qué es CUDA?", te preguntas.

Usar GPU / CUDA

CUDA "es una plataforma de computacién en paralelo y un modelo de programacion
desarrollado por NVIDIA para la computacion general en Unidades de Procesamiento
Grdfico (GPU por sus siglas en inglés)."&!

Si tienes una GPU en tu ordenador (probablemente una tarjeta grafica GeForce),
puedes aprovechar su poder para entrenar modelos de aprendizaje profundo
mucho mas rapido que usando una CPU. En este caso, debes elegir una instalaciéon
de PyTorch que sea compatible con CUDA.

Sin embargo, esto no es suficiente: si ain no lo has hecho, necesitas instalar
controladores actualizados, el CUDA Toolkit y la biblioteca CUDA Deep Neural
Network (cuDNN). Desgraciadamente, indagar en unas instrucciones de
instalacion mas detalladas para CUDA estan fuera del alcance de este libro.
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La ventaja del uso de una GPU es que te permite iterar mas rapido y experimentar
con modelos mas complejos y una gama mas amplia de hiperparametros.

En mi caso, uso Linux, y tengo una GPU con CUDA versiéon 10.2 instalada. Asi que
puedo ejecutar el siguiente comando en el terminal (después de activar el entorno):

(pytorchbook)$ conda install pytorch torchvision\
cudatoolkit=10.2 -c pytorch

Usar CPU

Si no tienes una GPU, debes elegir None para CUDA.
9 ":Puedo ejecutar el cédigo sin una GPU?", te preguntaras.

iClaro! El codigo y los ejemplos de este libro fueron disefiados para que todos los
lectores puedan seguirlos sin problemas. Puede que algunos ejemplos exijan un
poco mas de potencia computacional, pero estamos hablando de un par de minutos
en una CPU, no de horas. Si no tienes una GPU, jno te preocupes! Ademas, siempre
puedes usar Google Colab si necesitas usar una GPU durante un tiempo.

Si tienes un ordenador con Windows y sin GPU, tienes que ejecutar el siguiente

comando en el prompt de Anaconda (pytorchbook):

(pytorchbook) C:\> conda install pytorch torchvision cpuonly\
-c pytorch

Instalar CUDA

CUDA: Instalar controladores para una tarjeta grafica GeForce, cuDNN de
NVIDIA y el CUDA Toolkit puede ser bastante complicado y depende en
gran medida del modelo de tarjeta que tengas y de tu sistema operativo.

Para instalar los controladores de GeForce, ve al sitio web de GeForce
(https://www.geforce.com/drivers), selecciona tu sistema operativo y el modelo
de tu tarjeta grafica, y sigue las instrucciones de instalacion.
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Para instalar la biblioteca CUDA Deep Neural Network (cuDNN) de NVIDIA,
debes registrarte en https://developer.nvidia.com/cudnn.

Para instalar el CUDA Toolkit (https://developer.nvidia.com/cuda-toolkit),

sigue las instrucciones para tu sistema operativo y elije un instalador local o
un archivo ejecutable.

macOS: Si eres usuario de macOS, ten en cuenta que los binarios de PyTorch
NO son compatibles con CUDA, lo que significa que necesitaras instalar
PyTorch desde la fuente si quieres usar tu GPU. Este es un proceso algo
complicado (como se describe en https://github.com/pytorch/pytorch#from-
source), asi que si no tienes ganas de hacerlo, puedes elegir continuar sin
CUDA, y aln asi podras ejecutar el codigo presente en este libro de forma
rapida.

4. TensorBoard

TensorBoard es el kit de herramientas de visualizacion de TensorFlow, y
"proporciona la visualizacion y las herramientas necesarias para la experimentacion con
aprendizaje automdtico."2

TensorBoard es una herramienta poderosa, y podemos usarla incluso si estamos
desarrollando modelos en PyTorch. Afortunadamente, no es necesario instalar
toda la biblioteca TensorFlow para obtenerlo; puedes facilmente solo instalar
TensorBoard usando Conda. Solo necesitas ejecutar este comando en tu terminal
o prompt de Anaconda (de nuevo, después de activar el entorno):

(pytorchbook)$ conda install -c conda-forge tensorboard

5. GraphViz y Torchviz (opcional)

Este paso es opcional, principalmente porque la instalacion de
GraphViz a veces puede ser problemdtica (especialmente en
Windows). Si por alguna razéon no logras instalarlo

o correctamente, o si decides omitir este paso de instalacién, aln
podras ejecutar el cédigo presente en este libro (salvo por un par
de celdas que generan imagenes de la estructura de un modelo en
la seccion "Grafo Computacional Dinamico" del Capitulo 1).
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GraphViz es un software de visualizacién de grafos de cddigo abierto. Es "una forma
de representar informacién estructural como diagramas de grafos abstractos y redes."2!

Necesitamos instalar GraphViz para usar TorchViz, un elegante paquete que nos
permitird visualizar la estructura de un modelo. Consulta las instrucciones de

instalacion para tu sistema operativo en https.//www.graphviz.org/download/.

Si usas Windows, utiliza el instalador GraphViz 's Windows

o Package que puedes encontrar en https://graphviz.gitlab.io/ pages/
Download/windows/graphviz-2.38.msi.

También es necesario afiadir GraphViz en tu PATH (variable de
entorno) en Windows. Lo mas probable es que puedas encontrar
el archivo ejecutable de GraphViz en
C:\ProgramFiles(x86)\Graphviz2.38\bin. Una vez que lo

o encuentres, debes establecer o cambiar el PATH, anadiendo la
ubicacion de GraphVizenél.

Para obtener mas detalles sobre cémo hacerlo, consulta "How to
Add to Windows PATH Environment Variable."?'

Para obtener informacién adicional, también puedes consultar la guia "How to
Install Graphviz Software" .,

Después de instalar GraphViz, puedes instalar el paquete torchviz'®!. Este paquete
no es parte del Anaconda Distribution Repository??' y solo esta disponible en PyPI
29 el indice de Paquetes de Python, por lo que necesitamos usar pip install para
instalarlo.

Una vez mas, abre una ventana de terminal o un prompt de Anaconda y ejecuta
este comando (recuerda, una vez mas: después de activar el entorno):

(pytorchbook)$ pip install torchviz

Para comprobar tu instalacién de GraphViz /TorchViz, puedes probar el siguiente
codigo de Python:
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(pytorchbook)$ python

Python 3.7.5 (default, Oct 25 2019, 15:51:11)

[GCC 7.3.0] :: Anaconda, Inc. on linux

Type "help", "copyright", "credits" or "license" for more
information.

>>> import torch

>>> from torchviz import make_dot

>>> v = torch.tensor(1.0, requires_grad=True)

>>> make_dot(v)

Si todo funciona correctamente, deberias ver algo como esto:

Output

<graphviz.dot.Digraph object at @x7ff540c56f50>

Si te da un error de cualquier tipo (el que se muestra a continuacién es bastante
comun), significa que todavia hay alglin tipo de problema de instalacion con
GraphViz.

Output

ExecutableNotFound: failed to execute ['dot', '-Tsvg'], make
sure the Graphviz executables are on your systems' PATH

6. Git

Esta mucho mas alla del alcance de esta guia ensenarte cémo funciona el sistema de
control de versiones (version control) y su herramienta mas popular: git. Si ya
estas familiarizado con él, jgenial, puedes saltarte esta seccién por completo!
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conda install vs pip install

Aunque puedan parecer equivalentes a primera vista, es preferible usar
conda installenlugardepip install cuando trabajas con Anaconday sus
entornos virtuales.

Esto se debe a que conda install es sensible al entorno virtual activo: El
paquete se instalard solo para ese entorno. Si usas pip install, y el
comando pip no estd instalado en el entorno que tienes activo, usara por
defecto el pip global, y eso no es lo que quieres.

¢Por qué no? ;Recuerdas el problema con las dependencias que mencioné en
la seccion de entornos virtuales? jPues por eso! El instalador conda asume
que se usan todos los paquetes que forman parte de su repositorio y realiza
un seguimiento de la complicada red de dependencias entre ellos (para
obtener mas informacion sobre esto, consulta este enlace!2Y).

Para obtener mds informacién sobre las diferencias entre conda y pip,

puedes leer "Understanding Conda and Pip."2?

Como regla general, primero intenta instalar el paquete con conda install
y, solo si no lo encuentra ahi, utiliza pip install, como hicimos con
torchviz.

De lo contrario, te recomiendo que aprendas mas sobre el tema; definitivamente
te serd util mas adelante. Por el momento, te mostraré los conceptos basicos para
que puedas usar git para clonar el repositorio que contiene todo el cédigo
presente en este libro y obtener tu propia copia local para modificarlo y
experimentar con él como quieras.

En primer lugar, necesitas instalarlo. Asi que ve a la pagina de descargas (https.//git-
scm.com/downloads) y sigue las instrucciones correspondientes a tu sistema
operativo. Una vez completada la instalacién, abre un terminal nuevo o prompt de
Anaconda (no importa si cierras el anterior). En el nuevo terminal o prompt de
Anaconda, deberias poder ejecutar comandos git.

Para clonar el repositorio de este libro, solo necesitas ejecutar:
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(pytorchbook)$ git clone https://github.com/dvgodoy/\
PyTorchStepByStep.git

El comando anterior creard una carpeta PyTorchStepByStep que contiene una
copia local de todo el codigo disponible en el repositorio de GitHub.

7. Jupyter

Después de clonar el repositorio, ve a la carpeta PyTorchStepByStep y, una vez
dentro de ella, inicia Jupyter en tu terminal o prompt de Anaconda:

(pytorchbook)$ jupyter notebook

Esto abrird tu navegador y veras la pagina de inicio de Jupyter que contiene los
notebooks del repositorio y el cédigo correspondiente.

— Jupyter

Files Running Clusters
Select items to perform actions on them.

o ~ B/

(3 data_generation

(3 data_preparation
[0 images

3 model_configuration
O model_training

(3 plots

O runs

& Chapter00.ipynb

& Chapter01.ipynb

Figura S.4 - Ejecutando Jupyter
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Seguimos

Independientemente de cual de los tres entornos elijas, ahora estas en disposicion
de continuar y abordar el desarrollo de tu primer modelo PyTorch, paso a paso.

=

ttps://pytorch.org/docs/stable/notes/randomness.html
ttps://colab.research.google.com/notebooks/intro.ipynb
ttps://mybinder.readthedocs.io/en/latest/

ttps://www.anaconda.com/products/individual
ttps://bit.ly/2MVKOCM

ttps://pytorch.org/

=

> =

i

ttps://developer.nvidia.com/cuda-zone
ttps://www.tensorflow.org/tensorboard
tps://www.graphviz.org/

ttps://bit.ly/3fIwYAS

ttps://bit.ly/30Ayct3
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ttps://github.com/szagoruyko/pytorchviz
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=

ttps://docs.anaconda.com/anaconda/packages/pkg-docs/
ttps://pypi.org/
ttps://bit.ly/370nBTt
ttps://bit.ly/2AAh8J5
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Capitulo 0

Visualizando el Descenso de Gradiente

Spoilers

En este capitulo:

definiremos un modelo de regresién lineal simple

recorreremos cada paso del descenso de gradiente: inicializacion de
parametros, realizar un forward pass, calcular errores y pérdidas, calcular
gradientes y actualizar los parametros

comprenderemos el concepto de gradiente usando ecuaciones, cédigo vy
geometria

comprenderemos la diferencia entre batch, mini-batch y descenso de
gradiente estocastico

visualizaremos el impacto que tiene la tasa de aprendizaje sobre la pérdida (
loss)

comprenderemos la importancia de estandarizar / escalar variables

iy mucho, mucho mas!

No hay cdédigo PyTorch en este capitulo... es Numpy todo el tiempo porque
nuestro objetivo aqui es entender, por dentro y por fuera, cémo funciona el
descenso de gradiente. Empezaremos con PyTorch en el siguiente capitulo.

Jupyter Notebook

El Jupyter notebook correspondiente al Capitulo 02 es parte del repositorio
oficial Deep Learning with PyTorch Step-by-Step de GitHub. También puedes

ejecutarlo directamente en Google Colab

[34]

Si estas utilizando una instalacion local, abre un terminal o prompt de Anaconday ve
a la carpeta PyTorchStepByStep que clonaste de GitHub. A continuacién, activa el
entorno pytorchbook y ejecuta jupyter notebook:
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$ conda activate pytorchbook

(pytorchbook)$ jupyter notebook

Si estas utilizando la configuracion predeterminada de Jupyter, este enlace deberia
abrir el notebook del Capitulo 0. Si no es asi, simplemente haz clic en
Chapter@0.ipynb en la pagina de inicio de Jupyter.

Imports

Para organizarnos mejor, al principio de cada capitulo se importaran todas las
bibliotecas que se usen en el cddigo utilizado en ese capitulo. Para este capitulo,
necesitaremos los siguientes imports:

import numpy as np
from sklearn.linear_model import LinearRegression
from sklearn.preprocessing import StandardScaler

Visualizando el Descenso de Gradiente

Segun Wikipedia®: "Descenso de Gradiente (Gradient Descent) es
un algoritmo de optimizacién iterativo de primer orden para
encontrar un minimo local de una function diferenciable."

’ Pero yo diria: "El Descenso de Gradiente es una técnica iterativa

‘ comunmente utilizada en el aprendizaje automatico y el
aprendizaje profundo para encontrar el mejor conjunto posible
de parametros / coeficientes para un modelo dado, un conjunto
de datos y una funcién de pérdida, a partir de un estado inicial,
generalmente aleatorio."

Q ":Por qué visualizar el descenso de gradiente?"

Creo que la forma en que generalmente se explica el descenso del gradiente no es muy
intuitiva. A los estudiantes y los principiantes se les presenta un montén de
ecuaciones y recetas: esa no es la forma en que uno debe aprender un concepto tan
importante.
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Si realmente entiendes cémo funciona el descenso de gradiente, también
entenderdas como las caracteristicas de tus datos y tu eleccién de hiperparametros
(tamafo de mini-batch y tasa de aprendizaje, por ejemplo) tienen un impacto en lo
bueno y lo rapido que va a ser el entrenamiento del modelo.

Cuando digo entender, no me refiero a desarrollar manualmente las ecuaciones:
esto tampoco desarrolla la intuicion. Me refiero a visualizar los efectos de
diferentes configuraciones; me refiero a contar una historia para ilustrar el
concepto. Asi es como desarrollas la intuicién.

Dicho esto, cubriré los cinco pasos basicos que tendrias que seguir para usar el
descenso de gradiente. Te mostraré el cddigo Numpy correspondiente mientras te
explico muchos conceptos fundamentales por el camino.

Pero primero, necesitamos un conjunto de datos para trabajar. En lugar de usar
cualquier conjunto externo de datos,

« definamos qué modelo queremos entrenar para comprender mejor el descenso
del gradiente; y

« vamos a generar datos sintéticos para ese modelo.

Modelo

El modelo debe ser simple y familiar, para que puedas concentrarte en el
funcionamiento interno del descenso de gradiente.

Por lo tanto, empezaré con un modelo tan simple como se pueda: una regresion
lineal con una sola variable, x.

y=>b+wr+e
Ecuacién 0.1 - Modelo simple de regresion lineal

En este modelo, usamos una variable (x) para intentar predecir el valor de una
etiqueta (y). Hay tres elementos en nuestro modelo:

o parametro b, el sesgo (bias o intercepcion), que nos indica el valor medio
esperado de y cuando x es cero

« parametro w, el peso (o pendiente), que nos dice cuanto aumenta y, en promedio,
si aumentamos x en una unidad
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« y ese Ultimo término (;por qué siempre tiene que ser una letra griega?), epsilon,
que esta ahi para dar cuenta del ruido inherente; es decir, el error del que no
podemos deshacernos

También podemos concebir la misma estructura del modelo de una manera menos
abstracta:

salario = salario minimo + aumento por afo * afios de experiencia + ruido

Y para hacerlo ain mas concreto, digamos que el salario minimo es de $1,000 (no
es importante qué moneda sea o qué periodo de tiempo consideremos). Con lo cual,

si no tienes ninguna experiencia, tu salario va a ser el salario minimo (parametro
b).

Ademas, digamos que, en promedio, obtienes un aumento de $2,000 (parametro w)
por cada ano de experiencia que acumules. Por lo tanto, si tienes dos afos de
experiencia, se espera que ganes un salario de $5,000. Pero tu salario real es de
$5,600 (jbien por ti!). Dado que el modelo no puede dar cuenta de esos $600 extra,
tu dinero extra es, técnicamente hablando, ruido.

Generacion de Datos

Ya conocemos nuestro modelo. Para generar datos sintéticos, necesitamos
escoger valores para los parametros del modelo. He elegido b = 1y w = 2 (en miles
de dolares) del ejemplo anterior.

Primero, vamos a generar nuestra variable (x): Usamos el método rand() de Numpy
para generar aleatoriamente 100 (N) puntos entre Oy 1.

A continuacién usamos nuestra variable (x) y nuestros parametros b y w en la
ecuacion para calcular nuestras etiquetas (y). Pero necesitamos agregar algo de
ruido gaussiano'®®’ (epsilon) también; de lo contrario, nuestro conjunto de datos
sintéticos seria una linea perfectamente recta. Podemos generar ruido usando el
método randn() de_Numpy_, que extrae muestras de una distribucién normal (de
media Oy varianza 1), y luego lo multiplicamos por un factor para ajustar al nivel de
ruido. Como no quiero aiadir demasiado ruido, he elegido un factor de 0.1.
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Generacion de Datos Sintéticos

Generacién de Datos

11
_

1 true b
) true_w
3 N =100
4
5

I
No

# Generacion de Datos
6 np.random.seed(42)
7 x = np.random.rand(N, 1)
8 epsilon = (.1 * np.random.randn(N, 1))
9y = true_b + true_w * x + epsilon

¢Te diste cuenta del método np.random.seed (42) en la linea 6? Esta linea de
codigo es en realidad mas importante de lo que parece. Garantiza que, cada vez que
ejecutamos este codigo, se generaran los mismos nimeros aleatorios.

"Espera; ;:qué?! ;No se supone que los ntimeros son aleatorios? ; Cémo
e van a ser los mismos ntimeros?" te preguntaras, tal vez incluso un
poco molesto por ello.

Nameros (no tan) Aleatorios

Bueno, ya sabes, los nimeros aleatorios no son en realidad tan aleatorios...
Son en realidad pseudoaleatorios, lo que significa que el generador de
nimeros de Numpy nos devuelve una secuencia de nimeros que parece
aleatoria. Pero no lo es, en realidad.

Lo bueno de este comportamiento es que podemos decirle al generador que
inicie una secuencia particular de nimeros pseudoaleatorios. Hasta cierto
punto, funciona como si le dijéramos al generador: "por favor, genera la
secuencia #42", y nos da una secuencia de nimeros. Ese nimero, 42, que
funciona como el indice de la secuencia, se llama seed (semilla). Cada vez que
le damos la misma seed, genera los mismos nimeros.
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Esto significa que tenemos lo mejor de ambos mundos: por un lado,
generamos una secuencia de nimeros que, a todos los efectos, se considera
aleatoria; por otro lado, tenemos el poder de reproducir cualquier
secuencia dada. jNo te puedes imaginar lo conveniente que puede ser eso
para programas y encontrar bugs!

Ademads, se garantizara asi que otras personas puedan reproducir tus
resultados. Imaginate lo molesto que seria ejecutar el codigo presente en
este libro y que obtengas diferentes resultados cada vez, teniendo que
preguntarte si hay algo mal en él. Pero como ya he establecido una seed,
tanto tu como yo podemos lograr los mismos resultados, incluso si se trata de
generar datos aleatorios!

A continuacién, vamos a dividir nuestro conjunto de datos sintéticos en dos, uno
para entrenar (train) y otro para validar (validation), desordenando al azar las filas
(cada una con su indice) y utilizando las primeras 80 filas para el entrenamiento.

e ":Por qué necesitas desordenar los datos generados aleatoriamente?
¢No son lo suficientemente aleatorios?"

Si, lo son, y desordenarlos es redundante en este ejemplo. Pero obtendras mejores
resultados si desordenas al azar tus datos antes de entrenar un modelo, ya que eso
hara que el descenso de gradiente sea mas efectivo.

Hay una excepciéon a la regla de "siempre desordenar
aleatoriamente": los problemas de series temporales, donde

o desordenar aleatoriamente puede dar lugar a la fuga de
informacién entre el conjunto de datos para entrenar el modelo y
el conjunto que dejas para validarlo.

Particion Entrenamiento-Validacion-Test

El objetivo de este libro no es explicar el razonamiento detras de la particion
Entrenamiento-Validacion-Test del conjunto de datos, pero hay dos cosas que me
gustaria explicar:

1. La particién debe siempre ser la primera cosa que hagas: antes de cualquier
procesamiento que necesites hacer a los datos, o transformaciones o lo que
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sea; nada debe afectar los datos antes de la particién. Por eso es que hacemos
esto inmediatamente después de la generacidn de los datos sintéticos.

2. En este capitulo usaremos solo el conjunto de entrenamiento, por lo que no me
molesté en crear un conjunto para el test, pero he hecho la particién de todos
modos para hacer hincapié en el punto #1 :-)

Particion Entrenamiento-Validacion

1 # Desordena los indices

2 idx = np.arange(N)

3 np.random.shuffle(idx)

4 # Los primeros 80 indices aleatorios para el entrenamiento

5 train_idx = idx[:int(N*.8)]

6 # Los indices restantes para la validacién

7 val_idx = idx[int(N*.8):]

8 # Genera los conjuntos de datos para entrenamiento y validacion
9 x_train, y_train = x[train_idx], y[train_idx]

10 x_val, y_val = x[val_idx], y[val_idx]

e ";Por qué no has usado train test split() directamente de Scikit-
Learn?" te preguntaras.

Ese es un buen punto. Mas adelante, nos referiremos a los indices de los datos
pertenecientes a conjuntos de entrenamiento o validacion, en lugar de los datos en
si. Asi que pensé que seria conveniente usarlos desde el principio.

Datos Generados - Entrenamiento Datos Generados - Validacion
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Figura 0.1 - Datos sintéticos: conjuntos de entrenamiento y validacion
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Sabemos que b = 1, w = 2, pero ahora veamos cuanto nos podemos aproximar a los
valores verdaderos usando descenso de gradiente y los 80 puntos en el conjunto
de entrenamiento (N = 80).

Paso 0 - Inicializacion aleatoria

En nuestro ejemplo, ya conocemos los valores verdaderos de los parametros, pero
esto obviamente nunca sucederd en la vida real: Si conociéramos los valores
verdaderos, ;por qué molestarse en entrenar un modelo para encontrarlos?

Vale, dado que nunca sabremos el valor verdadero de los parametros, necesitamos
darles un valor inicial*. ;Como los elegimos? Resulta que un valor aleatorio™ es
tan bueno como cualquier otro.

Aungue la inicializacion es aleatoria, hay ciertos esquemas de

x inicializacién inteligentes que deben usarse cuando entrenemos
modelos mas sofisticados. Volveremos a ellos (mucho) mas
adelante, en el segundo volumen de la serie.

Para entrenar un modelo, debes inicializar aleatoriamente los parametros / pesos
(Tenemos sélo dos, by w).

Inicializacion Aleatoria

n.n

1 # Paso 0 - Inicializa los parametros "b" y "w" aleatoriamente
2 np.random.seed(42)

3 b = np.random.randn(1)

4 w = np.random.randn(1)

5 print(b, w)

Output

[0.49671415] [-0.1382643]

Paso 1 - Calcular las Predicciones del
Modelo

Este es el pase hacia adelante (forward pass); simplemente calcula las predicciones
del modelo utilizando los valores actuales de los pardmetros / pesos. Al principio,
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produciremos predicciones realmente malas, ya que comenzamos con valores
aleatorios en el Paso 0.

Paso 1
1 # Paso 1 - Calcula 1as predicciones de nuestro modelo
2 # forward pass
3 yhat = b + w * x_train
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Figura 0.2 - Predicciones del modelo (con pardmetros aleatorios)

Paso 2 - Calcular la Pérdida (Loss)
Hay una diferencia sutil pero fundamental entre error y pérdida.

El error es la diferencia entre el valor real (etiqueta) y el valor predicho calculado
para un Unico dato. Asi que, para un punto i-ésimo dado (de nuestro conjunto de
datos de N puntos), su error es:

eITOT; = Ui — Y
Ecuacion 0.2 - Error

El error del primer punto de nuestro conjunto de datos (i = 0) puede ser
representado asi:
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Figura 0.3 - Error de prediccion (para un solo dato)

La pérdida, por otro lado, es una especie de agregacidon de errores para un
conjunto de datos.

Parece bastante evidente como calcular la pérdida correspondiente a todos (N) los
puntos, ;verdad? Bueno, si y no. Aunque seguramente se llegard de manera mas
eficiente desde los parametros aleatorios iniciales hasta los pardmetros que
minimizan la pérdida, también sera seguramente demasiado lento.

Esto significa que seguramente tenemos que sacrificar (un poco) de estabilidad para a
cambio ir mds rdpidos en la optimizacion. Esto se logra facilmente eligiendo al azar
(sin reemplazo) un subconjunto de n de los N datos cada vez que calculamos la
pérdida.

Batch, Mini-batch, y Descenso de Gradiente Stocastico

¢ Si utilizamos todos los puntos en el conjunto de
entrenamiento (h = N) para calcular la pérdida, estamos
: o realizando un gradiente de descenso por batches;

Lo ¢ Siusdramos un solo punto (n = 1) cada vez, seria un descenso
de gradiente estocastico;

o Cualquier otra cosa (n) entre 1 y N corresponderia a un
descenso de gradiente por mini-batches;

Para un problema de regresién, la pérdida viene dada por el error cuadratico
medio (MSE, del inglés mean squared error); es decir, la media de todas las
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diferencias al cuadrado entre etiquetas (y) y predicciones (b + wx).

1
MSE = — erTor;”
n <
1=1
1 n A ,
= ﬁ ' (Z/z - Z/z)
1=1
1 n
- EZ(b"{'me_yz)
i=1

Ecuacién 0.3 - Pérdida: error cuadrdtico medio (MSE)

En el siguiente cédigo, usamos todos los datos del conjunto de entrenamiento para
calcular la pérdida, por lo que n = N = 80, lo que significa que estamos realizando un
descenso de gradiente por batches.

Step 2
1 # Step 2 - (Calculando la pérdida
2 # Usamos TODOS los datos, asi que esto es descenso de gradiente
3 # por BATCHES.
4 # ;Cuanto se equivoca nuestro modelo? jEse es el error!
5 error = (yhat - y_train)
b
7 # Es una regresion, por lo que se calcula el error
8 # cuadratico medio (MSE)
9 loss = (error ** 2).mean()

10
11 print(loss)

Output

2.7421577700550976

Superficie de Pérdidas

Acabamos de calcular la pérdida (2.74) correspondiente a nuestros parametros
inicializados aleatoriamente (b = 0.49 y w = -0.13). ;Qué pasaria si hiciéramos lo
mismo para TODOS los valores posibles de b y w? Bueno, no todos los valores
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posibles, sino todas las combinaciones de valores uniformemente espaciados en un

rango determinado, como:

# Recordatorio:
# true b = 1
# true w =2

# tenemos que dividir los rangos en 100 intervalos uniformemente

# espaciados

b_range = np.linspace(true_b - 3, true_b + 3, 101)
w_range = np.linspace(true_w - 3, true_w + 3, 101)
# meshgrid es una funcién muy Gtil para generar una matriz (grid)
# de valores de b y w para todas las combinaciones
bs, ws = np.meshgrid(b_range, w_range)

bs.shape, ws.shape

Output

((101, 101), (101, 101))

El resultado de la operaciéon meshgrid() fueron dos matrices (101, 101) que
representan los valores de cada pardmetro dentro de una cuadricula. ;Qué pinta
tiene una de estas matrices?

bs
Output

array([[-2. , -1.94,
[-2. , -1.94,
[-2. , -1.94,
[-2. , -1.94,
[-2. , -1.94,
[-2. , -1.94,

.88, ...
.88, ...
.88, ...

.88, ...
.88, ...
.88, ...

3.94, 4. 1],
3.94, 4. 1],
3.94, 4. 1,
3.94, 4. 1],
3.94, 4. 1],
3.94, 4. 11

Es cierto que estamos haciendo un poco de trampa aqui, ya que sabemos los
verdaderos valores de b y w, con lo cual podemos elegir los rangos perfectos para
los pardmetros. Pero es sdlo con fines educativos :-)
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A continuacion, podriamos usar esos valores para calcular las predicciones, errores
y pérdidas correspondientes. Comencemos tomando un Gnico dato del conjunto de
entrenamiento y calculando las predicciones para cada combinacién en nuestra
cuadricula:

dummy_x = x_train[0]
dummy_yhat = bs + ws * dummy_x
dummy_yhat . shape

Output

(101, 101)

Gracias a la naturaleza vectorial de Numpy, esta biblioteca es capaz de entender
gue queremos multiplicar el mismo valor x por cada entrada en la matriz ws. Esta
operacion dio como resultado una cuadricula de predicciones para ese tGnico dato.
Ahora tenemos que repetir esto para cada uno de nuestros 80 datos del conjunto
de entrenamiento.

Podemos usar el método gpply along axis() de Numpy para lograr esto:

Mira mam3, jsin bucles!

all_predictions = np.apply_along_axis(
funcld=1lambda x: bs + ws * x,
axis=1,
arr=x_train,

)

all_predictions.shape

Output

(80, 101, 101)

iPerfecto! Tenemos 80 matrices de tamafio (101, 101), una matriz para cada dato,
cada matriz contiene una cuadricula de predicciones.

Los errores son la diferencia entre las predicciones y las etiquetas, pero no
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podemos realizar esta operacion de inmediato; necesitamos trabajar un poco en
nuestras etiquetas (y), para que tengan el tamafo adecuado para ello (la
vectorizacion es buena, pero no tan buena):

all_labels = y_train.reshape(-1, 1, 1)
all_labels.shape

Output

(80, 1, 1)

Nuestras etiquetas resultaron ser 80 matrices de tamano (1, 1) —el tipo de matriz
mas aburrida— pero es suficiente para que la vectorizacion haga su magia. Ahoraya
podemos calcular los errores:

all_errors = (all_predictions - all_labels)
all_errors.shape

Output

(80, 101, 101)

Cada prediccién tiene su propio error, por lo que obtenemos 80 matrices de
tamafio (101, 101), una vez mas, una matriz para cada dato, donde cada matriz
contiene una cuadricula de errores.

El Gnico paso que falta es calcular el error cuadratico medio. Primero, tomamos el
cuadrado de todos los errores. Luego, promediamos los cuadrados sobre todos los
datos. Dado que nuestros datos estan en la primera dimension, usamos axis=0
para calcular esta media:

all_losses = (all_errors ** 2).mean(axis=0)
all_losses.shape
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Output

(101, 101)

El resultado es una cuadricula de pérdidas, una matriz de tamario (101, 101), cada
pérdida correspondiente a una combinacion diferente de los parametros by w.

Esto es lo que llamamos la superficie de pérdidas (loss surface), que se puede
visualizar en una grafica 3D, donde el eje vertical (z) representa los valores de la
pérdida. Si conectamos las combinaciones de b y w que dan lugar al mismo valor de
pérdida, obtendremos una elipse. Asi que podemos dibujar esta elipse en el plano
original b x w (en azul, para un valor de pérdida de 3). Esto es, de hecho, lo que un
diagrama de contornos hace. A partir de ahora, siempre usaremos el diagrama de
contornos, en lugar de la versién 3D correspondiente.

Superficie de Pérdidas
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Figura 0.4 - Superficie de pérdidas

En el centro de la gréafica, donde los parametros (b, w) tienen valores cercanos a (1,
2), la pérdida esta en su valor minimo. Este es el punto que estamos tratando de
alcanzar usando el descenso de gradiente.

Abajo, un poco a laizquierda, esté el punto de comienzo aleatorio, correspondiente
a nuestros valores inicializados aleatoriamente.

Esta es una de las cosas buenas de abordar un problema simple como una regresion
lineal con una sola variable: Tenemos solo dos parametros, con lo cual podemos
calcular y visualizar la superficie de pérdidas.
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Desgraciadamente, para la gran mayoria de los problemas,
calcular la superficie de pérdidas no va a ser factible: tenemos

o gue confiar en la capacidad del descenso de gradiente para
alcanzar un punto de valor minimo, incluso si comienza en algin
punto aleatorio.

Puedes Leer Mas

Comprar la versién completa: https://leanpub.com/pytorch ES
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