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1 Preface

I decided to write this book for a couple of reasons. After publishing articles on websites like Towards Data Science, I was interested in taking a step forward as a writer. In the beginning of 2021, a major international publisher proposed me to collaborate on a PyCaret book, as I had already written an article about that library. At first I was interested, but eventually decided to publish my book on Leanpub, as it made more sense from a financial perspective. Furthermore, at the time of writing there is no other PyCaret book available, while there seems to be significant demand for it.

In this book, I will present an overview of all the main features of PyCaret, by focusing on practical case studies that are easy to follow. After reading it, you’ll be able to create and deploy machine learning models, thus taking advantage of this powerful technology. Machine learning is a field that has grown substantially in the past years, due to technological and scientific advancements. Data scientists and machine learning engineers are among the best paid professionals in the modern job market, so learning those skills is beneficial for every developer. The low-code approach of PyCaret makes it suitable for beginners, as well as seasoned developers that want to get results quickly, thus increasing their productivity.

The following chapters contain hands-on tutorials for the machine learning modules that are included with PyCaret, such as regression, classification, anomaly detection, clustering, natural language processing and time series forecasting. Furthermore, I will also explain how to deploy ML models as web applications, based on the Streamlit library and the associated Streamlit Cloud service. This will let you share your work with others, thus showcasing your skill and expertise. I hope you enjoy reading this book, and I encourage you to share your thoughts and feedback with me!



2 About the Author

Giannis Tolios is a data scientist who is passionate about expanding his knowledge and evolving as a professional. He has collaborated with numerous companies worldwide as a freelancer, and completed projects related to machine learning, NLP, time series forecasting, scientific data visualization and others. Giannis also enjoys writing about data science at established websites such as Towards Data Science and Analytics Vidhya. Giannis strongly believes that technology should be used for good, and is constantly looking for new ways to help mitigate challenges like climate change and economic inequality, by using data science. If you want to learn more about Giannis, you can visit his personal website, or follow him on LinkedIn, where he’s regularly posting content about data science and other topics.



3 About the Book


Who this Book is for

This book is targeted towards Python developers that want to familiarize themselves with the PyCaret library, as well as machine learning in general. The content is beginner-friendly, so I assume no prior knowledge of machine learning techniques and methods. Experienced data scientists and machine learning engineers can also benefit from reading this book, as it will help them acquaint themselves with the low-code approach of PyCaret, and improve their workflow. This book will focus on practical coding examples, so I will only provide basic explanations of theoretical concepts. In case you want to dig deeper into the theory, I suggest that you start with An Introduction to Statistical Learning, an excellent book that is provided as a free PDF download by the authors.



Prerequisites

You should have some basic knowledge of Python 3, linear algebra, statistics and probability theory. The math included in this book will be minimal, as it isn’t supposed to be a college textbook, but rather a practical guide for developers. Regardless, having a solid understanding of some fundamental mathematical concepts is important. The following resources should be helpful to beginners and people who want to freshen up their math skills.


	The Official Python Tutorial

	Free Linear Algebra Course on Khan Academy

	Free Statistics and Probability Course on Khan Academy







Software Requirements

The code in this book should work on all major operating systems, i.e. Microsoft Windows, Linux and Apple macOS. You will need to have Python 3 installed on your computer, as well as JupyterLab. I suggest that you use Anaconda, a machine learning and data science toolkit that includes numerous helpful libraries and software packages. Anaconda can be freely downloaded at this link. Alternatively, you can use a cloud service like Google Colab to run Python code without worrying about installing anything on your machine.



Installing PyCaret

The PyCaret library can be installed locally by executing the following command on your Anaconda terminal. You can also execute the same command on Google Colab or a similar service, to install the library on a remote server.

pip install pycaret[full]==3.0.0




After executing this command, PyCaret will be installed and you’ll be able to run all code examples of the book. It is recommended to install the optional dependencies as well, by including the [full] specifier. Furthermore, installing the correct package version ensures maximum compatibility, as I used PyCaret ver. 3.0.0 while working on this book. Finally, creating a conda environment for PyCaret is considered to be best practice, as it will help you avoid conflicts with other packages and make sure you always have the correct dependencies installed.





Using JupyterLab

JupyterLab is a powerful web-based user interface that lets you create and execute Jupyter notebooks containing Python code. You can run JupyterLab by executing the following command on the Anaconda terminal. Substituting lab with notebook will run the older Jupyter Notebook web interface, but I only recommend it if you have problems or compatibility issues with JupyterLab.

jupyter lab




When JupyterLab starts, you can create a new Jupyter notebook and run the code that is provided in each chapter of the book. After executing a Jupyter notebook, both the code and its output are displayed to the user. This file format can also contain text, figures and visualizations. Jupyter notebook is a powerful format that has become the standard in data science and machine learning. You can refer to the official JupyterLab Documentation for more information and help about using JupyterLab. In the following chapters, each code snippet represents a single Jupyter notebook cell that can be executed by pressing the Shift + Enter keyboard shortcut.



Github Repository

You can access all code examples included in this book at the official Github repository, with each folder containing the Python code of the same-titled book chapter. You can also clone the repository to your local machine if you wish. Git is the de facto standard for version control, so I assume that most developers will be familiar with it. In case you haven’t used it, please refer to the official quick reference guide.




4 A Brief Introduction to Machine Learning

Before starting a machine learning project, you need to have a solid grasp of the theory behind that technology. This book is targeted mostly to beginners and Python developers that want to improve their skill set and familiarize themselves with PyCaret, so I assume no prior knowledge of machine learning. Therefore, I will provide a brief introduction to the basic theoretical concepts that are necessary to understand the rest of the book. In case you are familiar with them, feel free to skip this chapter.


What is Machine Learning?

The term machine learning was popularized by Arthur Samuel, a prominent figure in the field of artificial intelligence1. Samuel defined machine learning as the field of study that gives computers the ability to learn without being explicitly programmed. This was a revolutionary approach, as traditional computer algorithms include all the necessary steps that have to be executed, explicitly defined by a human programmer. Unfortunately though, some problems are simply too difficult and complex, making it almost impossible to define an algorithm for them. Machine learning can be used to circumvent that obstacle by training the computer to find the solution, rather than giving it a set of explicit instructions. You may see machine learning being used interchangeably with the terms artificial intelligence and deep learning. Although associated, those terms aren’t identical. It is generally accepted that machine learning is a subfield of artificial intelligence, while deep learning is a subfield of machine learning.



Machine Learning Categories

Machine learning is typically divided in three main categories, i.e. supervised learning, unsupervised learning and reinforcement learning2. I will give a brief description for each one of those categories, as well as some real-life examples so you can easily get a grasp of them.


Supervised Learning

The main goal in supervised learning is to create a predictive model based on a set of labeled instances, known as the training dataset3. This dataset is a matrix where rows represent the instances, while columns represent the features and label. After the model is successfully trained, it can be used to make predictions on unlabeled data. Supervised learning is the most common type of machine learning, including tasks such as regression and classification. It can be applied to various kinds of data, like structured/tabular, text, image and video.

To help you understand supervised learning better, I am going to describe a simple regression example, where the goal is to predict a continuous value. In this case, the training dataset includes cars with attributes like dimensions, horsepower, engine size, number of cylinders and gas mileage. Those attributes are going to be used as features, while price is considered to be the label. After training a regression model on that dataset, it will be able to estimate the price of a car based on the rest of its attributes. We are going to examine a complete case study of regression in the next chapter.

Let’s also consider a classification example, where the goal is to predict a categorical class label. The dataset is comprised of patient records, including attributes such as age, sex, resting blood pressure, chest pain type and maximum heart rate. Those attributes are the features, while the presence or absence of heart disease in each patient is the label. This is known as a binary classification task, because there are only two classes. The trained model, known as a classifier in this case, will be able to evaluate whether a patient is at risk of having heart disease. Classification will be covered in chapter 3 of this book.





Unsupervised Learning

In case we can’t get a dataset with labeled instances, unsupervised learning algorithms can help us discover hidden structures on our data. Unsupervised learning includes tasks such as clustering and anomaly detection. Those algorithms can be applied to structured data, text, image and other types of data, similarly to supervised learning.

Let’s consider the following clustering example. Suppose that a company has a dataset with information about its customers, including various attributes, such as age, income and spending behavior. Groups of customers with similar characteristics can be created with the help of a clustering algorithm, in a process known as market segmentation. That information can be used to create effective marketing campaigns for each group, thus improving company sales and increasing revenue. We are going to examine a clustering case study in chapter 4.

Anomaly detection can be used in numerous different cases, such as fraud in financial transactions. In this case, every transaction is analyzed by an anomaly detection algorithm to detect potential fraud cases. Fraudulent transactions may include various possible events, like stolen credit cards being used for purchases, or hackers attempting to transfer funds illegally. Every suspicious transaction will be flagged as such by the algorithm. Anomaly detection will be studied in chapter 5.



Reinforcement Learning

The goal of reinforcement learning is to create an intelligent agent that interacts with its environment. That agent gets rewarded for every correct decision it makes, thus learning to perform various actions via trial-and-error4. Reinforcement learning can be used to create autonomous vehicles such as self-driving cars5. It can also be used to improve the AI of video games, thus resulting in more immersive and realistic experiences for gamers. We are not going to examine reinforcement learning in detail, as PyCaret doesn’t support it currently.







5 Regression


The Linear Regression Model

A fundamental task in supervised machine learning is regression, where the goal is to predict a continuous value. This is achieved by understanding the relationship between the target variable [image: math] and the feature variables [image: math] on a given dataset. One of the most basic regression models is Linear Regression1, which is defined in the following equation. The equivalent vectorized form of the equation is also provided, where the inner product of the transposed vector [image: math] and [image: math] is calculated.

[image: math]


	[image: math] is the target variable for the [image: math] instance of the given dataset.

	[image: math] to [image: math] are the feature variables.

	[image: math] is the intercept term.

	[image: math] to [image: math] are the coefficients of the feature variables.

	[image: math] is the error variable.





Regression with PyCaret

Besides Linear Regression, there are numerous other models available, such as Lasso2, Random Forest3, Support Vector Machines4 and Gradient Boosting5. In the rest of this chapter, we are going to see how PyCaret can help us choose and train the optimal regression model for a specific dataset. We are also going to learn about Exploratory Data Analysis (EDA), a method that lets you examine and understand the basic statistical properties of a dataset.




Importing the Necessary Libraries

import pandas as pd
import matplotlib.pyplot as plt
import matplotlib as mpl
import seaborn as sns
from pycaret.datasets import get_data
from pycaret.regression import *
mpl.rcParams['figure.dpi'] = 300




First of all, we import the Python libraries that are necessary for our project. Some standard machine learning libraries are included, such as pandas, Matplotlib and Seaborn. Furthermore, we import all PyCaret functions that are related to regression. The last line specifies that Matplotlib figures will have a 300 DPI resolution, but you can omit that if you wish.



Loading the Dataset

Machine learning projects can only succeed if the proper data are available, so PyCaret includes a variety of datasets that can be used to test its features. In this chapter, we are going to use insurance.csv, a dataset that originates from the book Machine Learning with R, by Brett Lantz6. This is a health insurance dataset, where the features are various attributes including age, sex, Body Mass Index (BMI), whether the person is a smoker or not, number of children and US region. Furthermore, the dataset target variable is the billed charges for every individual. Real-world data are usually more complex, but working with so-called toy datasets will help you grasp the concepts and techniques before dealing with more difficult cases.



data = get_data('insurance')

[image: ]

We use the get_data() PyCaret function to load the dataset to a pandas dataframe. The output is equivalent to the head() pandas function that prints the first 5 dataset rows. This lets us get a first glimpse of the data we are working with.

data.info()

RangeIndex: 1338 entries, 0 to 1337
Data columns (total 7 columns):
 #   Column    Non-Null Count  Dtype  
---  ------    --------------  -----  
 0   age       1338 non-null   int64  
 1   sex       1338 non-null   object 
 2   bmi       1338 non-null   float64
 3   children  1338 non-null   int64  
 4   smoker    1338 non-null   object 
 5   region    1338 non-null   object 
 6   charges   1338 non-null   float64
dtypes: float64(2), int64(2), object(3)
memory usage: 73.3+ KB




We use the pandas info() function to examine some basic information about the dataset. As we can see, there are 1338 rows and none of the columns have null values. Furthermore, the data type of each column has been automatically inferred by the pandas library.





Exploratory Data Analysis

We are now going to perform Exploratory Data Analysis (EDA) on our data. As mentioned earlier, EDA is a method that helps us understand the dataset properties by using descriptive statistics and visualization. It is an important part of every machine learning or data science project, as you have to understand the dataset before being able to utilize it.

numeric = ['age', 'bmi', 'children', 'charges']

data[numeric].hist(bins=20, figsize = (12,8))
plt.show()




[image: ]

The distribution of numeric variables can be visualized with a histogram that can be easily created with the hist() pandas function. It is obvious that some of the variables have right-skewed distributions that may cause problems with regression models, so we’ll have to deal with that later.

categorical = ['smoker', 'sex', 'region']
color = ['C0', 'C1', 'C2', 'C3']
fig, axes = plt.subplots(2, 2, figsize = (12,10))
axes[1,1].set_axis_off()
for ax, col in zip(axes.flatten(), categorical) :
    data[col].value_counts().plot(kind = 'bar', ax = ax, color = color)
    ax.set_xlabel(col)





Using bar charts is the standard way of plotting categorical variables. We can accomplish that easily, by using the value_counts() and plot() pandas functions. As we can see, the smoker variable has uneven distribution, with only 20% of people being smokers. In contrast, the sex variable is equally distributed.

fig, axes = plt.subplots(2, 2, figsize=(12,8))
axes[1,1].set_axis_off()

for ax, col in zip(axes.flatten(), categorical):
    sns.histplot(data, x='charges', hue=col, multiple='stack', ax=ax)





The histplot() Seaborn function lets us visualize the relationship between numeric and categorical variables by using hue mapping. In this case, we plot the target variable histogram, colored differently for every category of the smoker, sex and region variables. Evidently, smokers get significantly higher charges compared to non-smokers. This is expected, as the health risks associated with smoking are numerous and well-documented.



cols = ['age', 'bmi', 'charges', 'smoker']
sns.pairplot(data[cols], hue='smoker')
plt.show()





[image: ]



The scatter plot is a type of visualization that helps us understand the relationship between numeric variables. The pairplot() Seaborn function creates a grid of scatter plots for all pairs of numeric variables in a given dataset. The diagonal contains distribution plots of the variables, such as histograms or KDE plots in this case. Once again, we use hue mapping to highlight the differences between smokers and non-smokers. As we can see, age is correlated with charges, i.e. people get higher charges as they grow older. In spite of that, being a non-smoker keeps the cost lower for most people, regardless of their age. Furthermore, overweight and obese people don’t seem to get significantly higher charges, unless they are also smokers.





Initializing the PyCaret Environment

reg = setup(data=data, target='charges', train_size = 0.8, session_id = 7402,
            numeric_features = numeric[:-1], categorical_features = categorical,
            transformation = True, normalize = True)




[image: ]

After the EDA part of the project is complete, the next step is to initialize the PyCaret environment. We can accomplish that by using the setup() function, which prepares the data for model training and deployment. This function has numerous parameters, but we are only going to focus on the most important. In case you want to delve deeper, you can refer to the documentation page of the PyCaret Regression module.

After running the setup() function, a table with its parameters and settings is printed, as seen in the image. We are now going to examine the preprocessing pipeline that has been applied to the dataset.


Identifying Numeric and Categorical Features

PyCaret can automatically infer whether a feature is numeric or categorical. When you execute the setup() function, you will be prompted to verify that the features have been identified correctly. Alternatively, you can specify which features are categorical or numeric using the categorical_features and numeric_features parameters, as we did in this case.



Train/Test Split

Splitting a dataset to a train and test subset is standard practice in machine learning, because it is important to evaluate model performance on data that haven’t been used to train it. In this case, we have set the train_size parameter to 0.8, meaning that the machine learning model will be trained on 80% of the original data, while the 20% will be used for testing purposes.



Normalization of Numeric Features

Some regression models require numeric features to be normalized by having [image: math] and [image: math] . We enabled normalization by setting the normalize parameter to True, thus applying the standard scaler. This method replaces each value of the feature with the z-score, which is defined as [image: math] . Changing the normalize_method parameter lets us choose a different normalization method, with other options including the Min Max scaler and the Robust scaler.





Transformation of Numeric Features

In the EDA section of the project, we realized that some of the numeric features are skewed. This can degrade the performance of some regression models, as they are designed to work with variables that are normally distributed. We can easily deal with that problem, by transforming the variables so their distribution is closer to normal. Transformation was enabled by setting the transformation parameter to True.



One-Hot Encoding Categorical Features

Categorical features are supported by some regression models, but they can cause problems with others. It is therefore advised to apply a categorical encoding method, thus converting them to numeric variables. PyCaret applies one-hot encoding by default, where new binary features are created for each category of the categorical features.



Printing the Preprocessed Features

get_config('X_transformed').head()


This is what the feature variables look after the preprocessing pipeline has been applied to them. Evidently, the numeric features now have different values because the have been normalized and transformed. Furthermore, the categorical features have been converted to multiple binary variables because of the one-hot encoding.






Comparing Regression Models

best = compare_models(sort='RMSE')




[image: ]

As we mentioned earlier, there are numerous regression models available, and choosing the best one for our data can be challenging. The compare_models() function simplifies this process, by training all the available models and displaying a table with the results. The first column contains the regression model name, while the rest are various metrics. This table may seem intimidating if you are a beginner, but it actually isn’t that complicated. As we can see, there are various metrics that can be used to evaluate the performance of a regression model, but we are going to focus on Root Mean Squared Error (RMSE), so we sorted the results based on it.



RMSE is one of the most widely used metrics for regression, and it is defined as the square root of the average of squared errors, between actual and predicted values. Lower RMSE values indicate a more accurate regression model, so in this case, the most accurate model is Gradient Boosting Regressor with an RMSE value of 4750.1089.
[image: math]



Creating the Model

model = create_model('gbr', fold = 10)

[image: ]

We can now train the Gradient Boosting Regressor by using the create_model() function, which uses k-fold cross validation to evaluate model accuracy. The dataset is partitioned into k subsamples, with one of them being retained for validation, while the rest are used to train the model. This process is repeated k times, with the resulting metrics for each subsample being displayed when it’s completed.



Tuning the Model

params = {
        'learning_rate': [0.05, 0.08, 0.1],
        'max_depth': [1, 2, 3, 4, 5, 6, 7, 8],
        'subsample': [0.8, 0.9, 1, 1.1],
        'n_estimators' : [100, 200, 300, 400, 500]
    }

tuned_model = tune_model(model, optimize = 'RMSE', fold = 10,
                       custom_grid = params, n_iter = 100)




[image: ]

Hyperparameter tuning is a technique where the various parameters of a machine learning model are tweaked to optimize its performance. The tune_model() function can be used to apply hyperparameter tuning on a trained model by using the randomized search method, where a random sample of possible combinations is tested.



A dictionary with the hyperparameters of our preference was passed to the custom_grid parameter of the function. We can see that after tuning the model, the RMSE value decreased to 4624.8325. You should keep in mind that hyperparameter tuning can be a computationally intensive and time-consuming process. In case it takes too long to complete on your computer, you can try decreasing the number of iterations by setting a lower value on the n_iter parameter. Each regression model has a different set of hyperparameters that can be tuned, so you’ll have to consult its documentation to select them. In this case, you can refer to the Gradient Boosting Regression documentation page of scikit-learn.



Making Predictions

predictions = predict_model(tuned_model)
predictions.head()




[image: ]

So far, we have evaluated model performance by applying the k-fold cross validation technique on the train dataset. The predict_model() function makes predictions on the test dataset, thus letting us evaluate model performance on data that haven’t been used to train the model. As we can see, the RMSE value on the test dataset is 4100.7982, indicating that the model has excellent performance.





Plotting the Model

plot_model(tuned_model, 'feature', scale = 4)




[image: ]

The plot_model() function lets us easily create various useful graphs for our machine learning model. In this case, we created a feature importance plot to visualize the impact that each feature has at predicting the target variable. Evidently, the most important features are each person’s age and being a smoker or not. This confirms the EDA insights, where we concluded that those features are indeed the most important. This function can also be used to plot the validation curve, the learning curve, and various other useful graphs about the regression model.



plot_model(tuned_model, 'error')




[image: ]

We now use the plot_model() function to create a prediction error plot, visualizing the difference between the dataset target values and the predictions of our model. As we can see, the model predictions are fairly accurate, because the best fit line is significantly close to the identity line, where all predictions are theoretically perfect. Furthermore, the [image: math] metric also indicates that the model is accurate, having a value of 0.892.





Finalizing and Saving the Model

final_model = finalize_model(tuned_model)

save_model(final_model, 'regression_model')




As we saw earlier, the setup() function splits the dataset into train and test subsets. When we create or tune a model, only the train subset is used for training, while the rest of the data are reserved for testing purposes. In case we are satisfied with the performance of our model, we can use the finalize_model() function to train it on the complete dataset, thus utilizing the test subset as well. After doing that, we can use the save_model() function to save it on the local disk. We are going to see how this stored regression model can be deployed as a web application in a following chapter.
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This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook

Anomaly Detection with PyCaret
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook

Importing the Necessary Libraries
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Loading the Dataset
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Exploratory Data Analysis
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Initializing the PyCaret Environment
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Creating and Assigning the Model
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Evaluating the Model
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Plotting the Model
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Saving the Model
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook




9 Natural Language Processing
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook

Natural Language Processing with PyCaret
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook

Downloading the Additional Resources
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Importing the Necessary Libraries
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Loading the Dataset
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Exploratory Data Analysis
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Initializing the NLP Environment
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook

Numeric & Special Character Removal
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Word Tokenization
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Stopword Removal
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Bigram & Trigram Extraction
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Lemmatization
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook



Creating and Assigning the Topic Model
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Plotting the Topic Model
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Initializing the Classification Environment
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Creating the Classification Model
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Finalizing and Saving the Models
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook




10 Time Series Forecasting
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook

Time Series Forecasting with PyCaret
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook

Importing the Necessary Libraries
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Loading the Dataset
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Time Series Analysis
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Initializing the PyCaret Environment
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Running Statistical Tests
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Comparing Forecasting Models
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Creating a Forecasting Model
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Plotting the Model
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Finalizing the Model and Making Predictions
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Saving the Model
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook




11 Deploying a Machine Learning Model
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook

The Streamlit Framework
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


The Insurance Charges Prediction App
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook

Developing the Web Application
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Running the Web Application Locally
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook



The Iris Classification App
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook

Developing the Web Application
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Running the Web Application Locally
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook



Deploying an Application to Streamlit Cloud
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook

Creating a Github Repository
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook


Deploying the Insurance Charges Prediction App
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook




12 Closing Thoughts
This content is not available in the sample book. The book can be purchased on Leanpub at http://leanpub.com/pycaretbook
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