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Of course we have already covered that Lemurs like bananas.
Unfortunately for lemurs, there are bugs that also like bananas.
This can be a big problem for lemurs, especially since it is
impossible to tell for sure whether a banana has a bug in it until
after the banana has been opened.




28. Bayes Theorem

We learned from Expected Values that the value of an Observation
one can expect, or Probability, from a future output can possibly
be based upon an input Chance value multiplied by measurements.
When lemurs do this, they are creating a fictional idea about how
the world works based upon frequencies of past Observations.
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28. Bayes Theorem

Using Categorial Data, the Expected Value from past Observations
of bug-ridden and clear bananas might be 2/3. There should
always be another idea behind this type of thinking, that some
kind of hypothesis testing and a confidence interval is included in
this 2/3 Expected Value.
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28. Bayes Theorem

In the case of Bayesian Probability there is however, a test that
can be performed which basically gives a clue as to what level of
certainty, called a Bayes factor, there may be bug inside the
banana even before opening it. Instead of using hypothesis testing
and confidence intervals as our clues, the clues are within the
Observations.



28. Bayes Theorem

In a whole forest of bananas, what are the chances that you pick a
banana with a bug in it, before you open the banana. Imagining
that we have a test for bugs that doesn’t always work.

Chances of Something, Given Experience and a

o~

S
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28. Bayes Theorem

In a whole forest of bananas, we pick one banana. There is a spot
on it, or not. There are actually two directions the clue can go.

Direction 1

The Bayes factor, or percent
value of the clue could be
different in each direction. But in
our example here, the clue
works 99% of the time in both
directions.

Direction 2



28. Bayes Theorem

There are four possible events that can happen that we know

ahead of time.

E Possible

Test Outcomes

Clue was Clue was
Correct Incorrect
No Bug A/w
¢
o Am No Bug




28. Bayes Theorem

The could actually have different values in different
directions, but here it is 99% in both directions to keep things
simple. So a banana with no spot means no bug 99% of the time,
so the height of the rectangle is 99%. The width of the rectangle
is 35/36 because this is the Base Rate from Experience out of 36
bananas, not taking into account any clue.

Bayes Factor

No Bug

Base Rate = 1/36 bug



28. Bayes Theorem

The concept of Types of Errors from Hypothesis Testing is kind of
the same to Possible Test Outcomes in Bayesian thinking. But
instead of the Error Type meaning incorrectly accepting or
rejecting the Null Hypothesis, now it means the was wrong.

Types of Errors - Bayesian Probability

Part of Error Type 1 Type 2
Test Outcome Clue Said Yes, But Clue Said No, But
Was Wrong was Wrong
Our Prediction based We predicted Yes We predicted No
upon Refutation because clue showed |because clue showed
us most likely Yes. ' us most likely No.
Reality Clue was wrong - Clue was wrong -

False Positive. False Negative.



28. Bayes Theorem

To make things easier for lemurs, we can look at each of the Base

Cases vs the put near each other on a table.
Experience
W 1/36 No Bug  35/36
99%
correct ' 0.000278 0.9625
% not
correct
|
99%
correct
orre O 0.0257
s not 0.0097

correct



28. Bayes Theorem

Out of a whole forest of bananas, we pick one banana. Look at it
and see there is no green spot. What are the chances it has a bug?
It's not 1 in 36 anymore because we know there is no spot. It's
not 0% because we know the test is not perfect.

&W ' 0.0003
i

° + 0.9625 + :

0.0003
& No Bug



28. Bayes Theorem

To find the accurate result, which is still small, we have to divide
the chance of no spot and a bug by the sum of no spot and a bug
plus no spot and no bug. These might seem like small nhumbers,
but there is a 4% difference between 0.000278 and 0.000289!

& 7”§ ' 0.000278

¢ + 0.9625 + .

= 0.000289..

0.000278
& No Bug



28. Bayes Theorem

This final calculation including both the base case and the clue
shows us the real risk. Using just experience or just the clue
would be much too fearful.

002890/0 is the risk in reality

1/36 2780/0 96 times too

- fearful

o.M 1/100 - IOOO/O 35 times too

fearful



28. Bayes Theorem

Out of a whole forest of bananas, we pick one banana. Look at it
and see there is a green spot. What are the chances it has a bug?
It's not 1 in 36 anymore because we know there is a spot. It's not
100% because we know the test is not perfect.

P 0.0257

+ 0.0257 + 0.0097



28. Bayes Theorem

This final calculation including both the base case and the clue
shows us the real risk. Using just experience or just the clue
would be much too fearful.

72600/0 is the risk in reality

35/36 — 9720/0 1.3 times too

- confident

Rate = 1/36 bug

™ 99/100 = 99.0% -4 eimes too

confident



28. Bayes Theorem

Crate of 1000 bananas
marked to be thrown
out because of spots.

72.60% % 1000 = 726 Have Bugs

Bayesian Bug Would
Probability 2 7 4 have been
wasted!



Some lemurs eat coconuts. These nocturnal lemurs, called Aye-
ayes, can listen for the sound of coconuts falling and hitting the

ground at night.
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Lemurs are good at leaping. But, they can’t leap across a whole
forest in one jump. They leap from tree to tree, using the trees or

banana plants that are within leaping distance.
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