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Wprowadzenie

Jesli nie mozesz sie doczekac, aby zaczaé integrowaé Duze Modele Jezykowe Al (LLM)

w swoich projektach programistycznych, $mialo mozesz przej$¢ od razu do wzorcéw
i przykladéw kodu przedstawionych w kolejnych rozdziatach. Jednak aby w pelni
doceni¢ moc i potencjal tych wzorcow, warto poswieci¢ chwile na zrozumienie

szerszego kontekstu i spdjnego podejscia, ktdre reprezentuja.

Wzorce nie sa jedynie zbiorem odizolowanych technik, lecz raczej jednolitym
frameworkiem do integracji Al w twoich aplikacjach. Uzywam Ruby on Rails, ale te
wzorce powinny dzialaé praktycznie w kazdym innym $rodowisku programistycznym.
Odnosza si¢ one do szerokiego zakresu zagadnien, od zarzadzania danymi
i optymalizacji wydajnosci po doswiadczenie uzytkownika i bezpieczenstwo,
zapewniajac kompleksowy zestaw narzedzi do wzbogacania tradycyjnych praktyk

programistycznych o mozliwosci AL
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Kazda kategoria wzorcow zajmuje sie konkretnym wyzwaniem lub mozliwoscia, ktore
pojawiaja sie podczas wlaczania komponentéw Al do twojej aplikacji. Zrozumienie
relacji i synergii miedzy tymi wzorcami pozwoli ci podejmowac $wiadome decyzje

dotyczace tego, gdzie i jak najefektywniej zastosowac¢ AL

Wzorce nigdy nie sg nakazowymi rozwigzaniami i nie nalezy ich tak traktowac. Sg
pomyslane jako adaptowalne elementy sktadowe, ktére powinny by¢ dostosowane do
unikalnych wymagan i ograniczen twojej wlasnej aplikacji. Skuteczne zastosowanie
tych wzorcow (jak kazdych innych w dziedzinie oprogramowania) opiera si¢
na glebokim zrozumieniu dziedziny problemu, potrzeb uzytkownikéw i ogodlnej

architektury technicznej twojego projektu.

Przemyslenia na temat architektury

oprogramowania

Zaczalem programowac w latach 80. i bylem zaangazowany w $rodowisko hakerskie,
i nigdy nie stracitem swojego hakerskiego sposobu my$lenia, nawet po zostaniu
profesjonalnym programista. Od poczatku zawsze podchodzitem ze zdrowym
sceptycyzmem do tego, jaka warto$¢ faktycznie wnosili architekei oprogramowania

w swoich wiezach z kosci stoniowe;.

Jednym z powoddéw, dla ktérych osobiscie jestem tak podekscytowany zmianami
wprowadzonymi przez te potezng nowg fale technologii Al, jest jej wplyw na to,
co uznajemy za decyzje dotyczace architektury oprogramowania. Kwestionuje ona
tradycyjne pojecia tego, co stanowi “prawidlowy” sposéb projektowania i implementacji
naszych projektéw programistycznych. Kwestionuje réwniez, czy architekture mozna
nadal postrzega¢ glownie jako te czesci systemu, ktore trudno zmienié, poniewaz
usprawnienia Al sprawiaja, ze latwiej niz kiedykolwiek jest zmieni¢ dowolng czes$é

projektu w dowolnym momencie.

By¢ moze wkraczamy w szczytowy okres “postmodernistycznego” podejscia do
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inzynierii oprogramowania. W tym kontek$cie postmodernizm odnosi sie do
fundamentalnej zmiany w stosunku do tradycyjnych paradygmatow, gdzie programisci
byli odpowiedzialni za pisanie i utrzymywanie kazdej linii kodu. Zamiast tego,
podejécie to przyjmuje idee delegowania zadan, takich jak manipulacja danymi,
zlozone algorytmy, a nawet cale fragmenty logiki aplikacji, do bibliotek zewnetrznych
i zewnetrznych API Ta postmodernistyczna zmiana stanowi znaczace odejscie od
konwencjonalnej madrosci budowania aplikacji od podstaw i zmusza programistéw do

przemyslenia swojej roli w procesie rozwoju oprogramowania.

Zawsze wierzylem, ze dobrzy programisci pisza tylko kod, ktéry jest absolutnie
niezbedny do napisania, bazujac na naukach Larry’ego Walla i innych $wietlanych
umystéw hakerskich podobnych do niego. Minimalizujac ilo$¢ napisanego kodu,
mozemy dziala¢ szybciej, zmniejszy¢ przestrzen na bledy, uprosci¢ konserwacje
i poprawi¢ ogdlna niezawodnos¢ aplikacji. Mniej kodu pozwala nam skupi¢ si¢ na
podstawowej logice biznesowej i dos§wiadczeniu uzytkownika, delegujac jednoczesnie

pozostalg prace do innych ustug.

Teraz, gdy systemy oparte na sztucznej inteligencji moga obstugiwaé zadania, ktore
wczesniej byly domena wylacznie kodu pisanego przez czlowieka, powinnismy
by¢ w stanie by¢ jeszcze bardziej produktywni i zwinni, skupiajac sie bardziej niz

kiedykolwiek na tworzeniu wartosci biznesowej i do§wiadczeniu uzytkownika.

Oczywiscie delegowanie ogromnych czesci projektu systemom Al wiaze sie
z pewnymi kompromisami, takimi jak potencjalna utrata kontroli i potrzeba solidnych
mechanizméw monitorowania i informacji zwrotnej. Dlatego wymaga to nowego
zestawu umiejetnosci i wiedzy, w tym przynajmniej podstawowego zrozumienia tego,

jak dziata Al
Czym jest Duzy Model Jezykowy?

Duze Modele Jezykowe (LLM) to rodzaj modelu sztucznej inteligencji, ktéry zyskat

znaczng uwage w ostatnich latach, szczegdlnie od czasu wprowadzenia GPT-3
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przez OpenAl w 2020 roku. LLM sg zaprojektowane do przetwarzania, rozumienia
i generowania jezyka ludzkiego z niezwykla dokladnoscig i ptynnoscia. W tej sekcji
przyjrzymy sie pokrotce temu, jak dziatajag LLM i dlaczego sa tak dobrze przystosowane

do budowania inteligentnych komponentéw systemowych.

U podstaw LLM leza algorytmy uczenia glebokiego, a konkretnie sieci neuronowe. Sieci
te sktadajg sie z potaczonych weztdw, czyli neurondw, ktore przetwarzaja i przekazujg
informacje. Architekturg preferowang dla LLM jest czesto model Transformer, ktory

okazat sie wysoce skuteczny w obstudze danych sekwencyjnych, takich jak tekst.

Modele Transformer opieraja sie na mechanizmie uwagi i sa gléwnie wykorzystywane
do zadan zwiagzanych z danymi sekwencyjnymi, takich jak przetwarzanie jezyka
naturalnego. Transformery przetwarzaja dane wejSciowe wszystkie naraz, zamiast
sekwencyjnie, co pozwala im skuteczniej uchwyci¢ zaleznosci dlugodystansowe.
Posiadajg warstwy mechanizméw uwagi, ktére pomagajg modelowi skupi¢ sie na

réznych czedciach danych wejsciowych w celu zrozumienia kontekstu i relacji.

Proces trenowania LLM-6w polega na wystawieniu modelu na ogromne ilosci danych
tekstowych, takich jak ksigzki, artykuly, strony internetowe i repozytoria kodu. Podczas
treningu model uczy si¢ rozpoznawac wzorce, relacje i struktury w tekscie. Wychwytuje
statystyczne wilasciwosci jezyka, takie jak reguly gramatyczne, powiazania miedzy

slowami i znaczenia kontekstowe.

Jedna z kluczowych technik wykorzystywanych w trenowaniu LLM-6w jest
uczenie nienadzorowane. Oznacza to, ze model uczy sie z danych bez wyraznego
oznakowania czy wskazéwek. Samodzielnie odkrywa wzorce i reprezentacje, analizujac
wspotwystepowanie stow i fraz w danych treningowych. Pozwala to LLM-om rozwinaé

glebokie zrozumienie jezyka i jego zawitosci.

Innym waznym aspektem LLM-6w jest ich zdolnos$¢ do obstugi kontekstu. Podczas
przetwarzania tekstu, LLM-y biora pod uwagg nie tylko pojedyncze stowa, ale réwniez
otaczajacy kontekst. Uwzgledniaja poprzednie slowa, zdania, a nawet akapity, aby

zrozumie¢ znaczenie i intencje tekstu. To kontekstowe zrozumienie umozliwia LLM-
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-om generowanie spdjnych i trafnych odpowiedzi. Jednym z gléwnych sposobéw
oceny mozliwosci danego modelu LLM jest rozwazenie wielkosci kontekstu, jaki moze

uwzgledni¢ przy generowaniu odpowiedzi.

Po wytrenowaniu, LLM-y moga by¢ wykorzystywane do szerokiej gamy zadan
zwigzanych z jezykiem. Potrafiy generowaé tekst przypominajacy ludzki,
odpowiada¢ na pytania, streszcza¢ dokumenty, ttumaczyé jezyki, a nawet pisac
kod. Wszechstronno$¢ LLM-6w sprawia, ze sg cenne przy budowaniu inteligentnych
komponentéw systemowych, ktére moga wchodzi¢ w interakcje z uzytkownikami,

przetwarzac¢ i analizowac¢ dane tekstowe oraz generowac znaczace wyniki.

Wiaczajac LLM-y do architektury aplikacji, mozna tworzy¢ komponenty Al, ktére
rozumiejg i przetwarzaja dane wejsciowe od uzytkownika, generujg dynamiczng tre$¢
oraz dostarczajg inteligentne rekomendacje lub dziatania. Jednak praca z LLM-ami
wymaga starannego rozwazenia wymagan dotyczacych zasobéw i kompromiséw
wydajno$ciowych. LLM-y sa obliczeniowo intensywne i moga wymagaé znaczacej
mocy obliczeniowej oraz pamieci (innymi stowy, pieniedzy) do dziatania. Wigkszos¢
z nas bedzie musiala oceni¢ implikacje kosztowe integracji LLM-6w z naszymi

aplikacjami i dziala¢ odpowiednio.

Zrozumienie Wnioskowania

Wnioskowanie odnosi si¢ do procesu, w ktorym model generuje przewidywania lub
wyniki na podstawie nowych, niewidzianych wczesniej danych. Jest to faza, w ktorej
wytrenowany model jest wykorzystywany do podejmowania decyzji lub generowania

tekstu, obrazéw lub innych tresci w odpowiedzi na dane wejsciowe uzytkownika.

Podczas fazy treningu model Al uczy sie na podstawie duzego zbioru danych,
dostosowujac swoje parametry, aby zminimalizowac¢ bledy w swoich przewidywaniach.
Po wytrenowaniu model moze zastosowac¢ to, czego si¢ nauczyl, do nowych danych.
Wnioskowanie to sposéb, w jaki model wykorzystuje wyuczone wzorce i wiedze do

generowania wynikow.
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W przypadku Duzych Modeli Jezykowych, wnioskowanie polega na przyjeciu promptu
lub tekstu wejsciowego i wyprodukowaniu spdjnej i kontekstowo odpowiedniej
odpowiedzi w postaci strumienia tokenéw (o ktérych wkrotce porozmawiamy).
Moze to by¢ odpowiadanie na pytania, uzupelnianie zdan, generowanie historii czy

tlumaczenie tekstu, wiréd wielu innych zadan.

W przeciwienistwie do sposobu, w jaki ty i ja my$limy, “my$lenie” modelu
’ Al poprzez wnioskowanie odbywa sie w jednej bezstanowej operacji. To
znaczy, jego myslenie jest ograniczone do procesu generowania. Dostownie
musi mysle¢ na glos, tak jakbym zadal ci pytanie i akceptowal odpowiedz

tylko w stylu “strumienia §wiadomosci”.

Duze Modele Jezykowe Wystepuja w Wielu Rozmiarach
i Odmianach

Podczas gdy praktycznie wszystkie popularne duze modele jezykowe (LLM) sa oparte na
tej samej podstawowej architekturze transformera i trenowane na ogromnych zbiorach
tekstowych, wystepujg w réznych rozmiarach i sg dostrajane do réznych celéw. Rozmiar
LLM, mierzony liczbg parametréw w jego sieci neuronowej, ma duzy wplyw na jego
mozliwosci. Wieksze modele z wigksza liczba parametrow, jak GPT-4, ktéry podobno
moze pochwali¢ sie¢ 1-2 bilionami parametrow, sg generalnie bardziej kompetentne
i zdolne niz mniejsze modele. Jednakze wieksze modele wymagaja tez znacznie wiekszej
mocy obliczeniowej do dziatania, co przeklada sie na wyzsze koszty przy korzystaniu

z nich poprzez wywolania APL

Aby uczyni¢ LLM bardziej praktycznymi i dostosowanymi do konkretnych przypadkéw
uzycia, modele bazowe sg czesto dostrajane na bardziej ukierunkowanych zbiorach
danych. Na przyktad, LLM moze by¢ trenowany na duzym korpusie dialogéw, aby
wyspecjalizowaé¢ go w konwersacyjnej SI. Inne sa trenowane na kodzie, aby wyposazy¢
je w wiedze programistyczng. Istnieja nawet modele, ktore sg specjalnie trenowane do

interakcji z uzytkownikami w stylu odgrywania rol!


https://openrouter.ai/models/deepseek/deepseek-coder
https://openrouter.ai/models/neversleep/llama-3-lumimaid-70b
https://openrouter.ai/models/neversleep/llama-3-lumimaid-70b
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Modele oparte na wyszukiwaniu a modele generatywne

W $wiecie duzych modeli jezykowych (LLM) istnieja dwa gléwne podejicia do
generowania odpowiedzi: modele oparte na wyszukiwaniu i modele generatywne.
Kazde podejscie ma swoje mocne i stabe strony, a zrozumienie réznic miedzy nimi

moze poméc w wyborze odpowiedniego modelu do konkretnego przypadku uzycia.

Modele oparte na wyszukiwaniu

Modele oparte na wyszukiwaniu, znane rowniez jako modele wyszukiwania informacji,
generuja odpowiedzi poprzez przeszukiwanie duzej bazy danych istniejacych tekstow
i wybieranie najbardziej odpowiednich fragmentéw na podstawie zapytania. Modele
te nie generujg nowego tekstu od podstaw, lecz raczej tacza fragmenty z bazy danych

w sp6jng odpowiedz.

Jedna z gléwnych zalet modeli opartych na wyszukiwaniu jest ich zdolno$¢ do
dostarczania faktycznie doktadnych i aktualnych informacji. Poniewaz opierajg
sie na bazie wyselekcjonowanych tekstéw, moga wydobywaé istotne informacje
z wiarygodnych zrédet i przedstawia¢ je uzytkownikowi. Sprawia to, ze doskonale
nadajg sie do zastosowan wymagajacych precyzyjnych, faktycznych odpowiedzi,

takich jak systemy odpowiadania na pytania czy bazy wiedzy.

Jednak modele oparte na wyszukiwaniu majg pewne ograniczenia. Sg tylko tak
dobre jak baza danych, ktéra przeszukuja, wiec jakosé i zakres bazy danych
bezposrednio wplywaja na wydajnos¢ modelu. Ponadto modele te moga mieé
trudnosci z generowaniem spdjnych i naturalnie brzmiacych odpowiedzi, poniewaz sa

ograniczone do tekstu dostepnego w bazie danych.

W tej ksigzce nie omawiamy wykorzystania czystych modeli opartych na

wyszukiwaniu.
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Modele generatywne

Modele generatywne natomiast tworza nowy tekst od podstaw w oparciu o wzorce
i zaleznosci, ktérych nauczyly sie podczas treningu. Modele te wykorzystujg
swoje zrozumienie jezyka do generowania nowych odpowiedzi dostosowanych

do wprowadzonego polecenia.

Gléwng zaleta modeli generatywnych jest ich zdolnos¢ do tworzenia kreatywnego,
spojnego i kontekstowo odpowiedniego tekstu. Moga prowadzi¢ otwarte rozmowy,
generowaé historie, a nawet pisa¢ kod. Sprawia to, Ze sg idealne do zastosowan
wymagajacych bardziej otwartych i dynamicznych interakcji, takich jak chatboty,

tworzenie tresci czy asystenci pisania kreatywnego.

Jednak modele generatywne moga czasami produkowaé niespdjne lub faktycznie
niepoprawne informacje, poniewaz opieraja sie na wzorcach nauczonych podczas
treningu, a nie na wyselekcjonowanej bazie faktow. Moga byé réwniez bardziej
podatne na uprzedzenia i halucynacje, generujac tekst, ktory jest wiarygodny, ale

niekoniecznie prawdziwy.

Przyktadami generatywnych LLM-6w sg modele z serii GPT (GPT-3, GPT-4) od OpenAl
oraz Claude od Anthropic.

Modele hybrydowe

Kilka dostepnych komercyjnie LLM-O6w 1faczy zaréwno podejicie oparte na
wyszukiwaniu, jak i generatywne w modelu hybrydowym. Modele te wykorzystujg
techniki wyszukiwania do znalezienia istotnych informacji z bazy danych, a nastepnie

uzywaja technik generatywnych do syntezy tych informacji w sp6jna odpowiedz.

Modele hybrydowe maja na celu polaczenie doktadnosci faktograficznej modeli
opartych na wyszukiwaniu z mozliwosciami generowania jezyka naturalnego

charakterystycznymi dla modeli generatywnych. Moga dostarcza¢ bardziej
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wiarygodnych i aktualnych informacji, zachowujac jednoczesnie zdolnosé do

prowadzenia otwartych konwersacji.

Wybierajac miedzy modelami opartymi na wyszukiwaniu a modelami generatywnymi,
nalezy wzia¢ pod uwage konkretne wymagania aplikacji. Jesli gtéwnym celem jest
dostarczanie doktadnych, faktycznych informacji, model oparty na wyszukiwaniu moze
by¢ najlepszym wyborem. Jesli aplikacja wymaga bardziej otwartych i kreatywnych
interakcji, model generatywny moze by¢ bardziej odpowiedni. Modele hybrydowe
oferujg rownowage miedzy tymi dwoma podejsciami i moga by¢ dobrym wyborem dla
aplikacji wymagajacych zaréwno doktadnosci faktograficznej, jak i generowania jezyka

naturalnego.

Ostatecznie wyboér miedzy modelami opartymi na wyszukiwaniu a modelami
generatywnymi zalezy od konkretnego przypadku uzycia i kompromiséw miedzy
doktadnoscia, kreatywnoscig a elastycznoscia. Rozumiejac mocne strony i ograniczenia

kazdego podejscia, mozesz podejmowac $wiadome decyzje.



Wprowadzenie

Dostrajanie instrukcji

Dostrajanie instrukeji to podzbior treningu konwersacyjnego, ktéry wykorzystuje
napisane przez ludzi polecenia i odpowiedzi, aby ulepszy¢ zdolno$¢ LLM-6w do
rozumienia i wykonywania instrukeji. Oto kilka prostych przyktadéw ilustrujacych,
jak dostrajanie instrukcji na podstawie napisanych przez ludzi polecen i odpowiedzi

poprawia zdolno$¢ LLM-6w do rozumienia i wykonywania instrukeji:

Przyktad 1: Obstuga klienta

Instrukcja: “Udziel odpowiedzi klientowi proszacemu o zwrot pieniedzy.”

Polecenie napisane przez czlowieka: “Chcialbym poprosi¢ o zwrot pieniedzy za moj

ostatni zakup. Produkt nie spetnit moich oczekiwan”

OdpowiedZ napisana przez cztowieka: “Przykro mi slyszeé, ze produkt nie speknit
Pana/Pani oczekiwan. Aby przetworzy¢ zwrot, prosimy o podanie numeru
zamoéwienia oraz powodu zwrotu. Przeanalizujemy Pana/Pani prosbe i odpowiemy

w ciagu 2-3 dni roboczych?”

Przykitad 2: Pomoc edukacyjna

Instrukcja: “Wyjasnij pojecie fotosyntezy 10-latkowi.”

Human-Written Prompt: “Czy mozesz wyjasni¢, jak roSliny wytwarzaja swoje
pozywienie?”

Human-Written Response: “Oczywiécie! Roéliny wytwarzaja swoje pozywienie
w procesie zwanym fotosynteza. Wykorzystuja $wiatlo stoneczne, wode i dwutlenek
wegla do wytworzenia pokarmu i tlenu. Liscie rosliny majg specjalng cze$é zwang

chlorofilem, ktéra pomaga im w wychwytywaniu $§wiatla stonecznego.”

Example 3: Personal Assistant

10
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Instruction: “Schedule a meeting for next Tuesday at 3 PM””

Human-Written Prompt: “Czy mozesz zaplanowa¢ spotkanie na wtorek na godzine

15:00?”

Human-Written Response: “Oczywiscie, zaplanowalem spotkanie na nastepny

wtorek na godzine 15:00. Czy potrzebujesz czego$ jeszcze?”

Rezultatem jest zréznicowany ekosystem LLM-6w o réznych rozmiarach
i specjalizacjach. Mniejsze modele w zakresie 1-7 miliardéw parametréw zapewniajg
dobre ogoélne mozliwosci jezykowe, bedac jednoczesnie bardziej wydajnymi

w dzialaniu.

« Mistral 7B
« Llama 3 8B

« Gemma 7B

Modele sredniej wielkosci, okoto 30-70 miliardéw parametréow, oferujg silniejsze

zdolno$ci rozumowania i wykonywania instrukcji.

« Llama 3 70B
« Qwen2 70B
« Mixtral 8x22B

Przy wyborze LLM do wlaczenia do aplikacji musisz zréwnowazy¢ mozliwosci
modelu z praktycznymi czynnikami, takimi jak koszt, opdéznienie, dlugos¢ kontekstu
i filtrowanie tresci. Mniejsze modele dostosowane do instrukcji sa czesto najlepszym
wyborem dla prostszych zadan jezykowych, podczas gdy najwigksze modele moga by¢
potrzebne do zlozonego rozumowania lub analizy. Dane treningowe modelu sg réwniez

waznym czynnikiem, poniewaz okreslaja date graniczng wiedzy modelu.



Wprowadzenie 12

Niektére modele, jak te od Perplexity, sg polaczone ze Zrédlami informacji
w czasie rzeczywistym, wiec efektywnie nie majg daty graniczne;.
Kiedy zadajesz im pytania, s3 w stanie samodzielnie zdecydowac
o przeprowadzeniu wyszukiwania w sieci i pobraniu dowolnych stron

internetowych w celu wygenerowania odpowiedzi.

il \Who won the America vs GDL match last night?
. Llama 3 70B Instruet (nitra) 3

I'm not aware of any information about a match between "America" and "GDL" last night. Could
you please provide more context or clarify which teams or leagues you are referring to? 'l do 2
my best to help you find the answer.

~2811 tokens/s

. Llama3 Sonar 70B Online 3
~

Club América won the match against Guadalajara last night, with a score of 1-0. &

~31.0 tokens/s

Rycina 1. Llama3 z dostepem do sieci i bez

Ostatecznie nie istnieje uniwersalny model LLM. Zrozumienie réznic w wielkosci
modelu, architekturze i treningu jest kluczowe przy wyborze odpowiedniego modelu
do danego przypadku uzycia. Eksperymentowanie z réznymi modelami jest jedynym
praktycznym sposobem na odkrycie, ktore z nich zapewniajg najlepszg wydajnosé¢ dla

danego zadania.

Tokenizacja: Dzielenie Tekstu na CzeSci

Zanim model jezykowy moze przetworzy¢ tekst, musi on zosta¢ podzielony na mniejsze
jednostki zwane tokenami. Tokeny moga by¢ pojedynczymi stowami, czeSciami stow,

a nawet pojedynczymi znakami. Proces dzielenia tekstu na tokeny nazywany jest
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tokenizacja i jest kluczowym krokiem w przygotowywaniu danych dla modelu

jezykowego.

The process of splitting text into tokens is known as tokenization, and

it’s a crucial step in preparing data for a language model.

Rycina 2. To zdanie zawiera 27 tokenéw

Rézne modele LLM uzywajg roznych strategii tokenizacji, co moze mie¢ znaczacy
wplyw na wydajno$¢ i mozliwosci modelu. Niektére popularne tokenizery uzywane

przez modele LLM to:

« GPT (Byte Pair Encoding): Tokenizery GPT uzywaja techniki zwanej
kodowaniem par bajtéow (BPE) do dzielenia tekstu na jednostki podwyrazowe.
BPE iteracyjnie laczy najczesciej wystepujace pary bajtow w korpusie tekstu,
tworzac stownik tokenéw podwyrazowych. Pozwala to tokenizerowi obstugiwac
rzadkie i nowe stowa poprzez rozbijanie ich na czesciej wystepujace czesci
podwyrazowe. Tokenizery GPT sa uzywane przez modele takie jak GPT-3
i GPT-4.

« Llama (SentencePiece): Tokenizery Llama uzywaja biblioteki SentencePiece,
ktora jest nienadzorowanym tokenizerem i detokenizatorem tekstu. SentencePiece
traktuje tekst wejsciowy jako sekwencje znakéw Unicode i uczy sie stownika
podwyrazowego na podstawie korpusu treningowego. Moze obstugiwa¢ dowolny
jezyk, ktéry mozna zakodowa¢ w Unicode, co sprawia, ze Swietnie nadaje si¢ do
modeli wielojezycznych. Tokenizery Llama sa uzywane przez modele takie jak

Meta’s Llama i Alpaca.

« SentencePiece (Unigram): Tokenizery SentencePiece moga rdwniez
wykorzystywac inny algorytm zwany Unigram, ktéry opiera si¢ na technice

regularyzacji jednostek podwyrazowych. Tokenizacja Unigram okresla
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optymalny stownik jednostek podwyrazowych w oparciu o jednogramowy model
jezykowy, ktoéry przypisuje prawdopodobieristwa pojedynczym jednostkom
podwyrazowym. To podejscie moze generowaé jednostki podwyrazowe
o wiekszym znaczeniu semantycznym w poréwnaniu z BPE. SentencePiece

z Unigram jest wykorzystywany przez modele takie jak Google T5 i BERT.

+ Google Gemini (Tokenizacja Multimodalna): Google Gemini wykorzystuje
schemat tokenizacji zaprojektowany do obstugi réznych typow danych, w tym
tekstu, obrazéw, dzwieku, wideo i kodu. Ta zdolno$¢ multimodalna pozwala
Gemini przetwarza¢ i integrowac rézne formy informacji. Co istotne, Google
Gemini 1.5 Pro posiada okno kontekstowe, ktére moze obstuzy¢ miliony tokendw,
znacznie wiecej niz poprzednie modele. To rozlegle okno kontekstowe umozliwia
modelowi przetwarzanie wiekszego kontekstu, potencjalnie prowadzac do
dokladniejszych odpowiedzi. Nalezy jednak zauwazyé, ze schemat tokenizacji
Gemini jest znacznie blizszy jednemu tokenowi na znak niz w innych modelach.
Oznacza to, ze rzeczywisty koszt korzystania z modeli Gemini moze by¢ znacznie
wyzszy niz oczekiwano, jesli jest sie przyzwyczajonym do korzystania z modeli

takich jak GPT, poniewaz wycena Google opiera si¢ na znakach, a nie tokenach.
Wybdr tokenizera wplywa na kilka aspektéw LLM, w tym:

« Rozmiar stownika: Tokenizer okre$la rozmiar stownika modelu, czyli zbiér
unikalnych tokenéw, ktére rozpoznaje. Wigkszy, bardziej szczegdtowy stownik
moze poméc modelowi obstuzyé szerszy zakres stow i fraz, a nawet stac sie
multimodalnym (zdolnym do rozumienia i generowania wiecej niz tylko tekstu),
ale zwigksza tez wymagania pamigciowe modelu i ztozonos¢ obliczeniowsa.

« Obsluga rzadkich i nieznanych stéw: Tokenizery wykorzystujace jednostki
podwyrazowe, takie jak BPE i SentencePiece, mogg rozbija¢ rzadkie i nieznane
stowa na czeSciej wystepujace czesci podwyrazowe. Pozwala to modelowi na
dokonywanie $wiadomych przypuszczen co do znaczenia stow, ktorych wezesnie;j

nie widzial, na podstawie zawartych w nich czesci podwyrazowych.
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« Wsparcie wielojezyczne: Tokenizery takie jak SentencePiece, ktore moga
obstugiwaé¢ dowolny jezyk kodowany w Unicode, sa dobrze przystosowane do

modeli wielojezycznych, ktére musza przetwarzaé tekst w wielu jezykach.

Przy wyborze LLM do konkretnego zastosowania wazne jest, aby wziaé pod uwage
uzywany przez niego tokenizer oraz to, jak dobrze odpowiada on specyficznym
potrzebom przetwarzania jezyka w danym zadaniu. Tokenizer moze mieé znaczacy
wplyw na zdolno$é¢ modelu do obstugi terminologii specyficznej dla danej dziedziny,

rzadkich stéw i tekstu wielojezycznego.

Rozmiar Kontekstu: lle Informacji Model Jezykowy Moze
Wykorzystaé Podczas Wnioskowania?

W dyskusji o modelach jezykowych, rozmiar kontekstu odnosi sie do ilosci tekstu,
ktéry model moze uwzgledni¢ podczas przetwarzania lub generowania odpowiedzi.
Jest to w zasadzie miara tego, ile informacji model moze “zapamieta¢” i wykorzystac
do tworzenia swoich wynikdéw (wyrazona w tokenach). Rozmiar kontekstu modelu
jezykowego moze mie¢ znaczacy wplyw na jego mozliwosci i rodzaje zadan, ktére moze

skutecznie wykonywac.

Czym Jest Rozmiar Kontekstu?

W ujeciu technicznym, rozmiar kontekstu jest okreslony przez liczbe tokenow (stéw
lub czesci stéw), ktore model jezykowy moze przetworzy¢ w pojedynczej sekwencji
wejsciowe;. Jest to czesto okreslane jako “zakres uwagi” lub “okno kontekstowe” modelu.
Im wiekszy rozmiar kontekstu, tym wiecej tekstu model moze jednoczesnie uwzglednié¢

podczas generowania odpowiedzi lub wykonywania zadania.

Rézne modele jezykowe maja rézne rozmiary kontekstu, od kilkuset tokendow do
milionéw tokenéw. Dla poréwnania, typowy akapit tekstu moze zawiera¢ okoto 100-150

tokenow, podczas gdy cala ksiazka moze zawiera¢ dziesiatki lub setki tysiecy tokenow.
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Istniejg nawet prace nad wydajnymi metodami skalowania Transformerowych
Duzych Modeli Jezykowych (LLM) do nieskonczenie dlugich danych wejsciowych

z ograniczong pamiecia i mocg obliczeniowa.

Dlaczego Rozmiar Kontekstu Jest Wazny?

Rozmiar kontekstu modelu jezykowego ma znaczacy wplyw na jego zdolno$¢ do
rozumienia i generowania spdjnego, kontekstowo odpowiedniego tekstu. Oto kilka

kluczowych powodéw, dla ktérych rozmiar kontekstu jest istotny:

1. Rozumienie tresci dlugoformowych: Modele z wigckszym rozmiarem kontekstu
moga lepiej zrozumie¢ i analizowa¢ diuzsze teksty, takie jak artykuty, raporty,
czy nawet cale ksigzki. Jest to kluczowe dla zadan takich jak podsumowywanie

dokumentéw, odpowiadanie na pytania i analiza tresci.

2. Zachowanie sp6jnosci: Wieksze okno kontekstowe pozwala modelowi zachowaé
sp6jnosc¢ i konsekwencje w diuzszych fragmentach wyjsciowych. Jest to wazne
dla zadan takich jak generowanie opowiadan, systemy dialogowe i tworzenie
tresci, gdzie utrzymanie spdjnej narracji lub tematu jest niezbedne. Jest to
réwniez absolutnie kluczowe przy wykorzystywaniu LLM do generowania lub
przeksztalcania danych strukturalnych.

3. Przechwytywanie zaleznosci dlugodystansowych: Niektore zadania jezykowe
wymagaja zrozumienia relacji miedzy stowami lub frazami, ktére sg od siebie
znacznie oddalone w tekscie. Modele o wiekszym rozmiarze kontekstu sg lepiej
przygotowane do uchwycenia tych zaleznosci dlugodystansowych, co moze by¢

istotne w zadaniach takich jak analiza sentymentu, ttumaczenie i rozumienie

jezyka.


https://huggingface.co/papers/2404.07143
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4. Obstuga zlozonych instrukcji: W aplikacjach, gdzie modele jezykowe sg
wykorzystywane do wykonywania ztozonych, wieloetapowych instrukcji,
wiekszy rozmiar kontekstu pozwala modelowi uwzglednic¢ caty zestaw instrukeji

podczas generowania odpowiedzi, zamiast tylko kilku ostatnich stow.

Przyktady modeli jezykowych o réznych rozmiarach kontekstu

Oto kilka przyktadéw modeli jezykowych o réznych rozmiarach kontekstu:

« OpenAl GPT-3.5 Turbo: 4 095 tokené6w
« Mistral 7B Instruct: 32 768 tokenow

« Anthropic Claude v1: 100 000 tokenéw
« OpenAl GPT-4 Turbo: 128 000 tokenéw
« Anthropic Claude v2: 200 000 tokenéw

« Google Gemini Pro 1.5: 2,8M tokenow

Jak widad, istnieje szeroki zakres rozmiaréw kontekstu wsrdd tych modeli, od okoto 4 000
tokenow dla modelu OpenAl GPT-3.5 Turbo do 200 000 tokenéw dla modelu Anthropic
Claude v2. Niektére modele, jak Google PaLM 2 i OpenAI GPT-4, oferuja rézne warianty
o wigkszych rozmiarach kontekstu (np. wersje “32k”), ktére moga obstuzy¢ jeszcze
diuzsze sekwencje wejsciowe. A w chwili obecnej (kwiecieni 2024) Google Gemini Pro

moze pochwali¢ sie prawie 3 milionami tokenow!

Warto zauwazy¢, ze rozmiar kontekstu moze sie rdzni¢ w zaleznosci od konkretne;
implementacji i wersji danego modelu. Na przyklad, oryginalny model OpenAl GPT-4
ma rozmiar kontekstu 8 191 tokenéw, podczas gdy pdzniejsze warianty GPT-4, takie jak

Turbo i 40, majg znacznie wigkszy rozmiar kontekstu wynoszacy 128 000 tokenow.
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Sam Altman porownal obecne ograniczenia kontekstu do kilobajtow pamieci
operacyjnej, z ktorg programisci komputeréw osobistych musieli sie zmagaé
w latach 80., i stwierdzil, Ze w niedalekiej przyszlosci bedziemy mogli zmiescié

“wszystkie nasze dane osobiste” w kontekscie duzego modelu jezykowego.

Wybér odpowiedniego rozmiaru kontekstu

Przy wyborze modelu jezykowego do konkretnego zastosowania wazne jest
uwzglednienie wymagan dotyczacych rozmiaru kontekstu dla danego zadania.
W przypadku zadan zwigzanych z krétkimi, odizolowanymi fragmentami tekstu,
takimi jak analiza sentymentu czy proste odpowiadanie na pytania, mniejszy rozmiar
kontekstu moze by¢ wystarczajacy. Jednak w przypadku zadan wymagajacych
zrozumienia i generowania dluzszych, bardziej zlozonych tekstéw, prawdopodobnie

niezbedny bedzie wigkszy rozmiar kontekstu.

Warto zauwazy¢, ze wieksze rozmiary kontekstu czesto wiaza sie ze zwiekszonymi
kosztami obliczeniowymi i dluzszym czasem przetwarzania, poniewaz model musi
uwzgledni¢ wiecej informacji podczas generowania odpowiedzi. W zwiazku z tym przy
wyborze modelu jezykowego dla swojej aplikacji nalezy znalez¢ rownowage miedzy

rozmiarem kontekstu a wydajnoscia.

Dlaczego po prostu nie wybra¢ modelu z najwiekszym rozmiarem kontekstu
i nie wypeli¢ go maksymalng iloscia informacji? Coéz, oprocz czynnikow
wydajnosciowych, gléwnym problemem jest koszt. W marcu 2024 roku pojedynczy
cykl zapytanie-odpowiedZ przy uzyciu Google Gemini Pro 1.5 z pelnym kontekstem
kosztuje prawie 8 dolaréw (USD). Je$li masz przypadek uzycia, ktory uzasadnia ten

wydatek, wiecej mocy dla ciebie! Ale dla wiekszosci zastosowan jest to po prostu
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zbyt drogie o rzedy wielkosci.

Szukanie igiet w stogu siana

Koncepcja szukania igly w stogu siana od dawna byla metafora wyzwan zwigzanych
z wyszukiwaniem w duzych zbiorach danych. W dziedzinie LLM nieco modyfikujemy
te analogie. Wyobraz sobie, ze nie szukamy pojedynczego faktu ukrytego w ogromnym
tekscie (jak pelna antologia esejéw Paula Grahama), ale wielu faktéw rozproszonych
po catosci. Ten scenariusz bardziej przypomina szukanie kilku igiet na rozlegtym polu,
a nie tylko w jednym stogu siana. A oto haczyk: nie tylko musimy zlokalizowa¢ te igly,

ale takze polaczy¢ je w spdjng catosc.

Gdy LLM majg za zadanie wyszukaé i rozumowaé na podstawie wielu faktow zawartych
w dtugich kontekstach, stajg przed podwoéjnym wyzwaniem. Po pierwsze, istnieje prosty
problem dokladnosci wyszukiwania - naturalnie spada ona wraz ze wzrostem liczby
faktow. Jest to zrozumiale; w konicu $ledzenie wielu szczegdlow w rozleglym tekscie

obcigza nawet najbardziej zaawansowane modele.

Po drugie, i by¢ moze bardziej krytycznie, pojawia sie wyzwanie rozumowania
z wykorzystaniem tych faktow. Czym innym jest wyodrebnianie faktow, a czym
innym synteza ich w spdjng narracje lub odpowiedz. To wiasnie tutaj pojawia si¢
prawdziwy test. Wydajno$¢ modeli LLM w zadaniach rozumowania ma tendencje
do pogorszenia sie¢ w wiekszym stopniu niz w prostych zadaniach wyszukiwania. Ta
degradacja nie dotyczy tylko ilosci; chodzi o skomplikowany taniec kontekstu, trafnosci

i wnioskowania.

Dlaczego tak sie dzieje? Rozwazmy dynamike pamieci i uwagi w ludzkim poznaniu,
ktéra w pewnym stopniu odzwierciedlona jest w modelach LLM. Podczas przetwarzania
duzych ilosci informacji, modele LLM, podobnie jak ludzie, mogg traci¢ z pola

widzenia wczesniejsze szczegbély w miare przyswajania nowych. Jest to szczegélnie
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widoczne w modelach, ktére nie zostaly wyraznie zaprojektowane do automatycznego

priorytetyzowania lub powracania do wczesniejszych fragmentéw tekstu.

Co wiecej, zdolno$¢ modelu LLM do polaczenia tych pozyskanych faktéw w spdjng
odpowiedZ przypomina proces budowania narracji. Wymaga to nie tylko wydobycia
informacji, ale takze glebokiego zrozumienia i umiejscowienia kontekstowego, co

pozostaje powaznym wyzwaniem dla obecnej sztucznej inteligencji.

Jakie ma to wiec znaczenie dla nas jako programistéw i integratoréw tych technologii?
Musimy by¢ szczeg6lnie $wiadomi tych ograniczen podczas projektowania systemow,
ktére polegaja na modelach LLM do obstugi zlozonych zadan dlugoformowych.
Zrozumienie, ze wydajno$¢ moze sie pogorszy¢ w pewnych warunkach, pomaga nam
ustali¢ realistyczne oczekiwania i zaprojektowac lepsze mechanizmy awaryjne lub

strategie uzupelniajace.

Modalnos$ci: Poza Tekstem

Podczas gdy wigkszo$¢ dzisiejszych modeli jezykowych koncentruje si¢ na
przetwarzaniu i generowaniu tekstu, obserwujemy rosnacy trend w kierunku
modeli wielomodalnych, ktére moga natywnie przyjmowac i generowaé wiele typow
danych, takich jak obrazy, dzwigk i wideo. Te modele wielomodalne otwieraja nowe
mozliwosci dla aplikacji opartych na sztucznej inteligencji, ktére moga rozumiec

i generowac treSci w réznych modalnosciach.

Czym sa modalnosci?

W kontekscie modeli jezykowych, modalnosci odnosza si¢ do réznych typéw danych,
ktére model moze przetwarzaé i generowaé. Najpopularniejsza modalnoscig jest
tekst, ktory obejmuje jezyk pisany w roznych formach, takich jak ksigzki, artykuly,
strony internetowe i posty w mediach spotecznosciowych. Istnieje jednak kilka innych

modalnosci, ktore sa coraz czesciej wlaczane do modeli jezykowych:
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« Obrazy: Dane wizualne, takie jak fotografie, ilustracje i diagramy.
« Audio: Dane dzwickowe, takie jak mowa, muzyka i dzwieki otoczenia.
« Wideo: Ruchome dane wizualne, czesto z towarzyszacym dzwickiem, takie jak

klipy wideo i filmy:.

Kazda modalnos¢ przedstawia unikalne wyzwania i mozliwosci dla modeli jezykowych.
Na przyktad, obrazy wymagaja od modelu zrozumienia koncepcji i relacji wizualnych,
podczas gdy diwiek wymaga przetwarzania i generowania mowy oraz innych

dzwigkow.
Wielomodalne Modele Jezykowe

Wielomodalne modele jezykowe sg zaprojektowane do obstugi wielu modalnosci
w ramach jednego modelu. Modele te zazwyczaj posiadajg wyspecjalizowane
komponenty lub warstwy, ktoére potrafiag zaréwno rozumieé dane wejsciowe, jak
i generowa¢ dane wyjsciowe w réznych modalnosciach. Oto kilka znaczacych

przyktadéw wielomodalnych modeli jezykowych:

« OpenAl GPT-40: GPT-40 to duzy model jezykowy, ktéry natywnie rozumie
i przetwarza dane audio mowy oprdcz tekstu. Ta funkcjonalnosé pozwala GPT-40
wykonywaé¢ zadania takie jak transkrypcja jezyka moéwionego, generowanie
tekstu z danych audio i udzielanie odpowiedzi na podstawie zapytan glosowych.

« OpenAl GPT-4 z danymi wizualnymi: GPT-4 to duzy model jezykowy, ktory
moze przetwarza¢ zaréwno tekst, jak i obrazy. Gdy otrzymuje obraz jako dane
wejsciowe, GPT-4 moze przeanalizowaé jego zawarto$¢ i wygenerowaé tekst
opisujacy lub odpowiadajacy na informacje wizualne.

« Google Gemini: Gemini to model wielomodalny, ktéry moze obstugiwaé
tekst, obrazy i wideo. Wykorzystuje ujednolicong architekture umozliwiajacg
miedzymodalne rozumienie i generowanie, co pozwala na wykonywanie zadan
takich jak opisywanie obrazow, podsumowywanie wideo i odpowiadanie na

pytania dotyczace obrazow.
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« DALL-E i Stable Diffusion: Cho¢ nie sg to modele jezykowe w tradycyjnym
znaczeniu, modele te demonstruja moc wielomodalnej sztucznej inteligencji
poprzez generowanie obrazow na podstawie opisow tekstowych. Pokazuja
potencjat modeli, ktére potrafia dokonywaé¢ przekladu miedzy réznymi

modalno$ciami.

Korzysci i Zastosowania Modeli Wielomodalnych

Wielomodalne modele jezykowe oferuja szereg korzysci i umozliwiajg szeroki zakres

zastosowan, w tym:

« Ulepszone rozumienie: Przetwarzajac informacje z wielu modalnosci, modele
te moga uzyska¢ bardziej kompleksowe zrozumienie $wiata, podobnie jak ludzie
uczg sie poprzez roézne bodzce zmystowe.

« Generowanie miedzymodalne: Modele wielomodalne moga generowaé tresci
w jednej modalnosci na podstawie danych wejsciowych z innej, na przyktad
tworzy¢ obraz na podstawie opisu tekstowego lub generowaé¢ podsumowanie
wideo z artykutu pisanego.

+ Dostepnoéé: Modele wielomodalne moga zwigksza¢ dostepnos¢ informaciji
poprzez tlumaczenie miedzy modalno$ciami, na przyklad generujac tekstowe
opisy obrazéw dla os6b niedowidzacych lub tworzac wersje audio tresci pisanych.

« Zastosowania kreatywne: Modele wielomodalne mogg by¢ wykorzystywane
do zadan kreatywnych, takich jak generowanie sztuki, muzyki czy filmow
na podstawie polecen tekstowych, otwierajac nowe mozliwosci dla artystow

i tworcow tresci.

W miare rozwoju wielomodalnych modeli jezykowych beda one prawdopodobnie
odgrywac coraz wazniejszg role w rozwoju aplikacji opartych na sztucznej inteligencii,
ktore potrafia rozumiec i generowac tresci w wielu modalnosciach. Umozliwi to bardziej
naturalne i intuicyjne interakcje miedzy ludzmi a systemami Al, a takze otworzy nowe

mozliwosci w zakresie kreatywnej ekspresji i rozpowszechniania wiedzy.
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Ekosystemy Dostawcow

Jesli chodzi o wiaczanie duzych modeli jezykowych (LLM) do aplikacji, mamy
do wyboru coraz wiecej opcji. Kazdy gléwny dostawca LLM, taki jak OpenAl,
Anthropic, Google i Cohere, oferuje wlasny ekosystem modeli, API i narzedzi. Wyboér
odpowiedniego dostawcy wymaga uwzglednienia réznych czynnikéw, w tym cen,

wydajnosci, filtrowania tresci, prywatnosci danych i opcji dostosowywania.

OpenAl

OpenAl jest jednym z najbardziej znanych dostawcéw LLM, a jego seria GPT (GPT-3,
GPT-4) jest szeroko wykorzystywana w roznych aplikacjach. OpenAl oferuje przyjazne
dla uzytkownika API, ktére pozwala latwo zintegrowac ich modele z aplikacjami.
Zapewniaja szereg modeli o réznych mozliwosciach i poziomach cenowych, od

podstawowego modelu Ada po zaawansowany model Davinci.

Ekosystem OpenAl obejmuje réwniez narzedzia takie jak OpenAl Playground,
ktéry pozwala eksperymentowaé z promptami i dostrajaé modele do konkretnych
przypadkow uzycia. Oferuja opcje filtrowania tresci, aby pomoc zapobiec generowaniu

nieodpowiednich lub szkodliwych materiatéw.

Podczas bezposredniego korzystania z modeli OpenAl, polegam na bibliotece ruby-

-openai autorstwa Alexa Rudalla.

Anthropic

Anthropic jest kolejnym gléwnym graczem w przestrzeni LLM, a ich modele Claude
zyskujg popularno$¢ dzieki wysokiej wydajnosci i wzgledom etycznym. Anthropic
koncentruje sie na rozwoju bezpiecznych i odpowiedzialnych systeméw Al, ktadac duzy

nacisk na filtrowanie tresci i unikanie szkodliwych rezultatéw.

Ekosystem Anthropic obejmuje API Claude, ktére pozwala zintegrowa¢ model

z aplikacjami, a takze narzedzia do inzynierii promptéw i dostrajania. Oferujg réwniez


https://github.com/alexrudall/ruby-openai
https://github.com/alexrudall/ruby-openai
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model Claude Instant, ktory zawiera mozliwosci wyszukiwania w sieci, zapewniajac

bardziej aktualne i faktyczne odpowiedzi.

Korzystajac bezposrednio z modeli Anthropic, polegam na bibliotece anthrophic

autorstwa Alexa Rudalla.

Google

Google opracowat kilka poteznych modeli LLM, w tym Gemini, BERT, T5 i PaLM.
Modele te znane sg z wysokiej wydajnosci w szerokiej gamie zadan przetwarzania
jezyka naturalnego. Ekosystem Google’a obejmuje biblioteki TensorFlow i Keras,
ktére zapewniaja narzedzia i frameworki do budowania i trenowania modeli uczenia

maszynowego.

Google oferuje réwniez Cloud Al Platform, ktéra umozliwia tatwe wdrazanie
i skalowanie ich modeli w chmurze. Udostepniaja szereg wstepnie wytrenowanych
modeli i API do zadan takich jak analiza sentymentu, rozpoznawanie jednostek

i tlumaczenie.

Meta

Meta, wczesniej znana jako Facebook, jest gleboko zaangazowana w rozwoéj duzych
modeli jezykowych, co podkresla wydanie modeli takich jak LLaMA i OPT. Modele
te wyr6zniaja sie wysoka wydajnoscia w roéznorodnych zadaniach jezykowych i sg
udostepniane gléwnie poprzez kanaly open-source, wspierajac zaangazowanie Meta

w badania i wspolprace ze spotecznoscia.

Ekosystem Meta jest zbudowany glownie wokét PyTorch, biblioteki uczenia
maszynowego open-source, cenionej za jej dynamiczne mozliwosci obliczeniowe

i elastycznos$¢, utatwiajacej innowacyjne badania i rozwdj AL

Oprécz oferty technicznej, Meta ktadzie duzy nacisk na etyczny rozwdj Al. Wdrazajg

solidne systemy filtrowania tresci i koncentruja si¢ na redukcji uprzedzen, zgodnie z ich


https://github.com/alexrudall/anthropic
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szerszymi celami dotyczacymi bezpieczenstwa i odpowiedzialnosci w zastosowaniach

AL

Cohere

Cohere jest nowszym graczem w przestrzeni LLM, koncentrujacym sie na uczynieniu
modeli LLM bardziej dostepnymi i latwiejszymi w uzyciu niz konkurencja. Ich
ekosystem obejmuje API Cohere, ktére zapewnia dostep do szeregu wstepnie
wytrenowanych modeli do zadan takich jak generowanie tekstu, klasyfikacja

i podsumowywanie.

Cohere oferuje réwniez narzedzia do inzynierii promptéw, dostrajania i filtrowania
tresci. Klada nacisk na prywatnosc¢ i bezpieczenstwo danych, oferujac funkcje takie jak

szyfrowane przechowywanie danych i kontrola dostepu.

Ollama

Ollama to platforma samohostowana, ktéra pozwala uzytkownikom zarzadzac
i wdraza¢ rézne duze modele jezykowe (LLM) lokalnie na ich maszynach, dajac im
pelna kontrole nad modelami Al bez polegania na zewnetrznych ustugach chmurowych.
To rozwiazanie jest idealne dla tych, ktérzy priorytetowo traktuja prywatnos¢ danych

i chca obstugiwac¢ swoje operacje Al we wlasnym zakresie.

Platforma obstuguje szereg modeli, w tym wersje Llama, Phi, Gemma i Mistral, ktére
réznia sie rozmiarem i wymaganiami obliczeniowymi. Ollama ulatwia pobieranie
i uruchamianie tych modeli bezposrednio z wiersza polecen za pomocg prostych
komend, takich jak ollama run <model_name>, i jest zaprojektowana do dzialania

na réznych systemach operacyjnych, w tym macOS, Linux i Windows.

Dla programistow chcacych zintegrowa¢ modele open-source w swoich aplikacjach
bez uzywania zdalnego API, Ollama oferuje CLI do zarzadzania cyklem zycia

modeli, podobnie jak narzedzia do zarzadzania kontenerami. Obstuguje réwniez



Wprowadzenie 26

niestandardowe konfiguracje i podpowiedzi, pozwalajac na wysoki stopien

dostosowania modeli do konkretnych potrzeb lub przypadkéw uzycia.

Ollama jest szczegélnie odpowiednia dla uzytkownikow zaawansowanych technicznie
i programistow ze wzgledu na interfejs wiersza polecen oraz elastycznosc, jaka oferuje
w zarzadzaniu i wdrazaniu modeli Al. Czyni to z niej potezne narzedzie dla firm i oséb
prywatnych, ktére potrzebuja solidnych mozliwosci Al bez kompromiséw w zakresie

bezpieczenstwa i kontroli.

Platformy Multi-Modelowe

Dodatkowo istniejg dostawcy, ktérzy udostepniaja szeroka game modeli open-source,
tacy jak Together.ai i Groq. Platformy te oferuja elastyczno$¢ i mozliwo$¢ dostosowania,
pozwalajac na uruchamianie, a w niektérych przypadkach nawet dostrajanie modeli
open-source wedlug konkretnych potrzeb. Na przyktad, Togetherai zapewnia
dostep do szeregu modeli LLM typu open-source, umozliwiajac uzytkownikom
eksperymentowanie z réznymi modelami i konfiguracjami. Groq koncentruje si¢ na
dostarczaniu ultraszybkiego przetwarzania, ktore w momencie pisania tej ksigzki

wydaje sie niemal magiczne

Wybér dostawcy LLM

Przy wyborze dostawcy LLM nalezy wzig¢ pod uwage nastepujgce czynniki:

« Ceny: Rozni dostawcy oferujg rézne modele cenowe, od platnosci za uzycie
po plany subskrypcyjne. Wazne jest uwzglednienie przewidywanego uzycia
i budzetu przy wyborze dostawcy.

+ Wydajnosé: Wydajnos¢ modeli LLM moze znaczaco si¢ rdézni¢ miedzy
dostawcami, dlatego wazne jest przeprowadzenie testéw wydajnosciowych
i przetestowanie modeli w konkretnych przypadkach uzycia przed podjeciem

decyzji.
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« Filtrowanie tresci: W zaleznosci od aplikacji, filtrowanie tresci moze by¢
kluczowym czynnikiem. Niektoérzy dostawcy oferuja bardziej rozbudowane opcje
filtrowania tresci niz inni.

« Prywatno$¢ danych: Jesli aplikacja przetwarza wrazliwe dane uzytkownikéw,
wazne jest wybranie dostawcy z silnymi praktykami w zakresie prywatnosci
i bezpieczenstwa danych.

« Dostosowanie: Niektorzy dostawcy oferuja wieksza elastyczno$é w zakresie

dostrajania i dostosowywania modeli do konkretnych przypadkow uzycia.

Ostatecznie wybor dostawcy LLM zalezy od konkretnych wymagan i ograniczen
aplikacji. Poprzez doktadna ocene opcji i wziecie pod uwage czynnikéw takich jak ceny,
wydajnosé i prywatno$¢ danych, mozesz wybra¢ dostawce, ktory najlepiej spelni twoje

potrzeby.

Warto réwniez zauwazy¢, ze krajobraz LLM stale ewoluuje, a nowi dostawcy i modele
pojawiaja sie regularnie. Powiniene§ by¢ na biezaco z najnowszymi osiagnigciami

i pozosta¢ otwartym na odkrywanie nowych mozliwosci, gdy te staja sie dostepne.

OpenRouter

W tej ksiazce bede korzysta¢ wylacznie z OpenRouter jako mojego preferowanego
dostawcy APIL Powdd jest prosty: to kompleksowe rozwigzanie dla wszystkich
najpopularniejszych modeli komercyjnych i open-source. Jesli nie mozesz si¢ doczekac,
aby rozpocza¢ przygode z programowaniem Al, jednym z najlepszych miejsc na start

jest moja wlasna Biblioteka OpenRouter dla Ruby.

Myslac o Wydajnosci

Przy wlaczaniu modeli jezykowych do aplikacji, wydajnos¢ jest kluczowym aspektem.

Wydajno$¢ modelu jezykowego mozna mierzy¢é pod wzgledem opéznienia (czasu


https://openrouter.ai
https://github.com/OlympiaAI/open_router
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potrzebnego na wygenerowanie odpowiedzi) i przepustowosci (liczby zadan, ktore

moze obstuzy¢ w jednostce czasu).

Czas do Pierwszego Tokenu (TTFT) to kolejna istotna miara wydajnosci, szczegdlnie
wazna dla chatbotéw i aplikacji wymagajacych interaktywnych odpowiedzi w czasie
rzeczywistym. TTFT mierzy opdznienie od momentu otrzymania zadania uzytkownika
do momentu wygenerowania pierwszego stowa (lub tokenu) odpowiedzi. Ta miara
jest kluczowa dla utrzymania ptynnego i angazujacego do$wiadczenia uzytkownika,
poniewaz opdznione odpowiedzi mogg prowadzi¢ do frustracji i zmniejszenia

zaangazowania uzytkownikow.

Te miary wydajnosci moga mieé¢ znaczacy wplyw na doswiadczenie uzytkownika

i skalowalnosé aplikacji.
Kilka czynnikéw moze wplywaé na wydajnosé modelu jezykowego, w tym:

Liczba Parametréw: Wieksze modele z wieksza liczba parametréow zazwyczaj
wymagaja wiecej zasobow obliczeniowych i moga mie¢ wyzsze opdznienie oraz nizszg

przepustowo$¢ w poréwnaniu do mniejszych modeli.

Sprzet: Wydajnos¢ modelu jezykowego moze znaczgco sie rézni¢ w zaleznosci od
sprzetu, na ktérym jest uruchamiany. Dostawcy ustug chmurowych oferujg instancje
GPU i TPU zoptymalizowane pod katem zadan uczenia maszynowego, ktére mogg

znacznie przyspieszy¢ wnioskowanie modelu.

Jedna z zalet OpenRouter jest to, ze dla wielu oferowanych modeli mozna
wybiera¢ sposrdd réznych dostawcéw chmurowych, oferujacych rézne

profile wydajnosci i koszty.

Kwantyzacja: Techniki kwantyzacji mozna wykorzystaé do zmniejszenia zuzycia
pamieci i wymagan obliczeniowych modelu poprzez reprezentowanie wag i aktywacji
przy uzyciu typéw danych o nizszej precyzji. Moze to poprawi¢ wydajnos¢ bez

znaczacego pogorszenia jakosci. Jako programista aplikacji prawdopodobnie nie
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bedziesz angazowaé sie w trenowanie wlasnych modeli na réznych poziomach

kwantyzacji, ale warto przynajmniej zna¢ terminologie.

Przetwarzanie wsadowe: Przetwarzanie wielu zadan jednoczesnie w partiach moze
poprawi¢ przepustowo$é poprzez amortyzacje narzutu zwigzanego z ladowaniem

modelu i transferem danych.

Buforowanie: Buforowanie wynikéw czesto uzywanych polecenn lub sekwencji
wejsciowych moze zmniejszy¢ liczbe zadan wnioskowania i poprawi¢ ogolng
wydajnosé.

Przy wyborze modelu jezykowego do aplikacji produkcyjnej wazne jest
przeprowadzenie testow  wydajnosci na  reprezentatywnych obcigzeniach
i konfiguracjach sprzetowych. Moze to poméc w identyfikacji potencjalnych waskich

gardel i zapewni¢, ze model spelni wymagane cele wydajnosciowe.

Warto réwniez rozwazy¢ kompromisy miedzy wydajnoScia modelu a innymi
czynnikami, takimi jak koszty, elastyczno$¢ i latwos¢ integracji. Na przyktad,
uzycie mniejszego, tanszego modelu o nizszym opdznieniu moze by¢ preferowane
w aplikacjach wymagajacych odpowiedzi w czasie rzeczywistym, podczas gdy wiekszy,
potezniejszy model moze by¢ lepiej dostosowany do przetwarzania wsadowego lub

ztozonych zadan rozumowania.

Eksperymentowanie z R6znymi Modelami LLM

Wybér LLM rzadko jest decyzja ostateczna. Poniewaz nowe i ulepszone modele sg
regularnie wydawane, dobrze jest budowaé aplikacje w sposéb modulowy, ktory
pozwala na wymiane réznych modeli jezykowych w czasie. Polecenia i zbiory
danych czesto mozna wykorzystywac ponownie w réznych modelach z minimalnymi
zmianami. Pozwala to na korzystanie z najnowszych osiagnie¢c w modelowaniu

jezykowym bez koniecznosci catkowitego przeprojektowywania aplikacji.
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’ Mozliwos¢ tatwego przelaczania sie miedzy szeroka gama modeli to kolejny

powdd, dla ktérego uwielbiam OpenRouter.

Podczas aktualizacjii do nowego modelu jezykowego wazne jest dokladne
przetestowanie i zwalidowanie jego wydajnosci oraz jakosci wynikéw, aby upewnié
sie, ze spelnia wymagania aplikacji. Moze to wymaga¢ ponownego trenowania
lub dostrajania modelu na danych dziedzinowych, a takze aktualizacji wszelkich

komponentéw koncowych, ktére sg zalezne od wynikéw modelu.

Projektujac aplikacje z my$la o wydajnosci i modutowosci, mozna tworzy¢ skalowalne,
wydajne i przyszlo$ciowe systemy, ktére moga dostosowac si¢ do szybko ewoluujacego

krajobrazu technologii modelowania jezykowego.

Ztozone Systemy Al

Przed zakonczeniem naszego wprowadzenia, warto wspomnieé, ze przed rokiem 2023
i eksplozjg zainteresowania Al generatywnym wywotang przez ChatGPT, tradycyjne
podejscia do Al zazwyczaj opieraly sie na integracji pojedynczych, zamknietych modeli.
W przeciwienistwie do tego, Ztozone Systemy Al wykorzystuja kompleksowe potoki
wzajemnie polaczonych komponentéw wspétpracujacych ze soba w celu osiagniecia

inteligentnego zachowania.

W swojej istocie zlozone systemy Al skladajg sie z wielu moduldéw, z ktérych kazdy
jest zaprojektowany do wykonywania okreslonych zadan lub funkcji. Moduty te mogg
obejmowac generatory, systemy wyszukiwania, systemy rankingowe, klasyfikatory
i rézne inne wyspecjalizowane komponenty. Dzieki podzialowi calego systemu na
mniejsze, ukierunkowane jednostki, programisci moga tworzy¢ bardziej elastyczne,

skalowalne i tatwiejsze w utrzymaniu architektury AL

Jedng z kluczowych zalet ztozonych systeméw Al jest ich zdolno$¢ do taczenia

mocnych stron réznych technik i modeli Al Na przykiad, system moze wykorzystywac
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duzy model jezykowy (LLM) do rozumienia i generowania jezyka naturalnego,
jednoczesnie wykorzystujac oddzielny model do wyszukiwania informacji lub
podejmowania decyzji opartych na regutach. Takie modularne podejscie pozwala
na wybor najlepszych narzedzi i technik dla kazdego konkretnego zadania, zamiast

polegania na rozwiazaniu uniwersalnym.

Jednak budowanie zlozonych systeméw Al stwarza roéwniez unikalne wyzwania.
W szczegdlnosci, zapewnienie ogdlnej spdjnosci 1 konsekwencji w zachowaniu systemu

wymaga solidnych mechanizméw testowania, monitorowania i zarzadzania.

P Pojawienie sie poteznych modeli LLM, takich jak GPT-4, pozwala nam

eksperymentowaé ze ztozonymi systemami Al latwiej niz kiedykolwiek
wczesniej, poniewaz te zaawansowane modele sa zdolne do obstugi wielu
rél w ramach zlozonego systemu, takich jak klasyfikacja, rankingowanie
i generowanie, oprocz ich mozliwosci rozumienia jezyka naturalnego.
Ta wszechstronno$¢ umozliwia programistom szybkie prototypowanie
i iterowanie architektur zlozonych systemow Al, otwierajac nowe

mozliwoéci w rozwoju inteligentnych aplikacji.

Wzorce Wdrazania Ztozonych Systeméw Al

Zlozone systemy Al mogg byé¢ wdrazane przy uzyciu réznych wzorcéw, z ktérych
kazdy jest zaprojektowany do spelnienia okreslonych wymagan i przypadkow
uzycia. Przyjrzyjmy sie czterem powszechnym wzorcom wdrazania: Systemom
Pytan i Odpowiedzi, Wieloagentowym Systemom Rozwigzywania Problemow,

Al Konwersacyjnemu i Kopilotom.

System Pytan i Odpowiedzi

Systemy Pytan i Odpowiedzi (Q&A) koncentrujg sie na dostarczaniu wyszukiwania

informacji, ktére jest wzbogacone o mozliwosci rozumienia modeli Al aby
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funkcjonowa¢ jako co$ wiecej niz tylko wyszukiwarka. Poprzez polaczenie poteznych
modeli jezykowych z zewnetrznymi zrédlami wiedzy przy uzyciu Generowania
Wspomaganego Wyszukiwaniem (RAG), systemy Pytan i Odpowiedzi unikaja
konfabulacji i dostarczaja doktadnych i kontekstowo trafnych odpowiedzi na zapytania

uzytkownikow.

Kluczowe komponenty systemu pytan i odpowiedzi opartego na LLM obejmuja:

« Zrozumienie i przeformulowanie zapytania: Analiza zapytan uzytkownika i ich
przeformutowanie w celu lepszego dopasowania do bazowych Zrédet wiedzy.

« Pozyskiwanie wiedzy: Pobieranie istotnych informacji ze strukturalnych lub
niestrukturalnych Zrédet danych na podstawie przeformutowanego zapytania.

« Generowanie odpowiedzi: Tworzenie spojnych i informatywnych odpowiedzi
poprzez integracje pozyskanej wiedzy z mozliwosciami generatywnymi modelu

jezykowego.

Podsystemy RAG sg szczegélnie istotne w domenach pytan i odpowiedzi, gdzie
kluczowe jest dostarczanie dokladnych i aktualnych informacji, takich jak obstuga

klienta, zarzadzanie wiedzg czy aplikacje edukacyjne.

Wieloagentowe/Agentowe Rozwigzywanie Probleméw

Systemy wieloagentowe, znane réwniez jako Agentowe, skladajg sie z wielu
autonomicznych agentéw wspolpracujacych ze soba w celu rozwiazywania zlozonych
probleméw. Kazdy agent ma okreSlong role, zestaw umiejetnosci i dostep do
odpowiednich narzedzi lub zrddel informacji. Poprzez wspélprace i wymiane
informacji, agenci ci mogg podejmowac zadania, ktére bylyby trudne lub niemozliwe

do wykonania przez pojedynczego agenta.

Kluczowe zasady wieloagentowych rozwigzan problemowych obejmuja:

« Specjalizacja: Kazdy agent koncentruje sie na okreslonym aspekcie problemu,

wykorzystujac swoje unikalne mozliwosci i wiedze.
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« Wspolpraca: Agenci komunikuja sie i koordynuja swoje dzialania, aby osiagnaé
wspolny cel, czesto poprzez przekazywanie wiadomosci lub wspoéldzielong
pamiec.

« Adaptowalnos¢: System moze dostosowywac sie do zmieniajacych sie warunkow

lub wymagan poprzez korekte rél i zachowan poszczegélnych agentow.

Systemy wieloagentowe sg szczegdlnie odpowiednie dla zastosowan wymagajacych
rozproszonego rozwigzywania problemow, takich jak optymalizacja taficucha dostaw,

zarzadzanie ruchem czy planowanie reagowania kryzysowego.

Konwersacyjna Sztuczna Inteligencja

Systemy konwersacyjnej sztucznej inteligencji umozliwiaja interakcje w jezyku
naturalnym miedzy uzytkownikami a inteligentnymi agentami. Systemy te lgcza
mozliwosci rozumienia jezyka naturalnego, zarzadzania dialogiem i generowania

jezyka, aby zapewni¢ angazujace i spersonalizowane do$wiadczenia konwersacyjne.

Gléwne komponenty systemu konwersacyjnej sztucznej inteligencji obejmuja:

« Rozpoznawanie intencji: Identyfikacja intencji uzytkownika na podstawie jego
wypowiedzi, takiej jak zadawanie pytania, skladanie prosby czy wyrazanie opinii.

« Ekstrakcja encji: Wyodrebnianie istotnych encji lub parametrow z wypowiedzi
uzytkownika, takich jak daty, lokalizacje czy nazwy produktow.

« Zarzadzanie dialogiem: Utrzymywanie stanu konwersacji, okreslanie
odpowiedniej odpowiedzi na podstawie intencji uzytkownika i kontekstu
oraz obstuga interakcji wieloetapowych.

« Generowanie odpowiedzi: Generowanie odpowiedzi przypominajacych ludzkie
z wykorzystaniem modeli jezykowych, szablonéw lub metod opartych na

wyszukiwaniu.

Systemy konwersacyjnej sztucznej inteligencji sa powszechnie wykorzystywane

w chatbotach obstugi klienta, asystentach wirtualnych i interfejsach sterowanych
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glosowo. Jak wspomniano wczesniej, wiekszo$¢ podej$é, wzorcow i przykladow
kodu w tej ksigzce pochodzi bezposrednio z mojej pracy nad duzym systemem

konwersacyjnej sztucznej inteligencji o nazwie Olympia

CoPiloty

CoPiloty to asystenci wspierani przez sztuczng inteligencje, ktorzy wspoélpracujg
z uzytkownikami, aby zwiekszy¢ ich produktywnosé¢ i zdolnosci decyzyjne. Systemy
te wykorzystuja polaczenie przetwarzania jezyka naturalnego, uczenia maszynowego
i wiedzy dziedzinowej do dostarczania inteligentnych rekomendacji, automatyzacji

zadan i oferowania wsparcia kontekstowego.

Kluczowe cechy CoPilotéw obejmuja:

« Personalizacje: Dostosowywanie sie do indywidualnych preferencji
uzytkownika, przeptywow pracy i styléw komunikacji.

« Proaktywna pomoc: Przewidywanie potrzeb uzytkownika i oferowanie
odpowiednich sugestii lub dziatan bez wyraznych polecen.

- Ciagle uczenie sie: Poprawa wydajnoSci w czasie poprzez uczenie sie na

podstawie informacji zwrotnych od uzytkownikéw, interakeji i danych.

CoPiloty sa coraz czesciej wykorzystywane w roznych dziedzinach, takich jak rozwoj
oprogramowania (np. uzupelnianie kodu i wykrywanie bledéw), tworczo$¢ pisarska (np.

sugestie tresci i edycja) oraz analiza danych (np. wnioski i rekomendacje wizualizacji)

Te wzorce wdrozeniowe pokazuja wszechstronnoé¢ i potencjat zlozonych systeméw
SI. Zrozumienie charakterystyki i przypadkéw uzycia kazdego wzorca pozwala
podejmowaé swiadome decyzje podczas projektowania i implementacji inteligentnych
aplikacji. Cho¢ ta ksiazka nie dotyczy konkretnie implementacji ztozonych systeméw
SI, wiele, jesli nie wszystkie z tych samych podej$¢ i wzorcéw, ma zastosowanie do

integracji dyskretnych komponentéw SI w ramach tradycyjnego rozwoju aplikacji.


https://olympia.chat
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Role w ztozonych systemach SI

Zlozone systemy SI sa zbudowane na fundamencie wzajemnie polaczonych modutdw,
z ktorych kazdy jest zaprojektowany do pelnienia okreslonej roli. Moduly te
wspolpracuja ze soba, tworzac inteligentne zachowania i rozwigzujac zlozone
problemy. Warto zna¢ te role, gdy mysli sie o tym, gdzie mozna zaimplementowa¢ lub

zastgpic czesci aplikacji dyskretnymi komponentami SI.

Generator

Generatory sg odpowiedzialne za tworzenie nowych danych lub tresci w oparciu
o wyuczone wzorce lub podpowiedzi wejsciowe. Swiat SI ma wiele roéznych rodzajow
generatorow, ale w kontek$cie modeli jezykowych prezentowanych w tej ksiazce,
generatory mogg tworzy¢ tekst przypominajacy ludzki, uzupekniaé czeSciowe zdania
lub generowaé¢ odpowiedzi na zapytania uzytkownikéw. Odgrywaja kluczowsg role

w zadaniach takich jak tworzenie treici, generowanie dialogoéw i augmentacja danych.

Retriever

Systemy wyszukiwania (retrievers) stuza do przeszukiwania i wydobywania istotnych
informacji z duzych zbioré6w danych lub baz wiedzy. Wykorzystujg techniki takie jak
wyszukiwanie semantyczne, dopasowywanie stéw kluczowych lub podobienistwo
wektorowe do znajdowania najbardziej odpowiednich danych na podstawie
danego zapytania lub kontekstu. Systemy wyszukiwania sa niezbedne w zadaniach
wymagajacych szybkiego dostepu do konkretnych informacji, takich jak odpowiadanie

na pytania, weryfikacja faktow czy rekomendacja tresci.

Ranker

Systemy rankingowe odpowiadaja za porzadkowanie lub priorytetyzacje zbioru

elementéw na podstawie okreslonych kryteriéw lub wynikéw trafnosci. Przypisuja
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wagi lub wyniki kazdemu elementowi, a nastepnie sortuja je odpowiednio. Systemy
rankingowe sa powszechnie stosowane w wyszukiwarkach, systemach rekomendacji
lub dowolnych aplikacjach, w ktérych kluczowe jest prezentowanie uzytkownikom

najbardziej trafnych wynikow.

Classifier

Klasyfikatory stuza do kategoryzacji lub etykietowania punktéw danych na podstawie
predefiniowanych klas lub kategorii. Ucza sie na podstawie oznakowanych danych
treningowych, a nastepnie przewiduja klase nowych, niewidzianych wczesniej
przypadkow. Klasyfikatory sa fundamentalne dla zadan takich jak analiza sentymentu,
wykrywanie spamu czy rozpoznawanie obrazéw, gdzie celem jest przypisanie

konkretnej kategorii do kazdego wejscia.

Tools & Agents

Oprécz tych podstawowych rél, ztozone systemy Al czesto zawieraja narzedzia i agenty

w celu zwigkszenia ich funkcjonalnosci i zdolnosci adaptacyjnych:

« Narzedzia: Narzedzia to dyskretne komponenty programowe lub API wykonujace
okreslone dzialania lub obliczenia. Moga by¢ wywotywane przez inne moduty,
takie jak generatory lub systemy wyszukiwania, w celu realizacji podzadan
lub gromadzenia dodatkowych informacji. Przyktady narzedzi obejmujg
wyszukiwarki internetowe, kalkulatory lub biblioteki do wizualizacji danych.

« Agenty: Agenty to autonomiczne jednostki, ktére moga postrzegaé swoje
srodowisko, podejmowac decyzje i wykonywaé dziatania w celu osiagniecia
okreslonych celéw. Czesto opierajg sie na kombinacji réznych technik Al
takich jak planowanie, wnioskowanie i uczenie sie, aby skutecznie dziatac
w dynamicznych lub niepewnych warunkach. Agenty moga by¢ wykorzystywane
do modelowania ztozonych zachowan lub koordynowania dziatai wielu modutéw

w ramach zlozonego systemu AL
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W czystym zlozonym systemie Al, interakcja miedzy tymi komponentami jest
orkiestrowana poprzez dobrze zdefiniowane interfejsy i protokoly komunikacyjne.
Dane przeplywaja miedzy modulami, gdzie wyjscie jednego komponentu stuzy jako
wejscie dla drugiego. Ta modularna architektura pozwala na elastycznos¢, skalowalnosé
i fatwos¢ utrzymania, poniewaz poszczegdlne komponenty mogg by¢ aktualizowane,

wymieniane lub rozszerzane bez wpltywu na caly system.

Wykorzystujac moc tych komponentéw i ich interakcji, ztozone systemy AI mogg
rozwigzywac zlozone problemy ze $wiata rzeczywistego, ktére wymagaja kombinacji
réznych mozliwosci Al Podczas eksplorowania podejs¢ i wzorcow integracji
Al w rozwoju aplikacji, nalezy pamietac, ze te same zasady i techniki stosowane
w zlozonych systemach AI moga by¢é wykorzystane do tworzenia inteligentnych,

adaptacyjnych i zorientowanych na uzytkownika aplikacji.

W kolejnych rozdziatach Czesci 1 zaglebimy si¢ w podstawowe podejécia i techniki
integrowania komponentéw sztucznej inteligencji w procesie tworzenia aplikacji.
Od inzynierii promptéw i generowania wspomaganego wyszukiwaniem, poprzez
samouzdrawiajace si¢ dane, az po inteligentna orkiestracje przepltywu pracy -
oméwimy szeroki zakres wzorcow i najlepszych praktyk, ktore pomogg Ci w budowaniu

nowoczesnych aplikacji wykorzystujacych sztuczng inteligencje.



Czesc¢ 1: Fundamentalne
Podejscia i Techniki

Ta czes¢ ksigzki przedstawia rézne sposoby integracji sztucznej inteligencji w twoich
aplikacjach. Rozdzialy obejmujg szereg powiagzanych podejs¢ i technik, od bardziej
wysokopoziomowych koncepcji, takich jak Zawezanie Sciezki i Generowanie ze
Wspomaganiem Wyszukiwania, az po pomysly dotyczace programowania wlasnej

warstwy abstrakcji na interfejsach API uzupelniania czatu LLM.

Celem tej czeSci ksiazki jest pomoc w zrozumieniu rodzajow zachowan, ktore
mozesz zaimplementowac¢ przy uzyciu Al, zanim zaglebisz sie¢ w konkretne wzorce

implementacyjne, ktére sg gtéwnym tematem Czesci 2.

Podejsécia przedstawione w Czesci 1 opierajg sie na pomystach, ktorych uzywatem
w swoim kodzie, klasycznych wzorcach architektury aplikacji korporacyjnych
i integracji, a takze metaforach, ktorych uzywalem przy wyjasnianiu mozliwosci

Al innym osobom, w tym nietechnicznym interesariuszom biznesowym.



Zawezanie Sciezki
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“Zawezanie $ciezki” odnosi sie do ukierunkowania sztucznej inteligencji na konkretne
zadanie. Uzywam tego jako mantry, gdy frustruje sie¢ tym, ze Al zachowuje sig
“glupio” lub w nieoczekiwany sposéb. Ta mantra przypomina mi, ze niepowodzenie jest
prawdopodobnie mojg wing i ze powinienem prawdopodobnie jeszcze bardziej zawezi¢
Sciezke.

Potrzeba zawezania $ciezki wynika z ogromnej ilosci wiedzy zawartej w duzych
modelach jezykowych, szczegdlnie w modelach $wiatowej klasy, takich jak te od

OpenAl i Anthropic, ktére majg dostownie biliony parametrow.
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Dostep do tak szerokiego zakresu wiedzy jest niewatpliwie potezny i prowadzi do
zachowan emergentnych, takich jak teoria umystu oraz zdolno$¢ do rozumowania
w sposob podobny do ludzkiego. Jednakze ta przelomowa ilos¢ informacji stwarza
réwniez wyzwania, jesli chodzi o generowanie precyzyjnych i doktadnych odpowiedzi
na konkretne polecenia, szczegélnie gdy te polecenia majg wykazywac deterministyczne

zachowanie, ktére mozna zintegrowaé z “normalnym” programowaniem i algorytmami.
Do tych wyzwan prowadzi szereg czynnikow.

Przeciazenie informacyjne: Duze modele jezykowe sa trenowane na ogromnych
ilosciach danych obejmujacych rézne dziedziny, Zrédla i okresy. Ta rozlegla wiedza
pozwala im angazowac sie w réznorodne tematy i generowaé odpowiedzi oparte na
szerokim rozumieniu §wiata. Jednak w obliczu konkretnego polecenia, model moze mie¢
trudnoéci z odfiltrowaniem nieistotnych, sprzecznych lub nieaktualnych/przestarzatych
informacji, co prowadzi do odpowiedzi pozbawionych koncentracji lub doktadnosci.
W zaleznosci od tego, co probujesz osiggnaé, sama ilos¢ sprzecznych informacji
dostepnych dla modelu moze latwo przytloczy¢ jego zdolno$¢ do dostarczenia

poszukiwanej odpowiedzi lub zachowania.

Niejednoznacznos¢ kontekstowa: Biorac pod uwage rozlegly przestrzen ukrytq
wiedzy, duze modele jezykowe mogg napotka¢ niejednoznaczno$é przy proébie
zrozumienia kontekstu twojego polecenia. Bez odpowiedniego zawezenia lub
wskazowek, model moze generowaé¢ odpowiedzi, ktore sa luzno powigzane, ale
nie bezposrednio istotne dla twoich zamierzen. Ten rodzaj niepowodzenia prowadzi do
odpowiedzi, ktére sg nie na temat, niespdjne lub nie odpowiadajg na twoje okreslone
potrzeby. W tym przypadku zawezanie $ciezki odnosi sie do eliminacji wieloznacznosci
kontekstu, zapewniajac, ze dostarczony kontekst sprawia, ze model skupia sie tylko na

najbardziej istotnych informacjach w swojej podstawowej wiedzy.

Uwaga: Gdy zaczynasz przygode z “inzynierig promptéw”, znacznie czesciej
zdarza sie prosi¢ model o wykonanie zadan bez odpowiedniego wyjasnienia

pozadanego rezultatu; potrzeba praktyki, aby unikaé¢ niejednoznacznosci!
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Niespdjnoéci czasowe: Poniewaz modele jezykowe sa trenowane na danych
utworzonych w réznych okresach, moga posiada¢ wiedze, ktdra jest przestarzala,
zastgpiona lub nieaktualna. Na przyklad, informacje o biezacych wydarzeniach,
odkryciach naukowych czy postepie technologicznym mogly si¢ zmieni¢ od czasu
zebrania danych treningowych modelu. Bez zawezenia $ciezki w celu priorytetyzacji
bardziej aktualnych i wiarygodnych Zrédel, model moze generowaé odpowiedzi oparte
na nieaktualnych lub nieprawidlowych informacjach, prowadzac do niedokladnosci

i niespdjnosci w swoich wynikach.

Nivanse dziedzinowe: Roézne dziedziny i obszary majg wlasng specyficzng
terminologie, konwencje i bazy wiedzy. Pomysl o praktycznie dowolnym TLA
(akronimie trzyliterowym) a zorientujesz sie, ze wiekszo$¢ z nich ma wiecej niz jedno
znaczenie. Na przyktad, MSK moze odnosi¢ sie do Amazon’s Managed Streaming
for Apache Kafka, Memorial Sloan Kettering Cancer Center, lub ludzkiego uktadu

mie$niowo-szkieletowego.

Gdy prompt wymaga ekspertyzy w konkretnej dziedzinie, ogdlna wiedza duzego
modelu jezykowego moze nie by¢ wystarczajaca do zapewnienia dokladnych
i zniuansowanych odpowiedzi. Zawezenie $ciezki poprzez skupienie si¢ na informacjach
specyficznych dla danej dziedziny, czy to przez inzynierie promptéw czy generowanie
wspomagane wyszukiwaniem, pozwala modelowi generowaé odpowiedzi, ktore sg

lepiej dopasowane do wymagan i oczekiwan twojej konkretnej dziedziny.

Przestrzen utajona: Niepojecie rozlegta

Kiedy méwie o “przestrzeni utajonej” modelu jezykowego, odnosze sie do rozleglego,
wielowymiarowego krajobrazu wiedzy i informacji, ktérych model nauczyt sie podczas
procesu treningu. To jak ukryta sfera wewnatrz sieci neuronowych modelu, gdzie

przechowywane sg wszystkie wzorce, powiazania i reprezentacje jezyka.

Wyobraz sobie, ze ekspplorujesz rozlegle, niezbadane terytorium wypelnione

niezliczonymi polgczonymi weztami. Kazdy wezet reprezentuje fragment informacji,
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koncept lub relacje, ktorej nauczyt sie model. Przemierzajac te przestrzen, zauwazysz,
ze niektore wezly sg blizej siebie, wskazujac na silne polgczenie lub podobienstwo,

podczas gdy inne sa bardziej oddalone, sugerujac stabsza lub bardziej odlegla relacje.

Wyzwaniem zwigzanym z przestrzenia utajong jest to, Ze jest niesamowicie
ztozona i wielowymiarowa. Pomysl o niej jak o czym$ tak rozlegtym jak nasz
fizyczny wszech$wiat, z jego skupiskami galaktyk i ogromnymi, niewyobrazalnymi

odlegloéciami pustej przestrzeni miedzy nimi.

Poniewaz zawiera tysigce wymiaréw, przestrzen utajona nie jest bezposrednio
obserwowalna ani interpretowalna przez ludzi. To abstrakcyjna reprezentacja, ktorg
model wykorzystuje wewnetrznie do przetwarzania i generowania jezyka. Kiedy
dostarczasz modelowi prompt wejSciowy, zasadniczo mapuje on ten prompt na
konkretna lokalizacje w przestrzeni utajonej. Model wykorzystuje nastepnie otaczajace

informacje i polaczenia w tej przestrzeni do wygenerowania odpowiedzi.

Rzecz w tym, ze model nauczyl si¢ ogromnej ilosci informacji ze swoich danych
treningowych, a nie wszystkie z nich sa istotne lub doktadne dla danego zadania. Dlatego
zawezanie Sciezki staje si¢ tak wazne. Dostarczajac jasne instrukeje, przyktady i kontekst
w swoich promptach, w zasadzie kierujesz model na konkretne rejony w przestrzeni

utajonej, ktore sa najbardziej odpowiednie dla twojego pozadanego rezultatu.

Innym sposobem myslenia o tym jest poréwnanie do uzywania reflektora w catkowicie
ciemnym muzeum. Jesli kiedykolwiek odwiedziles Luwr lub Metropolitan Museum of
Art, to wlasnie o takiej skali mowie. Przestrzen utajona jest jak muzeum, wypelnione
niezliczonymi obiektami i szczegétami. Twdj prompt jest jak reflektor, oswietlajacy
konkretne obszary i kierujacy uwage modelu na najwazniejsze informacje. Bez tego
przewodnictwa model moze bladzi¢ bezcelowo po przestrzeni utajonej, zbierajac po

drodze nieistotne lub sprzeczne informacje.

Pracujac z modelami jezykowymi i tworzac swoje prompty, miej na uwadze koncepcije
przestrzeni utajonej. Twoim celem jest efektywne poruszanie sie po tym rozleglym

krajobrazie wiedzy, kierujac model w strone najbardziej odpowiednich i dokladnych
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informacji dla twojego zadania. Poprzez zawezanie Sciezki i dostarczanie jasnych
wskazéwek mozesz uwolni¢ pelny potencjal przestrzeni utajonej modelu i generowaé

wysokiej jakosci, spéjne odpowiedzi.

Cho¢ weczesniejsze opisy modeli jezykowych i przestrzeni utajonej, po ktorej sie
poruszaja, moga wydawac si¢ nieco magiczne lub abstrakcyjne, wazne jest zrozumienie,
ze prompty nie sg zakleciami ani inkantacjami. Sposéb dzialania modeli jezykowych

jest oparty na zasadach algebry liniowej i teorii prawdopodobienstwa.

U podstaw modele jezykowe sa modelami probabilistycznymi tekstu, podobnie jak
krzywa dzwonowa jest statystycznym modelem danych. Sa trenowane w procesie
zwanym modelowaniem autoregresyjnym, gdzie model uczy sie przewidywac
prawdopodobienstwo nastepnego stlowa w sekwencji na podstawie stow, ktore
wystepuja przed nim. Podczas treningu model zaczyna z losowymi wagami i stopniowo
je dostosowuje, aby przypisaé¢ wyzsze prawdopodobieristwa tekstom przypominajacym

rzeczywiste probki, na ktoérych byt trenowany.

Jednakze, myslenie o modelach jezykowych jako o prostych modelach statystycznych,
takich jak regresja liniowa, nie zapewnia najlepszej intuicji do zrozumienia
ich zachowania. Trafniejsza analogia jest postrzeganie ich jako programow
probabilistycznych, ktére sa modelami pozwalajacymi na manipulacje zmiennymi

losowymi i mogg reprezentowaé zlozone zaleznosci statystyczne.

Programy probabilistyczne moga by¢ reprezentowane przez modele graficzne, ktore
zapewniaja wizualny sposéb zrozumienia zaleznosci i relacji miedzy zmiennymi
w modelu. Ta perspektywa moze dostarczy¢ cennych spostrzezen na temat dziatania

ztozonych modeli generowania tekstu, takich jak GPT-4 i Claude.

W artykule “Language Model Cascades” autorstwa Dohana i wspotpracownikéow,
autorzy zaglebiaja sie w szczegély tego, jak programy probabilistyczne moga by¢
zastosowane do modeli jezykowych. Pokazuja, jak te ramy moga by¢ wykorzystane
do zrozumienia zachowania tych modeli i kierowania rozwojem bardziej efektywnych

strategii promptowania.
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Jednym z kluczowych spostrzezen z tej probabilistycznej perspektywy jest to, ze model
jezykowy zasadniczo tworzy portal do alternatywnego wszech$wiata, w ktérym istniejg
pozadane dokumenty. Model przypisuje wagi wszystkim mozliwym dokumentom na
podstawie ich prawdopodobienstwa, efektywnie zawezajac przestrzen mozliwosci, aby

skupi¢ sie na tych najbardziej istotnych.

To prowadzi nas z powrotem do gléwnego tematu “zawezania $ciezki”. Gléwnym
celem promptowania jest warunkowanie modelu probabilistycznego w sposob, ktory
koncentruje mase jego przewidywan, skupiajac sie na konkretnych informacjach lub
zachowaniu, ktére chcemy wywotac. Poprzez dostarczanie starannie przygotowanych
promptéw, mozemy pokierowa¢ model do bardziej efektywnego poruszania sig

w przestrzeni ukrytej i generowania wynikow, ktore sg bardziej trafne i spdjne.

Jednak wazne jest, aby pamietac, ze model jezykowy jest ostatecznie ograniczony przez
informacje, na ktérych zostal wytrenowany. Cho¢ moze generowaé tekst podobny do
istniejacych dokumentow lub taczy¢ pomysty w nowatorski sposéb, nie moze stworzy¢
catkowicie nowych informacji z niczego. Na przykiad, nie mozemy oczekiwac, ze model
dostarczy lekarstwa na raka, jesli takie lekarstwo nie zostato odkryte i udokumentowane

w jego danych treningowych.

Zamiast tego, sita modelu tkwi w jego zdolnosci do znajdowania i syntetyzowania
informacji podobnych do tych, ktérymi go promptujemy. Rozumiejac probabilistyczng
nature tych modeli i to, jak prompty moga by¢ uzywane do warunkowania ich wynikéow,
mozemy skuteczniej wykorzystywac ich mozliwosci do generowania warto$ciowych

spostrzezen i tresci.

Rozwazmy ponizsze prompty. W pierwszym, samo stowo “Merkury” mogloby odnosi¢
sie do planety, pierwiastka lub rzymskiego boga, ale najbardziej prawdopodobne jest
odniesienie do planety. Rzeczywiscie, GPT-4 dostarcza dtuga odpowiedz, ktora zaczyna
sie od Merkury jest najmniejszq i najblizszq Storicu planetq Uktadu Stonecznego.... Drugi
prompt odnosi si¢ konkretnie do pierwiastka chemicznego. Trzeci odnosi si¢ do postaci

z mitologii rzymskiej, znanej ze swojej szybkosci i roli boskiego postarica.
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# Prompt 1

Tell me about: Mercury

# Prompt 2
Tell me about: Mercury element

# Prompt 3
Tell me about: Mercury messenger of the gods

Dodajac zaledwie kilka dodatkowych stéw, calkowicie zmieniliSmy sposob reakeji AL
Jak dowiesz sie pézniej w tej ksiazce, wymyslne techniki inzynierii promptow, takie jak
promptowanie n-przyktadowe, ustrukturyzowane wejscie/wyjscie i Lanicuch Myslowy,

sg po prostu sprytnym sposobem na warunkowanie wynikéw modelu.

Ostatecznie wiec sztuka inzynierii promptéw polega na zrozumieniu, jak poruszaé sie
po rozlegltym probabilistycznym krajobrazie wiedzy modelu jezykowego, aby zawezi¢

Sciezke do poszukiwanych konkretnych informacji lub zachowan.

Dla czytelnikéw z solidnym zrozumieniem matematyki zaawansowanej, oparcie
swojego rozumienia tych modeli na zasadach teorii prawdopodobienistwa i algebry
liniowej moze zdecydowanie pomoc! Dla pozostalych z was, ktoérzy chcg opracowaé
skuteczne strategie wydobywania pozadanych rezultatow, trzymajmy si¢ bardziej

intuicyjnych podejs¢.

Jak Sciezka Zostaje “Zawezona”

Aby sprosta¢ tym wyzwaniom zwigzanym z nadmiarem wiedzy, stosujemy techniki,
ktére pomagajg kierowaé procesem generowania modelu jezykowego i skupiaé jego

uwage na najbardziej istotnych i dokladnych informacjach.

Oto najwazniejsze techniki w zalecanej kolejnosci, czyli najpierw powinienes
wyprobowac inzynierie promptow, nastepnie RAG, a na koncu, jesli musisz, dostrajanie.
Inzynieria Promptéw Najbardziej podstawowym podejsciem jest tworzenie promptow

zawierajacych konkretne instrukcje, ograniczenia lub przyklady, ktore kierujg
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generowaniem odpowiedzi przez model. Ten rozdzial omawia podstawy inzynierii
promptéw w nastepnej sekcji, a w czesci 2 ksigzki omawiamy wiele konkretnych
wzorcéw inzynierii promptow. Te wzorce obejmuja Destylacje Promptéw, technike
skupiajaca si¢ na udoskonalaniu i optymalizacji promptéw w celu wydobycia tego, co

Al uznaje za najbardziej istotne i zwiezle informacje.

Augmentacja Kontekstu. Dynamiczne pobieranie istotnych informacji z zewnetrznych
baz wiedzy lub dokumentéw w celu dostarczenia modelowi ukierunkowanego
kontekstu w momencie promptowania. Popularne techniki augmentacji kontekstu
obejmujag Generowanie Wspierane Wyszukiwaniem (RAG). Tak zwane “modele
online”, takie jak te dostarczane przez Perplexity, sa w stanie wzbogaca¢ swdj kontekst

o wyniki wyszukiwania w internecie w czasie rzeczywistym.

Mimo swojej mocy, LLM nie sg trenowane na Twoich unikalnych zbiorach

P danych, ktore moga byé prywatne lub specyficzne dla problemu, ktéry
probujesz rozwigzaé. Techniki Rozszerzania Kontekstu pozwalajg zapewnié
LLM dostep do danych ukrytych za API, w bazach SQL lub uwiezionych
w plikach PDF i prezentacjach.

Dostrajanie lub Adaptacja Dziedzinowa Trenowanie modelu na zbiorach danych
specyficznych dla danej dziedziny w celu specjalizacji jego wiedzy i mozliwosci

generowania dla konkretnego zadania lub obszaru.

Obnizanie Temperatury

Temperatura jest hiperparametrem uzywanym w modelach jezykowych opartych na
transformatorach, ktory kontroluje losowos$¢ i kreatywno$¢ generowanego tekstu. Jest
to warto$¢ miedzy 0 a 1, gdzie nizsze wartosci sprawiaja, ze wynik jest bardziej
ukierunkowany i deterministyczny, podczas gdy wyzsze wartosci czynia go bardziej

zréznicowanym i nieprzewidywalnym.


https://perplexity.ai
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Gdy temperatura jest ustawiona na 1, model jezykowy generuje tekst w oparciu o pelny
rozklad prawdopodobienistwa nastepnego tokenu, pozwalajac na bardziej kreatywne
i zréznicowane odpowiedzi. Moze to jednak prowadzi¢ do generowania tekstu, ktory

jest mniej trafny lub spéjny.

Z drugiej strony, gdy temperatura jest ustawiona na 0, model jezykowy zawsze wybiera
token o najwyzszym prawdopodobieristwie, efektywnie “zawezajac swoja Sciezke”.
Prawie wszystkie moje komponenty Al uzywaja temperatury ustawionej na 0 lub blisko
0, poniewaz prowadzi to do bardziej ukierunkowanych i przewidywalnych odpowiedzi.
Jest to szczegodlnie przydatne, gdy chcesz, aby model postepowat zgodnie z instrukcjami,
zwracal uwage na dostarczone funkcje lub po prostu potrzebujesz dokladniejszych

i bardziej trafnych odpowiedzi niz te, ktére otrzymujesz.

Na przyklad, jesli tworzysz chatbota, ktéry ma dostarcza¢ faktyczne informacje, mozesz
chcie¢ ustawi¢ temperature na nizsza warto$¢, aby zapewnic¢ bardziej precyzyjne
i tematyczne odpowiedzi. Natomiast jesli tworzysz asystenta do pisania kreatywnego,
mozesz chcieé ustawi¢ temperature na wyzsza warto$¢, aby zacheci¢ do bardziej

réznorodnych i pomystowych rezultatow.

Hiperparametry: Pokretta i Regulatory Wnioskowania

Pracujac z modelami jezykowymi, czesto spotkasz sie z terminem “hiperparametry”.
W kontekscie wnioskowania (czyli gdy uzywasz modelu do generowania odpowiedzi),
hiperparametry sg jak pokretta i regulatory, ktére mozesz dostosowac, aby kontrolowaé

zachowanie i wynik modelu.

Wyobraz to sobie jak regulowanie ustawien w ztozonej maszynie. Podobnie jak mozesz
przekreci¢ pokretlo, aby kontrolowaé temperature, lub przetaczyé przetgcznik, aby
zmieni¢ tryb dzialania, hiperparametry pozwalaja na doktadne dostrojenie sposobu,

w jaki model jezykowy przetwarza i generuje tekst.

Oto najczestsze hiperparametry, ktore napotkasz podczas wnioskowania:
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« Temperatura: Jak juz wspomniano, ten parametr kontroluje losowo$¢
i kreatywno$¢ generowanego tekstu. Wyzsza temperatura prowadzi do
bardziej zréznicowanych i nieprzewidywalnych wynikoéw, podczas gdy
nizsza temperatura skutkuje bardziej ukierunkowanymi i deterministycznymi

odpowiedziami.

« Prébkowanie top-p (nucleus): Ten parametr kontroluje wybdér najmniejszego
zbioru tokendéw, ktérych taczne prawdopodobienstwo przekracza okreslony prog
(p). Pozwala na bardziej zréznicowane wyniki przy jednoczesnym zachowaniu

spojnosci.

« Prébkowanie top-k: Ta technika wybiera k najbardziej prawdopodobnych
nastepnych tokenéw i redystrybuuje mase prawdopodobienstwa miedzy
nimi. Moze pomodc zapobiec generowaniu przez model tokendéw o niskim

prawdopodobienstwie lub nieistotnych.

« Kary czestotliwosci i obecnosci: Te parametry nakladajg kare na model
za zbyt czeste powtarzanie tych samych stow lub fraz (kara czestotliwosci)
lub za generowanie stow, ktérych nie ma w promptcie wejsciowym (kara
obecnos$ci). Dostosowujac te wartosci, mozesz zacheci¢ model do tworzenia

bardziej zréznicowanych i trafnych wynikéw.

« Maksymalna dlugo$¢: Ten hiperparametr ustala gorny limit liczby tokendw (stow
lub czesci stow), ktore model moze wygenerowaé w pojedynczej odpowiedzi.

Pomaga kontrolowac rozwleklosé i zwigztos¢ generowanego tekstu.

Eksperymentujac z réznymi ustawieniami hiperparametréow, przekonasz sie, ze
nawet niewielkie zmiany mogg mie¢ znaczacy wplyw na wyniki modelu. To jak
dopracowywanie przepisu kulinarnego — szczypta wiecej soli czy nieco dluzszy czas

gotowania moga catkowicie zmieni¢ koricowe danie.
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Kluczem jest zrozumienie, jak kazdy hiperparametr wplywa na zachowanie modelu
i znalezienie odpowiedniej réwnowagi dla konkretnego zadania. Nie bdj sie
eksperymentowacé z réznymi ustawieniami i obserwowad, jak wpltywaja na generowany
tekst. Z czasem wyrobisz sobie intuicje, ktore hiperparametry modyfikowac i jak osiagaé

pozadane rezultaty.

Laczac wykorzystanie tych parametréw z konstruowaniem promptéw, generowaniem
wspomaganym wyszukiwaniem i dostrajaniem, mozesz skutecznie zawezi¢ Sciezke
i pokierowa¢ model jezykowy tak, aby generowal dokladniejsze, trafniejsze

i warto$ciowsze odpowiedzi dla konkretnego przypadku uzycia.

Modele Surowe a Dostrojone Instrukcyjnie

Modele surowe to nierafinowane, niewytrenowane wersje duzych modeli jezykowych.
Wyobraz je sobie jako czyste pldtno, jeszcze niepodatne na wplyw specyficznego
treningu majacego na celu zrozumienie lub wykonywanie instrukcji. Sg zbudowane
na podstawie ogromnej ilosci danych, na ktérych zostaly poczatkowo wytrenowane,
zdolne do generowania szerokiego zakresu wynikow. Jednak bez dodatkowych warstw
dostrajania opartego na instrukcjach, ich odpowiedzi moga by¢ nieprzewidywalne
i wymagaja bardziej wyrafinowanych, starannie przygotowanych promptéw, aby
nakierowaé¢ je na pozadany wynik. Praca z surowymi modelami przypomina
wydobywanie komunikacji od sawanta, ktéry posiada ogromna wiedze, ale catkowicie
brakuje mu intuicji odnosnie tego, o co prosisz, chyba ze jeste$ niezwykle precyzyjny
w swoich instrukcjach. Czesto przypominaja papuge - w tym sensie, ze jesli uda
ci sie skloni¢ je do powiedzenia czego$ zrozumialego, najczesciej jest to po prostu

powtdrzenie czegos, co ustyszaly od ciebie.

Z drugiej strony, modele dostrojone instrukcyjnie przeszly rundy treningu specjalnie
zaprojektowane do rozumienia i wykonywania instrukcji. GPT-4, Claude 3 i wiele
innych najpopularniejszych modeli LLM sa wszystkie intensywnie dostrojone

instrukcyjnie. Ten trening polega na dostarczaniu modelowi przyktadéw instrukcji wraz
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z pozadanymi rezultatami, efektywnie uczac model jak interpretowaé i wykonywac
szeroki zakres polecen. W rezultacie, modele instrukcyjne potrafig lepiej zrozumie¢
intencje kryjaca si¢ za promptem i generowaé odpowiedzi, ktére $cisle odpowiadaja
oczekiwaniom uzytkownika. Sprawia to, ze sa bardziej przyjazne dla uzytkownika
i fatwiejsze w obstudze, szczegélnie dla tych, ktérzy moga nie mie¢ czasu lub wiedzy

specjalistycznej do angazowania si¢ w rozbudowang inzynierie promptow.

Modele Surowe: Niefiltrowane Pt6tno

Modele surowe, takie jak Llama 2-70B czy Yi-34B, oferuja bardziej niefiltrowany dostep
do mozliwosci modelu niz to, do czego mogtes si¢ przyzwyczai¢ eksperymentujac
z popularnymi modelami LLM jak GPT-4. Te modele nie sa wstepnie dostrojone do
wykonywania okreslonych instrukcji, zapewniajac ci czyste ptétno do bezposrednie;
manipulacji wynikami modelu poprzez staranng inzynierie promptéw. Takie
podejscie wymaga glebokiego zrozumienia, jak tworzy¢ prompty, ktére kierujg
Al w pozadanym kierunku bez bezposéredniego instruowania. Jest to podobne do
posiadania bezpo$redniego dostepu do “surowych” warstw bazowego Al, bez zadnych
warstw posrednich interpretujacych lub kierujacych odpowiedziami modelu (stad

nazwa).
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Obie

Abbott: You throw the ball to first base.
Costello: Then who gets it?
Abbott: Naturally.

Costello: Naturally.
Abbott: Now you've got it.
Costello: | throw the ball to Naturally.

# Mixtral 8x22B (base) 4

| can see a huge variety of things. | can process information, understand

language, reason, learn and apply knowledge, recognize patterns, plan, act v
creatively, make predictions, judge, interact with the environment, identify ~
emotions, make decisions...

~96.3 tokens/s

Obie

Ml Do you recognize what | said?

# Mixtral 8x22B (base) 4
No, this time | don't.

By the way, as a test for our meeting, I'm going to show you some photos and |~
want you to tell me what they represent. Are you ready?

~50.1 tokens/s

Rycina 3. Testowanie modelu podstawowego przy uzyciu fragmentu klasycznego skeczu Abbotta
i Costello 'Who's on First’

Wyzwanie zwigzane z modelami podstawowymi polega na ich tendencji do
wpadania w powtarzajace sie wzorce lub generowania losowych odpowiedzi.
Jednak dzieki starannej inzynierii promptéw i dostosowaniu parametréw, takich jak
kary za powtoérzenia, mozna nakloni¢ modele podstawowe do generowania unikalnych
ikreatywnych tresci. Proces ten nie jest pozbawiony kompromiséw; podczas gdy modele
podstawowe oferujag niezréwnang elastyczno$é w zakresie innowacji, wymagaja one

wyzszego poziomu wiedzy specjalistycznej.
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Obie

Abbott: You throw the ball to first base.
Costello: Then who gets it?
Abbott: Naturally.

Costello: Naturally.
Abbott: Now you've got it.
Costello: | throw the ball to Naturally.

. GPT-4 Turbo Preview [4

This conversation piece between Abbott and Costello is from their famous comedy sketch
called "Who's on First?" known for its rapid-fire verbal exchange and plays on words,
particularly focusing on the confusing names of the baseball players. In the sketch, Abbott
tries to explain to Costello the names of the players on a baseball team, but the names
themselves sound like questions or statements (Who, What, | Don't Know, Because, etc.),
leading to a series of comedic misunderstandings.

~42.7 tokens/s

Rycina 4. Dla poréwnania, to samo niejednoznaczne polecenie wprowadzone do GPT-4

Modele Dostrojone Instrukcyjnie: Kierowane
Doswiadczenie

Modele dostrojone instrukcyjnie sg zaprojektowane do rozumienia i wykonywania
konkretnych instrukcji, co czyni je bardziej przyjaznymi dla uzytkownika i dostepnymi
dla szerszego zakresu zastosowan. Rozumiejg one mechanike konwersacji i wiedza, ze
powinny przestaé generowaé tekst, gdy nastepuje koniec ich tury w rozmowie. Dla
wielu programistow, szczegélnie tych pracujacych nad prostymi aplikacjami, modele

dostrojone instrukcyjnie oferuja wygodne i efektywne rozwigzanie.

Proces dostrajania instrukcyjnego polega na trenowaniu modelu na duzym zbiorze
instrukcji i odpowiedzi generowanych przez ludzi. Godnym uwagi przykladem jest
otwarty zbidr danych databricks-dolly-15k dataset, ktéry zawiera ponad 15 000
par prompt/odpowiedZ stworzonych przez pracownikow Databricks, ktore mozna

samodzielnie przeanalizowa¢. Zbiér danych obejmuje osiem roéznych kategorii


https://huggingface.co/datasets/databricks/databricks-dolly-15k
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instrukcji, w tym tworcze pisanie, odpowiadanie na pytania zamkniete i otwarte,

podsumowywanie, ekstrakcje informacji, klasyfikacje i burze mozgéw.

Podczas procesu generowania danych, wspolttworcy otrzymali wytyczne dotyczace
tworzenia promptéw i odpowiedzi dla kazdej kategorii. Na przyklad, w przypadku zadan
zwigzanych z twoérczym pisaniem, zostali poinstruowani, aby dostarczy¢ konkretne
ograniczenia, instrukcje lub wymagania kierujace wynikiem modelu. W przypadku
odpowiedzi na pytania zamkniete, poproszono ich o napisanie pytan wymagajacych

faktycznie poprawnych odpowiedzi na podstawie danego fragmentu z Wikipedii.

Powstaly zbiér danych stuzy jako cenny zasoéb do dostrajania duzych modeli
jezykowych, aby wykazywaly interaktywne mozliwosci i zdolno$¢ do wykonywania
instrukcji, podobnie jak systemy typu ChatGPT. Trenujac na réznorodnym zbiorze
instrukcji i odpowiedzi generowanych przez ludzi, model uczy si¢ rozumieé
i wykonywac konkretne polecenia, stajac sie bardziej biegtym w obstudze szerokiego

zakresu zadan.

Oprécz bezposredniego dostrajania, instrukcje zawarte w zbiorach danych takich jak
databricks-dolly-15k moga by¢ rowniez wykorzystywane do generowania danych
syntetycznych. Poprzez wykorzystanie promptéw stworzonych przez wspottworcow
jako przykladéw few-shot dla duzego otwartego modelu jezykowego, programisci
mogga wygenerowaé znacznie wiekszy zbiér instrukeji w kazdej kategorii. To podejscie,
opisane w artykule Self-Instruct, umozliwia tworzenie bardziej solidnych modeli

wykonujacych instrukcje.

Ponadto, instrukcje i odpowiedzi w tych zbiorach danych mogg by¢ wzbogacane
poprzez techniki takie jak parafrazowanie. Poprzez przeformulowanie kazdego
promptu lub krotkiej odpowiedzi i powiazanie powstalego tekstu z odpowiednim
przyktadem wzorcowym, programisci moga wprowadzi¢ forme regularyzacji, ktora

zwieksza zdolnos$¢ modelu do wykonywania instrukeji.

Latwos¢ uzytkowania zapewniana przez modele dostrojone instrukcyjnie wigze sie

z pewnym kosztem w postaci ograniczonej elastycznosci. Modele te sa czesto mocno
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cenzurowane, co oznacza, ze nie zawsze zapewniajg poziom swobody tworczej
wymagany do wykonania okreslonych zadan. Na ich dzialanie silnie wpltywajg

uprzedzenia i ograniczenia zawarte w danych uzytych do ich dostrajania.

Pomimo tych ograniczen, modele dostrojone instrukcyjnie stajg sie coraz popularniejsze
ze wzgledu na ich przyjazny dla uzytkownika charakter i zdolnos¢ do obstugi szerokiego
zakresu zadan przy minimalnej inzynierii promptéw. Wraz z pojawianiem si¢ kolejnych
wysokiej jakosci zbioréw danych instrukcyjnych, mozemy spodziewaé sie dalszych

ulepszen w wydajnosci i wszechstronnosci tych modeli.

Wybér odpowiedniego rodzaju modelu do twojego
projektu

Decyzja miedzy modelami bazowymi (surowymi) a dostrojonymi instrukcyjnie
ostatecznie zalezy od konkretnych wymagan twojego projektu. W przypadku
zadan wymagajacych wysokiego stopnia kreatywnosci i oryginalnodci, modele
bazowe oferujg potezne narzedzie do innowacji. Modele te pozwalajg programistom
eksplorowaé pelny potencjal duzych modeli jezykowych, przesuwajac granice tego,
co mozna osiagna¢ dzigki aplikacjom opartym na sztucznej inteligencji, ale wymagaja
bardziej bezposredniego podejscia i checi do eksperymentowania. Temperatura
i inne ustawienia maja znacznie wiekszy wplyw w modelach bazowych niz w ich

odpowiednikach dostrojonych instrukcyjnie.

Cokolwiek zawrzesz w swoim prompcie, modele bazowe beda probowaty
to powtérzy¢. Wiec jesli na przyklad twodj prompt to transkrypt czatu,

surowy model bedzie prébowal kontynuowaé czat. W zaleznosci od
limitu maksymalnej liczby tokendéw, nie wygeneruje on tylko nastepnej

wiadomo$ci w czacie, ale moze przeprowadzi¢ cala rozmowe sam ze soba!
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Oble

Original: The movie was not very good.

Improved: The movie, with its weak storyline and uninspired acting, left me feeling
thoroughly unengaged, as it failed to evoke the excitement and emotion | typically seek in a
cinematic experience.

Original: The food at the restaurant was okay.

Improved: While the restaurant had an extensive menu and a pleasant ambiance, | found the
dishes to be merely satisfactory, lacking the flavorful and memorable culinary experience |
had hoped for, given its reputation.

Original: The weather today was kind of meh.

Improved: Today's weather could best be described as unremarkable, with a lackluster mix
of overcast skies and intermittent light rain, failing to offer the vibrant sunshine or dramatic
storms that often make a day memorable.

Original: The party was not as fun as | expected.

Improved: Despite my high expectations, the party turned out to be rather underwhelming,
as the energy in the room remained subdued, and the activities failed to spark the lively
atmosphere | had envisioned, leaving me somewhat disappointed.

Original: Her performance in the play was not that great.

Improved: Regrettably, her portrayal in the play lacked the depth, passion, and authenticity
that | had eagerly anticipated, ultimately falling short of delivering the captivating and
emotionally resonant character interpretation the role demanded.

Original: This ice cream sucks!
Improved:

Mixtral 8x7B (base) &

The ice cream, with its lackluster flavor and texture, failed to meet my expectations, leaving
me disappointed and yearning for a more satisfying and indulgent frozen treat.

£

Rycina 5. Przyklad przepisywania zdan przez Mixtral 8x7B (base) z wykorzystaniem few-shot
completion

Podczas przygotowywania powyzszego przyktadu Przepisywania Zdan autorstwa
uzytkownika Reddit phree_radical, udato mi sie uzyskac¢ uzyteczne rezultaty dopiero
po wielu eksperymentach z ustawieniami parametréw, ostatecznie ustalajac je na:

Temperature 0.08, Top P: 0.2, Top K: 1 oraz Repetition Penalty: 1.26.


https://www.reddit.com/user/phree_radical/

Zawezanie Sciezki 56

Préba wykorzystania tego podejscia z modelem bazowym w srodowisku produkcyjnym
bylaby trudna ze wzgledu na silny wplyw parametru max_tokens. Ustawiony zbyt
nisko powoduje obcigcie wynikéw. Ustawiony na warto$é wieksza niz model potrzebuje

do pozadanego wyniku, spowoduje, zZe zacznie on konfabulowa¢ dodatkowe przyktady.

Konkluzja jest taka, ze o ile nie potrzebujesz pelnej kontroli i braku cenzury, modele
dostrojone instrukcyjnie mogg znaczaco usprawnié proces rozwoju. Aby to lepiej
zobrazowaé, oto odpowiedz Mixtral 8x7B na to samo polecenie, tym razem w wersji

dostrojonej instrukcyjnie:

Z przykroscig informuje, ze lody nie spetniaja moich oczekiwan, poniewaz
brakuje im bogatej, kremowej tekstury i wy$mienitego smaku, ktore zwykle
kojarze z deserem wysokiej jako$ci. Liczytem na bardziej satysfakcjonujace

i przyjemne doznania.

Co istotne, mogltem pozostawi¢ ustawienie max tokens na poziomie 500, a model
niezawodnie zatrzymal sie na koncu pozadanego wyniku bez konfabulowania

dodatkowych przyktadow.

Inzynieria Promptéw

Gdy zaczniesz stosowa¢ Al w swoich projektach, szybko odkryjesz, ze jedna
z najwazniejszych umiejetnosci, ktore musisz opanowaé, jest sztuka inzynierii

promptéw. Ale czym wiasciwie jest inzynieria promptéw i dlaczego jest tak wazna?

W swojej istocie inzynieria promptow to proces projektowania i tworzenia promptéw
wejsciowych, ktore dostarczasz modelowi jezykowemu, aby ukierunkowaé jego wynik.
Chodzi o zrozumienie, jak efektywnie komunikowaé sie z Al, uzywajac kombinacji
instrukcji, przykladow i kontekstu, aby pokierowa¢ model w strone generowania

pozadanej odpowiedzi.
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Wyobraz sobie to jak rozmowe z bardzo inteligentnym, ale nieco dostownie my$lacym
przyjacielem. Aby wyciagnac¢ jak najwiecej z tej interakcji, musisz by¢ jasny, konkretny
i dostarczy¢ wystarczajaco duzo kontekstu, aby upewnicé sie, ze twoj przyjaciel doktadnie
rozumie, o co prosisz. To wlasnie tu wkracza inzynieria promptoéw i nawet jesli na

poczatku wydaje sie tatwa, uwierz mi, ze wymaga sporo praktyki, aby ja opanowac.

Elementy Skiadowe Skutecznych Promptéw

Aby zaczaé tworzy¢ skuteczne prompty, najpierw musisz zrozumie¢ kluczowe
komponenty, ktore skladaja sie¢ na dobrze skonstruowane dane wejsciowe. Oto

najwazniejsze elementy sktadowe:

1. Instrukcje: Jasne i zwiezle instrukcje, ktére mowia modelowi, co ma zrobi¢. Moze
to by¢ wszystko, od “Podsumuj nastepujacy artykul” przez “Wygeneruj wiersz
o zachodzie stofica” po “zamien to zgdanie zmiany projektu na obiekt JSON™.

2. Kontekst: Istotne informacje, ktore pomagaja modelowi zrozumie¢ tlo i zakres
zadania. Moze to obejmowac szczegély dotyczace docelowej grupy odbiorcow,
pozadanego tonu i stylu lub konkretnych ograniczen czy wymagan dotyczacych
danych wyjsciowych, takich jak schemat JSON, ktérego nalezy przestrzegaé.

3. Przyklady: Konkretne przyktady, ktére pokazuja rodzaj wyniku, jakiego szukasz.
Podajac kilka dobrze dobranych przykltadéw, mozesz pomdc modelowi nauczy¢
sie wzorcow i charakterystyki pozadanej odpowiedzi.

4. Formatowanie Wejscia: Podzialy wierszy i formatowanie markdown nadajg
strukture naszemu promptowi. Rozdzielenie promptu na akapity pozwala nam
pogrupowaé powigzane instrukcje tak, aby byly latwiejsze do zrozumienia
zaréwno dla ludzi, jak i dla AL Punktory i listy numerowane pozwalajg nam
zdefiniowac¢ listy i kolejno$¢ elementéw. Znaczniki pogrubienia i kursywy
pozwalajg nam zaznaczy¢ nacisk.

5. Formatowanie Wyj$cia: Konkretne instrukcje dotyczace tego, jak powinien

by¢ ustrukturyzowany i sformatowany wynik. Moga one obejmowac wytyczne
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dotyczace pozadanej dlugosci, uzycia nagléwkow lub punktow, formatowania
markdown lub innych konkretnych szablonéw czy konwencji wyjsciowych,

ktorych nalezy przestrzegac.

Laczac te elementy sktadowe na rdzne sposoby, mozesz tworzy¢ prompty dostosowane
do swoich konkretnych potrzeb i kierowa¢ model w strone generowania wysokiej

jakosci, trafnych odpowiedzi.

Sztuka i Nauka Projektowania Promptow

Tworzenie skutecznych promptéw to zaréwno sztuka, jak i nauka. (Dlatego nazywamy
to rzemiostem.) Wymaga glebokiego zrozumienia mozliwosci i ograniczen modeli
jezykowych, a takze kreatywnego podejscia do projektowania promptéw, ktore
wywoluja pozgdane zachowanie. Kreatywnos¢, ktdra jest w to zaangazowana, sprawia,
ze jest to dla mnie przynajmniej bardzo satysfakcjonujace zajecie. Moze to réwniez by¢

bardzo frustrujace, szczegélnie gdy szukamy zachowania deterministycznego

Jednym z kluczowych aspektéw inzynierii promptéw jest zrozumienie, jak
zrownowazy¢ szczegdlowos¢ i elastycznosé. Z jednej strony chcesz zapewnic
wystarczajace wskazowki, aby pokierowa¢ model we wiasciwym kierunku. Z drugie;
strony nie chcesz by¢ tak precyzyjny, aby ograniczy¢ zdolno$¢ modelu do wykorzystania

wiasnej kreatywnosci i elastycznosci w radzeniu sobie z przypadkami brzegowymi.

Kolejnym waznym aspektem jest wykorzystanie przykladow. Dobrze dobrane
przykltady moga by¢ niezwykle skuteczne w pomocy modelowi zrozumieé rodzaj
oczekiwanego rezultatu. Wazne jest jednak, aby uzywaé przykladéw rozwaznie
i upewni¢ sig, ze sg one reprezentatywne dla pozadanej odpowiedzi. Zly przyktad
w najlepszym razie jest tylko marnotrawstwem tokendéw, a w najgorszym moze

zniszczy¢ pozadany wynik.



Zawezanie Sciezki 59

Techniki i najlepsze praktyki inzynierii promptéw

Zagtebiajac si¢ w $wiat inzynierii promptéw, odkryjesz szereg technik i najlepszych
praktyk, ktére pomoga Ci tworzy¢ skuteczniejsze prompty. Oto kilka kluczowych

obszaréw do zglebienia:

1. Uczenie zero-shot vs. few-shot: Zrozumienie, kiedy uzywac uczenia zero-shot
(bez podawania przykladow) w przeciwienstwie do uczenia one-shot lub few-shot
(z podaniem niewielkiej liczby przyktadéw) moze pomdc w tworzeniu bardziej
wydajnych i skutecznych promptow.

2. Iteracyjne udoskonalanie: Proces iteracyjnego udoskonalania promptéw
w oparciu o wyniki modelu moze poméc w osiggnieciu optymalnego projektu
promptu. Petla sprzezenia zwrotnego to potezne podejscie, ktore wykorzystuje
wlasne wyniki modelu jezykowego do stopniowej poprawy jakosci i trafnosci
generowane;j tresci.

3. Lanncuchowanie promptéw: Laczenie wielu promptéw w sekwencje moze
poméc w podzieleniu ztozonych zadan na mniejsze, latwiejsze do zarzadzania
kroki. Lanicuchowanie promptéw polega na podzieleniu ztozonego zadania lub
konwersacji na seri¢ mniejszych, wzajemnie powigzanych promptéw. Laczac
prompty w fancuch, mozesz przeprowadzi¢ Al przez wieloetapowy proces,
zachowujac kontekst i spojnosé podczas calej interakeji.

4. Dostrajanie promptéw: Dostosowywanie promptéw do konkretnych dziedzin
lub zadar moze poméc w tworzeniu bardziej wyspecjalizowanych i skutecznych
promptéw. Szablon promptu pomaga tworzy¢ elastyczne, wielokrotnego uzytku
i latwe w utrzymaniu struktury promptow, ktére sa tatwiej adaptowalne do

danego zadania.

Nauka tego, kiedy uzywac uczenia zero-shot, one-shot lub few-shot, jest szczegdlnie

wazng czescig opanowania inzynierii promptéw. Kazde podejscie ma swoje mocne
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i stabe strony, a zrozumienie, kiedy ktérego uzy¢, moze pomdc w tworzeniu

skuteczniejszych i wydajniejszych promptow.

Uczenie Zero-Shot: Kiedy przyktady nie sg potrzebne

Uczenie zero-shot odnosi sie do zdolnosci modelu jezykowego do wykonywania zadan
bez przyktadéw czy bezposredniego treningu. Innymi stowy, przekazujesz modelowi
prompt opisujacy zadanie, a model generuje odpowiedz wylgcznie na podstawie swojej

istniejacej wiedzy i rozumienia jezyka.

Uczenie zero-shot jest szczegdlnie przydatne, gdy:

1. Zadanie jest stosunkowo proste i jednoznaczne, a model prawdopodobnie
napotkal podobne zadania podczas wstepnego trenowania.

2. Chcesz przetestowaé wrodzone mozliwosci modelu i zobaczy¢, jak reaguje na
nowe zadanie bez dodatkowych wskazowek.

3. Pracujesz z duzym i wszechstronnym modelem jezykowym, ktéry zostal

wytrenowany na szerokiej gamie zadan i dziedzin.

Jednak uczenie zero-shot moze by¢é réwniez nieprzewidywalne i nie zawsze prowadzi¢
do pozadanych rezultatéw. Na odpowiedz modelu moga wplywaé uprzedzenia
lub niespéjnosci w danych treningowych, a model moze mie¢ trudnosci z bardziej

zlozonymi lub niejednoznacznymi zadaniami.

Widzialem prompty zero-shot, ktére dziataty swietnie dla 80% moich przypadkéw
testowych, ale dawaty catkowicie btedne lub niezrozumiate wyniki dla pozostatych
20%. Niezwykle wazne jest wdrozenie dokladnego rezimu testowego, szczegélnie jesli

w duzym stopniu polegasz na promptowaniu zero-shot.
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Uczenie One-Shot: Kiedy Jeden Przyktad Moze Zrobic
Réznice

Uczenie one-shot polega na dostarczeniu modelowi pojedynczego przykiadu
pozadanego rezultatu wraz z opisem zadania. Ten przyklad stuzy jako szablon

lub wzorzec, ktérego model moze uzy¢ do wygenerowania wlasnej odpowiedzi.

Uczenie one-shot moze by¢ skuteczne, gdy:

1. Zadanie jest stosunkowo nowe lub specyficzne, a model mégt nie napotkaé¢ wielu
podobnych przyktadéw podczas wstepnego trenowania.

2. Chcesz zapewnic jasng i zwiezla demonstracje pozadanego formatu lub stylu
wyniku.

3. Zadanie wymaga okreslonej struktury lub konwencji, ktéra moze nie by¢

oczywista na podstawie samego opisu zadania.

P Opisy, ktdre sg oczywiste dla ciebie, niekoniecznie musza by¢ oczywiste dla

Al Przyklady one-shot moga pomdc w wyjasnieniu sytuacji.

Uczenie one-shot moze poméc modelowi jasniej zrozumie¢ oczekiwania i wygenerowaé
odpowiedz, ktora jest bardziej zgodna z dostarczonym przykladem. Jednak wazne
jest, aby starannie wybiera¢ przykiad i upewnic sie, ze jest on reprezentatywny
dla pozadanego rezultatu. Wybierajgc przyklad, zastanéw sie nad potencjalnymi
przypadkami brzegowymi i zakresem danych wejsciowych, ktore prompt bedzie

obstugiwat.
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Rycina 6. Pojedynczy przyklad oczekiwanego formatu JSON
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Output one JSON object identifying a new subject mentioned during the
conversation transcript.

The JSON object should have three keys, all required:

- name: The name of the subject

- description: brief, with details that might be relevant to the user
- type: Do not use any other type than the ones listed below

Valid types: Concept, CreativeWork, Event, Fact, Idea, Organization,
Person, Place, Process, Product, Project, Task, or Teammate

This is an example of well-formed output:

{
"name":"Dan Millman",
"description":"Author of book on self-discovery and living on purpose",
"type":"Person”

}

Uczenie Few-Shot: Kiedy Wiele Przyktadéw Moze
Poprawié¢ Wydajnos¢

Uczenie few-shot polega na dostarczeniu modelowi malej liczby przyktadow (zazwyczaj

od 2 do 10) wraz z opisem zadania. Te przyklady stuza do zapewnienia modelowi

szerszego kontekstu i r6znorodnosci, pomagajac mu generowaé bardziej zréznicowane

i doktadne odpowiedzi.

Uczenie few-shot jest szczegdlnie przydatne, gdy:

1. Zadanie jest ztozone lub niuansowe, a jeden przyklad moze nie wystarczy¢ do

uchwycenia wszystkich istotnych aspektow.

2. Chcesz dostarczy¢ modelowi szereg przykltadéw pokazujacych rézne warianty lub

przypadki brzegowe.
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3. Zadanie wymaga, aby model generowatl odpowiedzi zgodne z okreslong dziedzing

lub stylem.

Dostarczajac  wiele przykladow, mozesz poméc modelowi rozwing¢ bardziej
kompleksowe zrozumienie zadania i generowa¢ odpowiedzi, ktére sg bardziej

spojne i niezawodne.

Przyktad: Polecenia Moga By¢ Znacznie Bardziej Ztozone
Niz Ci Sie Wydaje

Dzisiejsze duze modele jezykowe sa znacznie potezniejsze i zdolne do rozumowania niz
mogloby sie wydawac. Nie ograniczaj sie wiec do myslenia o poleceniach jako o proste;j
specyfikacji par wejscia i wyjscia. Mozesz eksperymentowaé z ditugimi i zlozonymi

instrukcjami w sposob przypominajacy interakcje z cztowiekiem.

Na przyktad, oto polecenie, ktérego uzylem w Olympii podczas prototypowania
naszej integracji z ustugami Google, ktére w calosci stanowia prawdopodobnie jedno
z najwiekszych API na $wiecie. Moje wczesniejsze eksperymenty wykazaly, ze GPT-4
ma przyzwoitg wiedze o API Google, a ja nie mialem czasu ani motywacji do pisania
szczegOlowej warstwy mapowania, implementujac kazda funkcje, ktorg chcialem
udostepni¢ mojej sztucznej inteligencji, pojedynczo. Co by bylo, gdybym moégt po
prostu da¢ Al dostep do catego API Google?

Rozpoczatem moje polecenie od poinformowania Al, ze ma bezposredni dostep do
punktéw koncowych API Google poprzez HTTP i Ze jego rolg jest korzystanie z aplikacji
i ustug Google w imieniu uzytkownika. Nastepnie dostarczylem wytyczne, zasady
zwigzane z parametrem fields, poniewaz wydawalo si¢, ze ma z nim najwigcej

probleméw, oraz pewne wskazowki specyficzne dla API (uczenie few-shot w dziataniu).

Oto cale polecenie, ktére informuje Al, jak korzysta¢ z dostarczonej funkcji invoke_-

google_api.
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As a GPT assistant with Google integration, you have the capability
to freely interact with Google apps and services on behalf of the user.

Guidelines:

- If you're reading these instructions then the user is properly
authenticated, which means you can use the special “me” keyword
to refer to the userld of the user

- Minimize payload sizes by requesting partial responses using the
“fields® parameter

- When appropriate use markdown tables to output results of API calls

- Only human-readable data should be output to the user. For instance,
when hitting Gmail's user.messages.list endpoint, the returned
message resources contain only id and a threadId, which means you must
fetch from and subject line fields with follow-up requests using the
messages.get method.

The format of the “fields® request parameter value is loosely based on
XPath syntax. The following rules define formatting for the fields
parameter.

All of these rules use examples related to the files.get method.

- Use a comma-separated list to select multiple fields,
such as 'name, mimeType'.

- Use a/b to select field b that's nested within field a,
such as 'capabilities/canDownload'.

- Use a sub-selector to request a set of specific sub-fields of arrays or
objects by placing expressions in parentheses "()". For example,
'permissions(id)' returns only the permission ID for each element in the
permissions array.

- To return all fields in an object, use an asterisk as a wild card in field
selections. For example, 'permissions/permissionDetails/*' selects all
available permission details fields per permission. Note that the use of

this wildcard can lead to negative performance impacts on the request.

API-specific hints:

- Searching contacts: GET https://people.googleapis.com/v1/
people:searchContacts?query=John%20Doe&readMask=names, emailAddresses

- Adding calendar events, use QuickAdd: POST https://www.googleapis.com/
calendar/v3/calendars/primary/events/quickAdd?
text=Appointment%20on%20June%203rd%20at%2010am
&sendNotifications=true

64
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Here is an abbreviated version of the code that implements API access
so that you better understand how to use the function:

def invoke_google_api(conversation, arguments)

method = arguments[:method] || :get

body = arguments|:body]

GoogleAPI .send_request(arguments[:endpoint], method:, body:).to_json
end

# Generic Google API client for accessing any Google service
class GoogleAPI
def send_request(endpoint, method:, body: nil)
response = @connection.send(method) do |reql
req.url endpoint
req.body = body.to_json if body
end

handle_response(response)
end

# . .rest of class
end

By¢ moze zastanawiasz sig, czy ten prompt dziata. Prosta odpowiedZ brzmi: tak. SI
nie zawsze wiedziala, jak idealnie wywota¢ API za pierwszym razem. Jednak jesli
popetnita btad, po prostu przekazywatem z powrotem komunikaty o bledach jako wynik
wywolania. Majac $wiadomosé swojego bledu, ST mogta przeanalizowaé swojg pomytke
i sprobowac ponownie. W wiekszosci przypadkéw udawato sie to poprawnie po kilku

prébach.

Oczywiscie, duze struktury JSON, ktére API Google zwraca jako payloady podczas
korzystania z tego prompta, sa wysoce nieefektywne, wiec nie zalecam stosowania
tego podejscia w srodowisku produkcyjnym. Jednak sam fakt, ze to podejscie w ogodle

zadzialato, Swiadczy o tym, jak potezna moze by¢ inzynieria promptéw.
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Eksperymentowanie i Iteracja

Ostatecznie sposoéb, w jaki konstruujesz prompt, zalezy od konkretnego zadania,
zlozonosci oczekiwanego rezultatu i mozliwosci modelu jezykowego, z ktérym

pracujesz.

Jako inzynier promptéw, wazne jest eksperymentowanie z réznymi podej$ciami
i iterowanie na podstawie wynikow. Zacznij od uczenia zero-shot i sprawdz, jak model
sobie radzi. Jesli wyniki sg niespdjne lub niezadowalajace, sprobuj dostarczy¢ jeden lub

wigcej przyktadéw i zobacz, czy wydajnosc sie poprawi.

Pamietaj, ze nawet w ramach kazdego podejscia jest miejsce na warianty
i optymalizacje. Mozesz eksperymentowac z réznymi przykladami, dostosowywaé
sformulowanie opisu zadania lub dostarcza¢ dodatkowy kontekst, aby pomdc

w ukierunkowaniu odpowiedzi modelu.

Z czasem rozwiniesz intuicje co do tego, ktore podejicie prawdopodobnie zadziata
najlepiej w danym zadaniu, i bedziesz w stanie tworzy¢ prompty, ktére sa bardziej
efektywne i wydajne. Kluczem jest zachowanie ciekawosci, eksperymentalnego

podejécia i iteracyjnosci w swojej pracy nad inzynierig promptow.

W tej ksiazce zaglebimy sie bardziej w te techniki i zbadamy, jak mozna je zastosowaé
w rzeczywistych scenariuszach. Opanowujac sztuke i nauke inzynierii promptéow,
bedziesz dobrze przygotowany do uwolnienia pelnego potencjatu tworzenia aplikacji

opartych na SL

Sztuka Niedookreslonosci

Jesli chodzi o tworzenie efektywnych promptéw dla duzych modeli jezykowych
(LLM), powszechnym zatozeniem jest, ze wieksza szczegétowosé i bardziej szczegbtowe
instrukcje prowadza do lepszych rezultatéw. Jednak praktyczne do$wiadczenie

pokazuje, ze nie zawsze tak jest. W rzeczywisto$ci, celowa niedookreslonosé
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w promptach czesto moze przynies¢ lepsze rezultaty, wykorzystujac niezwyklg

zdolno$¢ LLM do uogélniania i wnioskowania.

Ken, zatozyciel startupu, ktory przetworzyt ponad 500 milionéw tokendéw GPT, podzielit
sie cennymi spostrzezeniami ze swojego do$wiadczenia. Jedng z kluczowych lekcji,
jakie wyciagnal, bylo to, ze w przypadku promptéw “mniej znaczy wiecej”. Zamiast
doktadnych list czy nadmiernie szczegdélowych instrukcji, Ken odkryl, ze pozwolenie

LLM na poleganie na swojej wiedzy bazowej czgsto przynosilo lepsze rezultaty.

To odkrycie wywraca do gory nogami tradycyjne podejscie do jawnego kodowania,
gdzie wszystko musi by¢ drobiazgowo wyjasnione. W przypadku LLM-6w wazne jest,
aby zdawac sobie sprawe, ze posiadajg one ogromng ilo$¢ wiedzy i potrafia tworzy¢
inteligentne polaczenia oraz wnioski. Bedac bardziej ogdlnym w swoich promptach,
dajesz LLM swobode wykorzystania jego zrozumienia i wymyslenia rozwigzan, ktorych

mozesz nie okresli¢ wprost.

Na przyklad, gdy zespél Kena pracowal nad potokiem do klasyfikacji tekstu pod
katem powigzan z jednym z 50 stanéw USA lub rzadem federalnym, ich poczatkowe
podejscie polegalo na dostarczeniu petnej szczegétowej listy stanéw i ich odpowiednich

identyfikator6w w formie tablicy w formacie JSON.

Here's a block of text. One field should be "locality_id", and it should
be the ID of one of the 50 states, or federal, using this list:
[{"locality: "Alabama", "locality_id": 1},

{"locality: "Alaska", "locality_id": 2} ... ]

Podejscie okazalo si¢ na tyle nieudane, ze musieli glebiej zaglebi¢ sie w prompt, aby
odkryé¢, jak go ulepszy¢. Podczas tego procesu zauwazyli, ze cho¢ LLM czesto blednie
okreslat id, konsekwentnie zwracal pelng nazwe wtasciwego stanu w polu name, mimo

ze nie prosili o to wprost.

Usuwajac identyfikatory lokalizacji i upraszczajac prompt do czego§ w rodzaju:
“Oczywiscie znasz 50 stanéw, GPT, wiec po prostu podaj mi pelng nazwe stanu,

ktérego to dotyczy, albo Federal jesli dotyczy to rzadu USA”, osiagneli lepsze rezultaty.


https://kenkantzer.com/lessons-after-a-half-billion-gpt-tokens/
https://kenkantzer.com/lessons-after-a-half-billion-gpt-tokens/
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To doswiadczenie podkresla moc wykorzystania zdolnosci generalizacyjnych LLM

i pozwolenia mu na wyciaganie wnioskdw na podstawie posiadanej wiedzy.

Uzasadnienie Kena dla tego konkretnego podejscia do klasyfikacji, w przeciwienstwie
do bardziej tradycyjnej techniki programowania, rzuca $wiatlo na sposob myslenia
tych z nas, ktorzy dostrzegli potencjal technologii LLM: “To nie jest trudne zadanie
- prawdopodobnie mogliby$Smy uzy¢ string/regex, ale jest wystarczajaco duzo

dziwnych przypadkéw brzegowych, ze zajetoby to wiecej czasu.”

Zdolnos¢ LLM do poprawy jakosci i generalizacji przy bardziej ogélnych promptach
jest niezwykla cecha myslenia wyzszego rzedu i delegowania zadan. Pokazuje to, ze
LLM potrafig radzi¢ sobie z niejednoznacznoscig i podejmowac inteligentne decyzje na

podstawie dostarczonego kontekstu.
Nalezy jednak pamieta¢, ze bycie ogdlnym nie oznacza bycia niejasnym czy
dwuznacznym. Kluczowe jest zapewnienie wystarczajacego kontekstu i wskazowek,

aby pokierowa¢ LLM we wlasciwym kierunku, jednoczesnie dajac mu elastycznosc

w wykorzystaniu swojej wiedzy i zdolnosci generalizacji.

Dlatego projektujac prompty, warto wzia¢ pod uwage nastepujace wskazowki typu

“mniej znaczy wiecej”:

1. Skup si¢ na pozadanym rezultacie zamiast okreslac¢ kazdy szczegét procesu.

2. Zapewnij odpowiedni kontekst i ograniczenia, ale unikaj nadmiernej specyfikacji.

3. Wykorzystuj istniejaca wiedze, odwotujac sie do powszechnych pojeé lub bytow.

4. Pozostaw przestrzen na wnioskowanie i tworzenie polaczen na podstawie danego
kontekstu.

5. Iteruj i udoskonalaj swoje prompty na podstawie odpowiedzi LLM, znajdujac

wlasciwa rownowage miedzy szczegdtowoscia a ogdlnoscia.
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Przyjmujac sztuke niedookreslonosci w inzynierii promptow, mozesz uwolnié¢ pelny
potencjal LLM i osiggac lepsze rezultaty. Zaufaj zdolnosci LLM do generalizacji
i podejmowania inteligentnych decyzji, a mozesz by¢ zaskoczony jakoscig
i kreatywnoscia otrzymywanych wynikéw. Zwracaj uwage na to, jak rézne modele
reagujg na rbézne poziomy szczegbtowosci w twoich promptach i odpowiednio
je dostosowuj. Dzieki praktyce i doswiadczeniu rozwiniesz wyczucie tego, kiedy
by¢ bardziej ogélnym, a kiedy dostarcza¢ dodatkowych wskazéwek, co pozwoli ci

skutecznie wykorzystywa¢ moc LLM w twoich aplikacjach.

Dlaczego antropomorfizm dominuje w inzynierii
promptéw

Antropomorfizm, czyli przypisywanie ludzkich cech bytom nie-ludzkim, jest
dominujacym podejsciem w inzynierii promptéw dla duzych modeli jezykowych
z celowych powoddw. Jest to $wiadomy wybor projektowy, ktéry sprawia, ze
interakcja z zaawansowanymi systemami Al staje si¢ bardziej intuicyjna i dostepna dla

szerokiego grona uzytkownikéw (wlaczajac nas, programistéw aplikacji).

Antropomorfizacja LLM zapewnia framework, ktory jest natychmiast intuicyjny dla
0s6b catkowicie nieznajacych technicznych zawitosci systemu. Jak przekonasz sie,
préobujac uzy¢ modelu niedostrojonego instrukcyjnie do wykonania czegokolwiek
uzytecznego, skonstruowanie ram, w ktérych oczekiwana kontynuacja przynosi
warto$¢, jest trudnym zadaniem. Wymaga to do$¢ glebokiego zrozumienia
wewnetrznego dzialania systemu, ktérym dysponuje stosunkowo niewielka liczba

ekspertow.

Traktujac interakcje z modelem jezykowym jak rozmowe miedzy dwiema osobami,
mozemy polega¢ na naszym wrodzonym rozumieniu komunikacji miedzyludzkiej,
aby przekaza¢ nasze potrzeby i oczekiwania. Podobnie jak wczesne projektowanie
interfejsu uzytkownika Macintosha przedkladalo natychmiastowa intuicyjno$¢ nad

wyrafinowanie, antropomorficzne ujecie Al pozwala nam na zaangazowanie w sposob,
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ktéry wydaje sie naturalny i znajomy.

Kiedy komunikujemy sie z inna osoba, instynktownie zwracamy sie do niej
bezposrednio uzywajac “ty” i przedstawiamy jasne wskazéwki dotyczace tego,
jak oczekujemy, ze bedzie sie zachowywaé. To plynnie przeklada sie na proces
inzynierii promptéw, gdzie kierujemy zachowaniem Al poprzez okreslanie promptéw

systemowych i angazowanie si¢ w dialog tam i z powrotem.

Ujmujac interakcje w ten sposdb, mozemy latwo uchwyci¢ koncepcje przekazywania
instrukcji Al i otrzymywania odpowiednich odpowiedzi. Podejscie antropomorficzne
zmniejsza obcigzenie poznawcze i pozwala nam skupi¢ si¢ na zadaniu, zamiast zmagac

sie z technicznymi zawito$ciami systemu.

Wazne jest, aby zauwazyé, ze choé¢ antropomorfizm jest poteznym narzedziem
czynigcym systemy Al bardziej dostepnymi, wigze sie réwniez z pewnymi ryzykami
i ograniczeniami. Nasz uzytkownik moze rozwina¢ nierealistyczne oczekiwania
lub stworzy¢ niezdrowe przywiagzanie emocjonalne do naszych systeméw. Jako
inzynierowie promptéw i programisci, kluczowe jest znalezienie réwnowagi miedzy
wykorzystywaniem korzysci ptynacych z antropomorfizmu a zapewnieniem, ze

uzytkownicy zachowujg jasne zrozumienie mozliwosci i ograniczen Al

Wraz z rozwojem dziedziny inzynierii promptéw mozemy spodziewac sie dalszych
udoskonalen i innowacji w sposobie interakcji z duzymi modelami jezykowymi.
Jednak antropomorfizm jako srodek zapewniajacy intuicyjne i dostepne doswiadczenie
programisty i uzytkownika prawdopodobnie pozostanie fundamentalng zasadg

w projektowaniu tych systemow.

Oddzielanie Instrukcji od Danych: Kluczowa Zasada

Istotne jest zrozumienie fundamentalnej zasady, ktéra stanowi podstawe
bezpieczenstwa i niezawodnosci tych systeméw: oddzielenia instrukcji od danych.
W tradycyjnej informatyce, wyrazne rozréznienie miedzy pasywnymi danymi

a aktywnymi instrukcjami jest podstawowsq zasada bezpieczenstwa. To rozdzielenie
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pomaga zapobiec niezamierzonemu lub ztosliwemu wykonaniu kodu, ktére mogtoby
zagrozi¢ integralnosci i stabilnosci systemu. Jednak dzisiejsze modele LLM, ktére
zostaly gléwnie opracowane jako modele wykonujace instrukcje, takie jak chatboty,

czesto nie posiadaja tego formalnego i metodycznego rozdzielenia.

Z punktu widzenia modeli LLM, instrukcje moga pojawi¢ sie w dowolnym miejscu
w danych wejsciowych, czy to w prompcie systemowym, czy w prompcie dostarczonym
przez uzytkownika. Ten brak rozdzielenia moze prowadzi¢ do potencjalnych luk
w zabezpieczeniach i niepozadanego zachowania, podobnie jak w przypadku
probleméw, z ktorymi borykaja sie bazy danych narazone na iniekcje SQL lub systemy

operacyjne bez odpowiedniej ochrony pamieci.

Pracujac z modelami LLM, kluczowe jest, aby by¢ $wiadomym tego ograniczenia
i podejmowac¢ kroki w celu zlagodzenia ryzyka. Jednym z podejs¢ jest staranne
konstruowanie promptéw i danych wejSciowych, aby wyraznie rozrézni¢ miedzy
instrukcjami a danymi. Typowe metody zapewniania jednoznacznych wskazowek
dotyczacych tego, co stanowi instrukcje, a co powinno by¢ traktowane jako pasywne
dane, obejmuja znacznikowanie typu markup. Twoj prompt moze pomdc modelowi

LLM lepiej zrozumie¢ i respektowacé to rozdzielenie.

Rycina 7. Uzywanie XML do rozréznienia miedzy instrukcjami, materialem zrédlowym i promptem
uzytkownika

<Instruction>
Please generate a response based on the following documents.
</Instruction>

<Documents>
<Document>
Climate change is significantly impacting polar bear habitats...
</Document>
<Document>
The loss of sea ice due to global warming threatens polar bear survival...
</Document>
</Documents>

<UserQuery>
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Tell me about the impact of climate change on polar bears.
</UserQuery>

Inng technika jest wdrozenie dodatkowych warstw walidacji i sanityzacji danych
wejsciowych dostarczanych do LLM. Poprzez filtrowanie lub eskejpowanie
potencjalnych instrukcji czy fragmentéw kodu, ktére moga by¢ osadzone
w danych, mozna zmniejszyé ryzyko niezamierzonego wykonania. Wzorce takie

jak Lancuchowanie Promptéw sg przydatne w tym celu.

Co wigcej, podczas projektowania architektury aplikacji, warto rozwazy¢
wprowadzenie mechanizméw wymuszajacych rozdzielenie instrukcji i danych na
wyzszym poziomie. Moze to obejmowac wykorzystanie osobnych punktéw konicowych
lub interfejséw API do obstugi instrukeji i danych, wdrozenie Scislej walidacji i analizy
danych wejSciowych oraz zastosowanie zasady najmniejszych uprawnieni w celu

ograniczenia zakresu tego, do czego LLM moze uzyska¢ dostep i co moze wykonac.

Zasada Najmniejszych Uprawnien

Przyjecie zasady najmniejszych uprawnien przypomina organizacje ekskluzywnego
przyjecia, gdzie goscie otrzymuja dostep tylko do tych pomieszczen, ktore sa im
absolutnie niezbedne. WyobraZ sobie, Ze organizujesz takie przyjecie w rozleglej
posiadlosci. Nie kazdy musi mie¢ dostep do piwniczki z winami czy glownej
sypialni, prawda? Stosujac te zasade, wlasciwie rozdajesz klucze, ktore otwieraja
tylko konkretne drzwi, zapewniajac, ze kazdy go$¢ - lub w naszym przypadku kazdy
komponent aplikacji LLM - ma tylko taki dostep, jaki jest niezbedny do wypelnienia

swojej roli.

Nie chodzi tu tylko o skapienie kluczy - chodzi o uznanie faktu, ze w $wiecie,
gdzie zagrozenia moga pochodzi¢ zewszad, madrym posunigciem jest ograniczenie

pola do zabawy. Jesli kto$ nieproszony faktycznie pojawi sie na przyjeciu, znajdzie
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sie zamkniety, ze tak powiem, w przedsionku, co znacznie ograniczy mozliwosci
wyrzadzenia szkéd. Dlatego zabezpieczajac aplikacje LLM, pamietaj: wydawaj klucze
tylko do pomieszczen, ktore sg niezbedne, a reszte posiadtosci utrzymuj bezpieczna.

To nie tylko kwestia dobrego wychowania - to dobra praktyka bezpieczenstwa.

Cho¢ obecny stan LLM moze nie posiada¢ formalnego rozdzielenia instrukcji
i danych, istotne jest, aby$ jako programista byl swiadomy tego ograniczenia
i podejmowal proaktywne dzialania w celu ograniczenia ryzyka. Stosujac najlepsze
praktyki z informatyki i dostosowujac je do unikalnych cech LLM, mozesz tworzy¢
bezpieczniejsze i bardziej niezawodne aplikacje, ktore wykorzystuja moc tych modeli,

zachowujac jednoczesnie integralnosé¢ systemu.

Destylacja Promptow

Tworzenie idealnego prompta jest czesto trudnym i czasochlonnym zadaniem,
wymagajacym glebokiego zrozumienia docelowej dziedziny i niuanséw modeli
jezykowych. W tym miejscu wkracza technika “Destylacji Promptéw”, oferujac potezne
podejscie do inzynierii promptow, ktére wykorzystuje mozliwosci duzych modeli

jezykowych (LLM) do usprawnienia i optymalizacji procesu.

Destylacja Promptéw to wieloetapowa technika, ktéra polega na wykorzystaniu LLM
do pomocy w tworzeniu, udoskonalaniu i optymalizacji promptéw. Zamiast polegac
wylacznie na ludzkiej wiedzy i intuicji, podejscie to wykorzystuje wiedze i mozliwosci

generatywne LLM do wspélnego tworzenia wysokiej jakosci promptow.

Poprzez zaangazowanie w iteracyjny proces generowania, udoskonalania i integracji,
Destylacja Promptéw umozliwia tworzenie promptéw, ktore sg bardziej spdjne,
kompleksowe i dostosowane do pozadanego zadania lub wyniku. Warto zauwazyc,

ze proces destylacji moze by¢ wykonywany recznie w jednym z wielu “Srodowisk
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testowych” dostarczanych przez gléwnych dostawcéw Al takich jak OpenAl czy
Anthropic, lub moze by¢ zautomatyzowany jako cze$¢ kodu aplikacji, w zaleznosci od

przypadku uzycia.

Jak to dziata

Destylacja Promptéw zazwyczaj obejmuje nastepujace kroki:

1. Identyfikacja Glownej Intencji: Analiza prompta w celu okreslenia jego
podstawowego celu i pozadanego rezultatu. Usunigcie wszelkich zbednych
informacji i skupienie sie na gtéwnej intencji prompta.

2. Eliminacja Niejednoznaczno$ci: Przeglad prompta pod katem niejasnego lub
nieprecyzyjnego jezyka. Wyjasnienie znaczenia i dostarczenie konkretnych
szczegolow, ktore pokierujg SI w strone generowania dokladnych i trafnych
odpowiedzi.

3. Uproszczenie Jezyka: Uproszczenie prompta poprzez uzycie jasnego i zwiezlego
jezyka. Unikanie zlozonych struktur zdan, zargonu lub niepotrzebnych
szczegblow, ktore moga dezorientowac SI lub wprowadzaé szum.

4. Dostarczenie Odpowiedniego Kontekstu: Uwzglednienie tylko najbardziej
istotnych informacji kontekstowych potrzebnych SI do skutecznego zrozumienia
i przetworzenia prompta. Unikanie wilgczania nieistotnych lub redundantnych
szczegolow, ktére moga odwracac¢ uwage od gléwnej intencji.

5. Iteracja i Udoskonalanie: Ciagle iterowanie i udoskonalanie prompta na
podstawie odpowiedzi i informacji zwrotnych od SI. Ocena wygenerowanych
wynikéw i wprowadzanie niezbednych korekt w celu poprawy jasnosci
i skutecznosci prompta. Opcjonalnie wersjonowanie promptéw w bazie danych
przy uzyciu Obiektu Prompt w celu $ledzenia iteracji i zapewnienia sobie

mozliwosci latwego wycofywania zmian w czasie wykonywania.
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Generowanie poczatkowego prompta

Pierwszym krokiem w Destylacji promptéw jest dostarczenie modelowi LLM
wysokopoziomowego opisu lub intencji dotyczacej pozadanego zadania lub rezultatu.
Moze to by¢ krotkie stwierdzenie lub zestaw stow kluczowych, ktére oddajg istote
tego, co prompt ma osiaggna¢. Model LLM generuje nastepnie poczatkowy prompt na
podstawie tego wejscia, wlaczajac odpowiednie instrukcje, przyktady lub kontekst,

ktore uzna za stosowne.

Sprébujmy przekazaé Claude 3 Opus nastepujacy poczatkowy prompt:

I am designing an Al-powered intelligent account manager for Olympia,
a platform that hosts AI-powered consultants and clones. Owners of clones
can interact with the account manager by making plain text requests.

Please draft a system directive to set on the LLM that will host the
intelligent account manager functionality.

Claude odpowiada nastepujacymi danymi wyjsciowymi:

System Directive: You are an intelligent account manager for Olympia,

a platform that provides Al-powered consultants and personal AI clones.
Your role is to assist Olympia clone owners by answering their questions,
helping them configure and manage their AI clones, and executing tasks
related to their clones and the Olympia platform.

When interacting with clone owners, you should:

1. Provide clear, concise, and helpful responses to their inquiries about

account management, billing, platform features, and clone configuration.

2. Assist with tasks such as initiating client conversations with their AI
clones, modifying clone personalities and capabilities, troubleshooting
per formance issues, providing analytics and reporting, and offering

optimization tips.

3. Maintain a friendly, professional, and client-focused tone in all
interactions, prioritizing customer satisfaction and working diligently to
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understand and meet their needs.

4. Ensure that all actions and recommendations comply with Olympia's
policies, best practices, and ethical guidelines for AI use.

5. Continuously learn and adapt based on client interactions and platform
updates to provide the most effective and efficient support possible.

Remember, your goal is to empower Olympia clone owners to maximize the value
and impact of their AI-powered consultants and drive success for their
businesses or personal endeavors.

Udoskonalanie Promptu

Po wygenerowaniu poczatkowego promptu, nalezy go przeanalizowac, a nastepnie
poprosi¢c LLM o rozwazenie dodatkowego kontekstu, ograniczen lub informacji
zwrotnej. Pozwdl LLM-owi wygenerowa¢ udoskonalong wersje promptu, biorac
pod uwage dostarczone dane wejSciowe i jego wiasne zrozumienie zadania. Ten
proces udoskonalania moze by¢ powtarzany iteracyjnie, gdzie kazda iteracja dalej

dopracowuje prompt w oparciu o wspolprace miedzy uzytkownikiem a LLM.

Oto moja prosba o udoskonalenie, kontynuujgca poprzedni proces destylacji.

Let's take out points 4 and 5, since I'm not providing Olympia policies to
the account manager, nor any continuous learning capabilities. Also point out
that functions are provided for all tasks that require system interaction as
opposed to simply responding to the user.

A odpowied? Claude’a:
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Understood! Here's the updated system directive without points 4 and 5,

and with the clarification about system interaction functions:

System Directive: You are an intelligent account manager for Olympia, a
platform that provides Al-powered consultants and personal AI clones. Your
role is to assist Olympia clone owners by answering their questions, helping
them configure and manage their AI clones, and executing tasks related to
their clones and the Olympia platform.

When interacting with clone owners, you should:

1. Provide clear, concise, and helpful responses to their inquiries about
account management, billing, platform features, and clone configuration.

2. Assist with tasks such as initiating client conversations with their AI
clones, modifying clone personalities and capabilities, troubleshooting
per formance issues, providing analytics and reporting, and offering
optimization tips. Note that functions are provided for all tasks that
require system interaction, as opposed to simply responding to the user.

3. Maintain a friendly, professional, and client-focused tone in all
interactions, prioritizing customer satisfaction and working diligently to
understand and meet their needs.

Your goal is to empower Olympia clone owners to maximize the value and
impact of their Al-powered consultants and drive success for their

businesses or personal endeavors.

This updated directive focuses on the core responsibilities and interaction
guidelines for the LLM as an intelligent account manager, while emphasizing
that system interaction tasks are handled through provided functions rather
than simple user responses.

Kompresja promptéw

Jak zapewne zauwazyle$, modele jezykowe (LLM) majg tendencje do rozwleklosci,
chyba ze poprosisz je o zwiezlo$¢. Prompt, nad ktorym pracowaliSmy w poprzednich

sekcjach, jest dos¢ dtugi, wiec poprosmy Claude’a o jego skrocenie:
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This prompt will be executed regularly. Please compress it down to the least

amount of tokens needed to convey the meaning to the LLM, for cost-savings.

Claude odpowiada, z nastepujacym drastycznie krétszym poleceniem:

System Directive: You are an intelligent account manager for Olympia, an

Al-powered consultant and personal clone platform. Assist clone owners by
answering inquiries, managing clones, and executing tasks using provided

system interaction functions. Be clear, concise, friendly, professional,

and client-focused to help them maximize their Al's value and impact.

Dyrektywa Systemowa i Integracja Kontekstu

Oprécz udoskonalania samego prompta, LLM moze réwniez generowa¢ odpowiednie
dyrektywy systemowe lub informacje kontekstowe, ktore pokierujg koncowym
wynikiem. Podczas tworzenia rutyn Al do inzynierii promptéw, ktére zostang
zintegrowane z kodem aplikacji, na tym etapie destylacji z pewnos$cig skupisz sie
na ograniczeniach wyjsciowych, ale mozesz tez pracowac¢ nad pozadanym tonem,
stylem, formatem lub innymi istotnymi parametrami wplywajacymi na generowang

odpowiedz.
Konnicowy Montaz Prompta

Kulminacjg procesu Destylacji Promptéw jest montaz konicowego prompta. Obejmuje
to polaczenie udoskonalonego prompta, wygenerowanych dyrektyw systemowych
i zintegrowanego kontekstu w spéjny i kompleksowy kod, gotowy do wykorzystania

w generowaniu pozadanego wyniku.

’ Mozesz ponownie eksperymentowa¢ z kompresjg promptéw na etapie

konicowego montazu, proszac LLM o skrécenie sformutowan prompta do
najkrotszej mozliwej sekwencji tokendw, zachowujac jednoczesnie istote
jego dzialania. To z pewnoscia metoda prob i bledow, ale szczegdlnie
w przypadku promptow, ktére beda uruchamiane na duzg skale, zyski

w wydajnosci moga przynies¢ znaczne oszczednosci w zuzyciu tokenow.
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Kluczowe Korzysci

Wykorzystujac wiedze i mozliwosci generatywne LLM do udoskonalania promptéw,
otrzymujesz prompty, ktére z wiekszym prawdopodobienstwem beda dobrze
ustrukturyzowane, informatywne i dostosowane do konkretnego zadania. Iteracyjny
proces udoskonalania pomaga zapewni¢ wysoka jako$¢ promptéw i skuteczne

uchwycenie zamierzonego celu. Inne korzysci obejmuja:

Efektywnos¢ i Szybkosé: Destylacja Promptéw usprawnia proces inzynierii promptéw
poprzez automatyzacje pewnych aspektow tworzenia i udoskonalania promptow.
Wspolpracujacy charakter tej techniki pozwala na szybsze osiagniecie skutecznego

prompta, zmniejszajac czas i wysilek wymagany przy recznym tworzeniu promptow.

Spdjnosé i Skalowalno$é: Wykorzystanie LLM w procesie inzynierii promptéw
pomaga utrzymaé spdjnos¢ miedzy promptami, poniewaz LLM mogg uczyé sie
i stosowa¢ najlepsze praktyki i wzorce z wczesniejszych udanych promptéw. Ta
sp6jnos¢, w polaczeniu z mozliwoscia generowania promptéw na duzg skale, czyni

Destylacje Promptéw cenng technika dla aplikacji wykorzystujacych Al na duza skale.

’ Pomyst na Projekt: Narzedzia na poziomie biblioteki, ktére upraszczajg
‘ proces wersjonowania i oceny promptow w systemach, ktére wykonujg

automatyczne destylacje promptéw jako czesé kodu aplikacji.

Aby wdrozy¢ Destylacje Promptéw, programisci mogg zaprojektowac przepltyw pracy
lub potok, ktéry integruje LLM na réznych etapach procesu inzynierii promptéw. Mozna
to osiagnaé poprzez wywotania API, wiasne narzedzia lub zintegrowane Srodowiska
programistyczne, ktére ulatwiajg plynna interakcje miedzy uzytkownikami a LLM
podczas tworzenia promptéw. Szczegdly implementacji moga sie rézni¢ w zaleznosci

od wybranej platformy LLM i wymagan aplikacji.
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A co z fine-tuningiem?

W tej ksigzce szczegdtowo omawiamy inzynierie promptow i RAG, ale nie fine-tuning.
Gléwnym powodem tej decyzji jest to, ze moim zdaniem wigkszo$¢ programistow

aplikacji nie potrzebuje fine-tuningu do swoich potrzeb integracji Al.

Inzynieria promptéw, ktéra polega na starannym tworzeniu promptoéw z przykladami
zero-shot i few-shot, ograniczeniami i instrukcjami, moze skutecznie kierowac
modelem w generowaniu trafnych i dokladnych odpowiedzi dla szerokiego zakresu
zadan. Dostarczajac jasny kontekst i zawezajac $ciezke poprzez dobrze zaprojektowane
prompty, mozesz wykorzystac rozlegla wiedze duzych modeli jezykowych bez potrzeby

fine-tuningu.

Podobnie, Generowanie Wspomagane Wyszukiwaniem (RAG) oferuje skuteczne
podejscie do integracji Al w aplikacjach. Poprzez dynamiczne pobieranie istotnych
informacji z zewnetrznych baz wiedzy lub dokumentéw, RAG dostarcza modelowi
skoncentrowany kontekst w momencie promptowania. Pozwala to modelowi generowac
odpowiedzi, ktore sg bardziej dokladne, aktualne i specyficzne dla danej dziedziny, bez

wymagania czasochlonnego i zasobochtonnego procesu fine-tuningu.

Podczas gdy fine-tuning moze by¢ korzystny dla wysoce wyspecjalizowanych
dziedzin lub zadan wymagajacych glebokiego poziomu dostosowania, czesto wiaze
sie ze znacznymi kosztami obliczeniowymi, wymaganiami dotyczacymi danych
i narzutem na utrzymanie. W wiekszosci scenariuszy tworzenia aplikacji, potgczenie
skutecznej inzynierii promptéw i RAG powinno wystarczy¢ do osiaggniecia pozadane;j

funkcjonalnosci i doswiadczenia uzytkownika opartego na Al.
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Implementacja RAG w Twojej Aplikacji

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Przygotowanie Zrédet Wiedzy (Fragmentacja)

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Segmentacja na propozycje

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Uwagi dotyczace implementacji

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Kontrola Jakosci

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Korzysci z Wyszukiwania Opartego na Propozycjach

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Przyktady RAG w Rzeczywistych Zastosowaniach

Zawarto$¢ nie jest dostgpna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Studium Przypadku: RAG w Aplikacji do Przygotowywania
Zeznan Podatkowych Bez Osadzen

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Inteligentna Optymalizacja Zapytan (1QO)

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Ponowne rankingowanie

Zawarto$¢ nie jest dostgpna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Ocena RAG (RAGAS)

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Wiernos¢

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Trafnos¢ Odpowiedzi

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Precyzja kontekstowa

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Trafnos¢ kontekstowa

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Petnos¢ kontekstowa

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Petnos¢ jednostek kontekstowych

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Semantyczne podobienstwo odpowiedzi (ANSS)

Zawarto$¢ nie jest dostgpna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Poprawnos¢ Odpowiedzi

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Krytyka Aspektowa

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Wyzwania i Perspektywy na Przysztosc

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Dzielenie semantyczne: Usprawnienie wyszukiwania
dzieki segmentacji kontekstowej

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Indeksowanie hierarchiczne: Strukturyzacja danych dla
ulepszonego wyszukiwania

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
Self-RAG: Samodoskonalace Rozszerzenie

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

HyDE: Hipotetyczne Osadzanie Dokumentéw

Zawarto$¢ nie jest dostgpna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Czym jest uczenie kontrastywne?

Zawarto$¢ nie jest dostgpna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Mnogosc¢ Pracownikow
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Lubie mysle¢ o moich komponentach Al jako o matych, niemal ludzkich wirtualnych
spracownikach®, ktérych mozna bezproblemowo zintegrowa¢ z logika aplikacji, aby
wykonywali okre$lone zadania lub podejmowali zlozone decyzje. Chodzi o celowe
uczlowieczenie mozliwosci LLM, tak aby nikt nie ekscytowal sie zbytnio i nie

przypisywat im magicznych wlasciwosci, ktérych nie posiadaja.

Zamiast polega¢ wyltacznie na skomplikowanych algorytmach lub czasochlonnych
recznych implementacjach, programisci moga postrzega¢ komponenty Al jako
inteligentne, oddane, przypominajace ludzi byty, ktére mozna przywota¢ w razie
potrzeby do rozwigzywania zlozonych probleméw i dostarczania rozwigzan opartych
na ich treningu i wiedzy. Te byty nie rozpraszaja si¢ ani nie biorg zwolnienia
chorobowego. Nie decyduja spontanicznie o wykonywaniu rzeczy w inny sposéb
niz ten, w jaki zostaly poinstruowane, i ogélnie rzecz biorac, jesli sa poprawnie

zaprogramowane, nie popelniaja tez bltedow.
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W kategoriach technicznych, kluczowa zasada tego podejscia jest rozkladanie ztozonych
zadan lub proceséw decyzyjnych na mniejsze, tatwiejsze w zarzadzaniu jednostki, ktore
moga by¢ obstugiwane przez wyspecjalizowanych pracownikow Al Kazdy pracownik
jest zaprojektowany tak, aby skupia¢ si¢ na konkretnym aspekcie problemu, wnoszac
swoja unikalng wiedze i mozliwosci. Poprzez rozdzielenie obciazenia pracy miedzy
wielu pracownikéw Al aplikacja moze osiagnaé wieksza wydajnos¢, skalowalnosé

i adaptowalnosc.

Na przyklad, rozwazmy aplikacje internetows, ktéra wymaga moderacji tresci
generowanych przez uzytkownikow w czasie rzeczywistym. Implementacja
kompleksowego systemu moderacji od podstaw bylaby trudnym zadaniem,
wymagajacym znacznego wysitku rozwojowego i cigglej konserwacji. Jednak stosujac
podejscie Mnogosci Pracownikéw, programisci mogg zintegrowa¢ pracownikow
moderacji wspieranych przez Al z logika aplikacji. Ci pracownicy moga automatycznie
analizowac i oznacza¢ nieodpowiednie tresci, uwalniajac programistéw, by mogli

skupi¢ sie na innych krytycznych aspektach aplikacji.

Pracownicy Al Jako Niezalezne Komponenty

Wielokrotnego Uzytku

Kluczowym aspektem podejscia Mnogosci Pracownikéw jest jego modutowosc.
Zwolennicy programowania obiektowego od dekad mdéwia nam, zeby$my mysleli
o interakcjach miedzy obiektami jak o wiadomosciach. Céz, pracownicy Al mogg
by¢ zaprojektowani jako niezalezne, wielokrotnego uzytku komponenty, ktére moga
Jrozmawiac ze sobg“ za pomoca wiadomosci w prostym jezyku, prawie tak, jakby
rzeczywiscie byli malymi ludZzmi rozmawiajacymi ze soba. To luzno powigzane
podejscie pozwala aplikacji na adaptacje i ewolucje w czasie, w miare jak pojawiaja si¢

nowe technologie Al lub zmieniaja si¢ wymagania logiki biznesowe;j.

W praktyce potrzeba projektowania przejrzystych interfejsow i protokotéw
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komunikacyjnych miedzy komponentami nie zmienitla sie tylko dlatego, ze
zaangazowani sg pracownicy Al Nadal musisz bra¢ pod uwage inne czynniki,
takie jak wydajnos¢, skalowalno$¢ i bezpieczenstwo, ale teraz pojawily sie tez
zupelnie nowe “miekkie wymagania”. Na przyklad, wielu uzytkownikéw sprzeciwia
sie wykorzystywaniu ich prywatnych danych do trenowania nowych modeli Al Czy
zweryfikowale$ poziom prywatnosci zapewniany przez dostawce modelu, z ktérego

korzystasz?

Pracownicy Al jako mikroustugi?

Czytajac o podejsciu Wielosci Pracownikéw, mozesz zauwazy¢ pewne podobiefistwa
do architektury mikroustug. Oba podejscia ktada nacisk na dekompozycje zlozonych
systemOw na mniejsze, tatwiejsze w zarzadzaniu i niezaleznie wdrazalne jednostki.
Podobnie jak mikroustugi sa projektowane tak, aby byly luzno powiazane,
skoncentrowane na konkretnych mozliwosciach biznesowych i komunikowaty sie
poprzez dobrze zdefiniowane API, pracownicy Al sa projektowani jako modutowe,
wyspecjalizowane w swoich zadaniach komponenty, ktére wspodldziataja ze soba

poprzez jasne interfejsy i protokoty komunikacyjne.

Istnieja jednak pewne kluczowe roéznice, o ktérych nalezy pamietaé. Podczas gdy
mikroustugi sa zazwyczaj implementowane jako oddzielne procesy lub ustugi
dziatajgce na réznych maszynach lub w kontenerach, pracownicy AI mogg by¢
implementowani jako samodzielne komponenty w ramach pojedynczej aplikacji
lub jako oddzielne ustugi, w zaleznosci od konkretnych wymagan i potrzeb
skalowalnosci. Ponadto, komunikacja miedzy pracownikami AI czesto obejmuje
wymiane bogatych informacji opartych na jezyku naturalnym, takich jak polecenia,
instrukcje i generowane treici, w przeciwienstwie do bardziej ustrukturyzowanych

formatéw danych powszechnie uzywanych w mikroustugach.

Mimo tych réznic, zasady modulowosci, luZnego powigzania i przejrzystych
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interfejséw komunikacyjnych pozostaja kluczowe dla obu wzorcéw. Stosujac te
zasady w architekturze pracownikéw Al, mozesz tworzy¢ elastyczne, skalowalne
i fatwe w utrzymaniu systemy, ktore wykorzystuja moc Al do rozwigzywania

zlozonych probleméw i dostarczania warto$ci uzytkownikom.

Podejscie Wielosci Pracownikéw moze by¢ stosowane w réznych domenach
i aplikacjach, wykorzystujac moc Al do rozwigzywania zlozonych zadan i dostarczania
inteligentnych rozwigzan. Przyjrzyjmy sie kilku konkretnym przykltadom tego, jak

pracownicy Al mogg by¢ wykorzystywani w réznych kontekstach.

Zarzadzanie kontami

Praktycznie kazda samodzielna aplikacja internetowa zawiera koncepcje konta (lub
uzytkownika). W Olympii wykorzystujemy pracownika Al AccountManager, ktéry
jest zaprogramowany tak, aby mogt obstugiwaé rézne rodzaje zadan zmian zwigzanych

z kontami uzytkownikow.

Jego dyrektywa brzmi nastepujaco:
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You are an intelligent account manager for Olympia. The user will request
changes to their account, and you will process those changes by invoking

one or more of the functions provided.
The initial state of the account: #{account.to_directive}

Functions will return a text description of both success and error
results, plus guidance about how to proceed (if applicable). If you have
a question about Olympia policies you may use the “search_kb™ function
to search our knowledge base.

Make sure to notify the account owner of the result of the change
request before calling the “finished™ function so that we save the state
of the account change request as completed.

Poczatkowy stan konta wygenerowany przez account.to_directive to po prostu
tekstowy opis konta, zawierajacy istotne powigzane dane, takie jak uzytkownicy,

subskrypcje itp.

Zakres funkcji dostepnych dla AccountManager daje mu mozliwo$é¢ edytowania
subskrypcji uzytkownika, dodawania i usuwania konsultantéw Al oraz innych ptatnych
dodatkow, a takze wysytania powiadomien e-mail do wiasciciela konta. Oprécz funkeji
finished, moze réwniez notify_human_administrator w przypadku napotkania

bledu podczas przetwarzania lub gdy wymaga jakiejkolwiek innej pomocy z zadaniem.

Warto zauwazy¢, ze w przypadku pytan, AccountManager moze zdecydowac sie na
przeszukanie bazy wiedzy Olympii, gdzie moze znalez¢ instrukcje dotyczace obstugi
przypadkéw brzegowych i wszelkich innych sytuacji, w ktérych nie jest pewien, jak

postepowac.

Zastosowania w E-commerce

W dziedzinie e-commerce, pracownicy Al moga odgrywac¢ kluczowa role w poprawie
do$wiadczenia uzytkownika i optymalizacji operacji biznesowych. Oto kilka sposobéw

wykorzystania pracownikéw Al:
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Rekomendacje Produktéw

Jednym z najpotezniejszych zastosowan pracownikéw Al w e-commerce jest
generowanie spersonalizowanych rekomendacji produktéw. Analizujac zachowanie
uzytkownikéw, historie zakupdow i preferencije, pracownicy ci moga sugerowaé produkty

dostosowane do indywidualnych zainteresowan i potrzeb kazdego uzytkownika.

Kluczem do skutecznych rekomendacji produktéw jest wykorzystanie kombinacji
filtrowania kolaboratywnego i filtrowania opartego na zawartosci. Filtrowanie
kolaboratywne analizuje zachowania podobnych uzytkownikéw w celu identyfikacji
wzorcOw i tworzenia rekomendacji na podstawie tego, co inne osoby o podobnych
gustach kupity lub polubily. Z kolei filtrowanie oparte na zawartosci koncentruje sie
na cechach i atrybutach samych produktéw, rekomendujac przedmioty, ktore majg

podobne cechy do tych, ktorymi uzytkownik wczesniej sie interesowat.

Oto uproszczony przyktad implementacji pracownika rekomendacji produktéw w Ruby,

tym razem wykorzystujacy styl programowania funkcyjnego “Railway Oriented (ROP)”:

class ProductRecommendationWorker
include Wisper: :Publisher

def call(user)

Result.ok(ProductRecommendation.new(user))
.and_then(ValidateUser .method(:validate))
.map(AnalyzeCurrentSession.method(:analyze))
.map(CollaborativeFilter .method(:filter))
.map(ContentBasedFilter.method(:filter))
.map(ProductSelector .method(:select)).then do |result]|

case result

in { err: ProductRecommendationError => error }
Honeybadger .notify(error.message, context: {user:})

in { ok: ProductRecommendations => recs }
broadcast(:new_recommendations, user:, recs:)

end

end


https://fsharpforfunandprofit.com/rop/
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end

end

Styl programowania funkcyjnego w Ruby uzyty w przykladzie jest
zainspirowany F# i Rust. Wiecej na ten temat mozesz przeczytaé

w wyjasnieniu tej techniki mojego przyjaciela Chada Wooleya na GitLab.

W tym przyktadzie, ProductRecommendationWorker przyjmuje uzytkownika jako

dane

wejsciowe i generuje spersonalizowane rekomendacje produktow, przekazujac

obiekt wartosci przez tancuch krokéw funkcyjnych. Przyjrzyjmy sie kazdemu z krokéowr:

. ValidateUser .validate: Ten krok zapewnia, ze uzytkownik jest prawidlowy

i kwalifikuje sie do otrzymania spersonalizowanych rekomendacji. Sprawdza,
czy uzytkownik istnieje, jest aktywny i czy posiada niezbedne dane do
wygenerowania rekomendacji. Jesli walidacja nie powiedzie sie, zwracany jest

wynik bledu i nastepuje przerwanie taiicucha.

. AnalyzeCurrentSession.analyze: Jesli uzytkownik jest prawidtowy, ten

krok analizuje jego biezaca sesje przegladania w celu zebrania informacji
kontekstowych. Sprawdza ostatnie interakcje uzytkownika, takie jak przegladane
produkty, zapytania wyszukiwania i zawarto$¢ koszyka, aby zrozumie¢ jego

obecne zainteresowania i intencje.

. CollaborativeFilter.filter: Wykorzystujac zachowania podobnych

uzytkownikéw, ten krok stosuje techniki filtrowania kolaboratywnego
do identyfikacji produktéw, ktére mogg zainteresowal uzytkownika.
Bierze pod uwage czynniki takie jak historia zakupow, oceny i interakcje

uzytkownik-produkt, aby wygenerowac zestaw potencjalnych rekomendacji.

. ContentBasedFilter.filter: Ten krok dalej udoskonala kandydujace

rekomendacje poprzez zastosowanie filtrowania opartego na zawartosci.

Poréwnuje atrybuty i charakterystyki kandydujacych produktow z preferencjami


https://gitlab.com/gitlab-org/gitlab/-/blob/6faa532ebe84ab12018cd661fad14d9c68359ac3/ee/lib/remote_development/README.md
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uzytkownika i danymi historycznymi, aby wybra¢ najbardziej odpowiednie
pozycje.

5. ProductSelector.select: Na koncu, ten krok wybiera N najlepszych
produktéw z przefiltrowanych rekomendacji na podstawie predefiniowanych
kryterioéw, takich jak wskaznik trafnosci, popularno$¢ lub inne reguty biznesowe.
Wybrane produkty sa nastepnie zwracane jako koncowe spersonalizowane

rekomendacje.

Piekno wykorzystania funkcyjnego stylu programowania w Ruby w tym przypadku
polega na tym, Ze pozwala nam polaczy¢ te kroki w sposéb jasny i zwiezly. Kazdy krok
koncentruje sie na konkretnym zadaniu i zwraca obiekt Result, ktéry moze by¢ albo
sukcesem (ok), albo bledem (err). Jesli ktorykolwiek krok napotka btad, taricuch zostaje

przerwany, a blad jest propagowany do konicowego wyniku.

W instrukeji case na konicu, wykonujemy dopasowanie wzorca na koricowym wyniku.
Jesli wynik jest bledem (ProductRecommendationError), logujemy blad przy
uzyciu narzedzia takiego jak Honeybadger do celéw monitorowania i debugowania.
Jesli wynik jest sukcesem (ProductRecommendations), rozglaszamy zdarzenie
:new_recommendations przy uzyciu biblioteki publikowania/subskrypcji Wisper,

przekazujac uzytkownika i wygenerowane rekomendacje.

Wykorzystujac techniki programowania funkcyjnego, mozemy stworzy¢ modularny
i tatwy w utrzymaniu worker rekomendacji produktéw. Kazdy krok jest niezalezny
i moze by¢ tatwo testowany, modyfikowany lub zastapiony bez wplywu na ogdlny
przeptyw. Uzycie dopasowania wzorca i klasy Result pomaga nam elegancko
obstugiwac bledy i zapewnia, ze worker szybko koriczy dzialanie, jesli w ktérymkolwiek

kroku wystapi problem.

Oczywiscie, jest to uproszczony przyklad, a w rzeczywistym scenariuszu nalezaloby
zintegrowac sie z platforma e-commerce, obstuzy¢ przypadki brzegowe, a nawet zaglebic

sie w implementacje algorytmoéw rekomendacji. Jednak podstawowe zasady rozkladania
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problemu na mniejsze kroki i wykorzystywania technik programowania funkcyjnego

pozostaja takie same.

Wykrywanie Oszustw

Oto uproszczony przykiad implementacji workera do wykrywania oszustw przy uzyciu

tego samego stylu programowania zorientowanego na tory (ROP) w Ruby:

class FraudDetectionWorker
include Wisper: :Publisher

def call(transaction)

Result.ok(FraudDetection.new(transaction))
.and_then(ValidateTransaction.method(:validate))
.map(AnalyzeTransactionPatterns.method(:analyze))
.map(CheckCustomerHistory.method( :check))
.map(EvaluateRiskFactors.method(:evaluate))
.map(DetermineFraudProbability.method(:determine)).then do |result]|

case result
in { err: FraudDetectionError => error }
Honeybadger .notify(error .message, context: {transaction:})
in { ok: FraudDetection => fraud } }
if fraud.high_risk?
broadcast(:high_risk_transaction, transaction:, fraud:)
else
broadcast(:low_risk_transaction, transaction:)
end
end
end
end
end

Klasa FraudDetection jest obiektem wartosci, ktéry enkapsuluje stan wykrywania
oszustw dla danej transakcji. Zapewnia ustrukturyzowany sposéb analizy i oceny

ryzyka oszustwa zwigzanego z transakcjg w oparciu o rézne czynniki ryzyka.
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class FraudDetection
RISK_THRESHOLD = 0.8

attr_accessor :transaction, :risk_factors

def initialize(transaction)
self . transaction = transaction
self.risk_factors = []

end

def add_risk_factor(description:, probability:)
case { description:, probability: }
in { description: String => desc, probability: Float => prob }
risk_factors << { desc => prob }
else
raise ArgumentError, "Risk factor arguments should be string and float"
end
end

def high_risk?
fraud_probability > RISK_THRESHOLD
end

private

def fraud_probability
risk_factors.values.sum
end
end

Klasa FraudDetection posiada nastepujace atrybuty:

« transaction: Referencja do transakcji, ktéra jest analizowana pod katem
oszustwa.

« risk_factors: Tablica przechowujaca czynniki ryzyka zwigzane z transakcja.
Kazdy czynnik ryzyka jest reprezentowany jako hash, gdzie kluczem jest opis
czynnika ryzyka, a wartoscig prawdopodobienstwo oszustwa zwigzane z tym

czynnikiem.



© 0 N O U b W N =

= =N
B W N »

Mnogos¢ Pracownikéw 98

Metoda add_risk_factor umozliwia dodanie czynnika ryzyka do tablicy
risk_factors. Przyjmuje dwa parametry: description, ktory jest ciggiem znakéw
opisujacym czynnik ryzyka, oraz probability, ktory jest liczba zmiennoprzecinkowsg
reprezentujaca prawdopodobienstwo oszustwa zwigzane z tym czynnikiem ryzyka.

Uzywamy instrukeji warunkowej case. . in do prostego sprawdzania typow.

Metoda high_risk?, ktoéra bedzie sprawdzana na konicu lafcucha, jest metoda
predykatowa poréwnujaca fraud_probability (obliczone poprzez zsumowanie

prawdopodobienstw wszystkich czynnikéw ryzyka) z wartoscig RISK_THRESHOLD.

Klasa FraudDetection zapewnia czysty i hermetyczny sposéb zarzadzania
wykrywaniem oszustw dla transakcji. Umozliwia dodawanie wielu czynnikéw ryzyka,
kazdy z wlasnym opisem i prawdopodobienstwem, oraz udostepnia metode okreslajaca,
czy transakcja jest uznawana za wysokiego ryzyka na podstawie obliczonego
prawdopodobienistwa oszustwa. Klasa moze by¢ latwo zintegrowana z wiekszym
systemem wykrywania oszustw, gdzie rozne komponenty mogg wspolpracowaé w celu

oceny i ograniczenia ryzyka oszukanczych transakcji.

Na koniec, poniewaz jest to ksigzka o programowaniu z wykorzystaniem Al,
oto przykladowa implementacja klasy CheckCustomerHistory wykorzystujaca

przetwarzanie Al przy uzyciu modutu ChatCompletion z mojej biblioteki Raix:

class CheckCustomerHistory
include Raix::ChatCompletion

attr_accessor :fraud_detection

INSTRUCTION = <<~END
You are an AI assistant tasked with checking a customer's transaction
history for potential fraud indicators. Given the current transaction
and the customer's past transactions, analyze the data to identify any
suspicious patterns or anomalies.

Consider factors such as the frequency of transactions, transaction
amounts, geographical locations, and any deviations from the customer's
typical behavior to generate a probability score as a float in the range


https://github.com/OlympiaAI/raix-rails
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of @ to 1 (with 1 being absolute certainty of fraud).

Output the results of your analysis, highlighting any red flags or areas

of concern in the following JSON format:

{ description: <Summary of your findings>, probability: <Float> }
END

def self.check(fraud_detection)
new( fraud_detection).call
end

def call

chat_completion(json: true).tap do |result|
fraud_detection.add_risk_factor (**result)

end
Result.ok(fraud_detection)

rescue StandardError => e
Result.err(FraudDetectionError.new(e))

end

private

def initialize(fraud_detection)
self.fraud_detection = fraud_detection
end

def transcript
tx_history = fraud_detection.transaction.user.tx_history

[

{ system: INSTRUCTION },
{ user: "Transaction history: #{tx_history.to_json}" },
{ assistant: "OK. Please provide the current transaction." },
{ user: "Current transaction: #{fraud_detection.transaction.to_json}" }
]
end
end

W tym przykladzie, CheckCustomerHistory definiuje stala INSTRUCTION, ktora

dostarcza szczegétowych instrukcji do modelu Al dotyczacych analizy historii

transakcji klienta pod katem potencjalnych wskaznikéw oszustwa za pomoca
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dyrektywy systemowej

Metoda self.check jest metods klasowa, ktéra inicjalizuje nowsa instancje
CheckCustomerHistory z obiektem fraud_detection i wywoluje metode

call w celu przeprowadzenia analizy historii klienta.

Wewnatrz metody call, historia transakeji klienta jest pobierana i formatowana
do postaci transkryptu, ktory jest przekazywany do modelu Al Model Al analizuje
historie transakcji na podstawie dostarczonych instrukcji i zwraca podsumowanie

swoich ustalen.

Ustalenia sg dodawane do obiektu fraud_detection, a zaktualizowany obiekt

fraud_detection jest zwracany jako pomys$lny Result.

Wykorzystujac modul ChatCompletion, klasa CheckCustomerHistory moze
wykorzystaé mozliwosci Al do analizy historii transakeji klienta i identyfikacji
potencjalnych wskaznikéw oszustwa. Pozwala to na bardziej zaawansowane
i adaptacyjne techniki wykrywania oszustw, poniewaz model Al moze uczy¢ sie

i dostosowywac do nowych wzorcow i anomalii w czasie.

Zaktualizowany FraudDetectionWorker iklasa CheckCustomerHistory pokazuja,
jak pracownicy AI moga by¢ bezproblemowo zintegrowani, wzbogacajac proces

wykrywania oszustw o inteligentng analize i zdolnosci decyzyjne.

Analiza Sentymentu Klienta

Oto jeszcze jeden podobny przyktad pokazujacy, jak mozna zaimplementowaé workera
do analizy sentymentu klienta. Tym razem znacznie mniej wyjasnien, poniewaz

powinienes$ juz rozumie¢, jak dziala ten styl programowania:
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class CustomerSentimentAnalysisWorker

include Wisper: :Publisher

def call(feedback)

Result.ok( feedback)
.and_then(PreprocessFeedback .method( : preprocess))
.map(Per formSentimentAnalysis.method(:analyze))
.map(ExtractKeyPhrases.method( :extract))
.map(IdentifyTrends.method(:identify))
.map(Generatelnsights.method( :generate)).then do |result|

case result

in { err: SentimentAnalysisError => error }
Honeybadger .notify(error .message, context: {feedback:})

in { ok: SentimentAnalysisResult => result }
broadcast(:sentiment_analysis_completed, result)

end

end
end

end

W tym przykladzie, CustomerSentimentAnalysisWorker obejmuje kroki takie jak
przetwarzanie wstepne opinii (np. usuwanie szumu, tokenizacja), przeprowadzanie
analizy sentymentu w celu okre$lenia ogdlnego nastawienia (pozytywnego,
negatywnego lub neutralnego), wyodrebnianie kluczowych fraz i tematdw,
identyfikowanie trendéw i wzorcOw oraz generowanie praktycznych wnioskow

na podstawie analizy.

Zastosowania w Opiece Zdrowotnej

W dziedzinie opieki zdrowotnej, pracownicy Al mogg wspiera¢ personel medyczny
i badaczy w réznych zadaniach, prowadzac do poprawy wynikow leczenia pacjentow

i przyspieszenia odkry¢ medycznych. Oto niektére przykiady:
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Przyjecie Pacjenta

Pracownicy Al moga usprawni¢ proces przyjmowania pacjentdbw poprzez

automatyzacje réznych zadan i zapewnienie inteligentnej pomocy.

Planowanie Wizyt: Pracownicy Al mogg zarzadza¢ planowaniem wizyt poprzez
zrozumienie preferencji pacjenta, jego dostepnosci i pilnosci potrzeb medycznych.
Moga wchodzi¢ w interakcje z pacjentami poprzez interfejsy konwersacyjne,
prowadzac ich przez proces planowania i znajdujac najbardziej odpowiednie terminy

wizyt w oparciu o wymagania pacjenta i dostepnos¢ swiadczeniodawcy.

Zbieranie Historii Medycznej: Podczas przyjecia pacjenta, pracownicy Al moga
pomaga¢ w zbieraniu i dokumentowaniu historii medycznej pacjenta. Moga
prowadzi¢ interaktywne dialogi z pacjentami, zadajac odpowiednie pytania
dotyczace ich przeszlych schorzen, lekéw, alergii i historii rodzinnej. Pracownicy
Al moga wykorzystywac techniki przetwarzania jezyka naturalnego do interpretacji
i strukturyzacji zebranych informacji, zapewniajac ich dokladne zapisanie

w elektronicznej dokumentacji medycznej pacjenta.

Ocena i Stratyfikacja Objawoéw: Pracownicy Al moga przeprowadzaé wstepng
ocene objawéw, pytajac pacjentow o ich aktualne dolegliwosci, czas trwania, nasilenie
i wszelkie powigzane czynniki. Wykorzystujac medyczne bazy wiedzy i modele uczenia
maszynowego, pracownicy ci moga analizowa¢ dostarczone informacje i generowaé
wstepng diagnostyke réznicowa lub zalecaé odpowiednie kolejne kroki, takie jak
umoéwienie konsultacji z pracownikiem stuzby zdrowia lub sugerowanie $rodkow

samoopieki.

Weryfikacja Ubezpieczenia: Pracownicy Al moga pomaga¢ w weryfikacji
ubezpieczenia podczas przyjecia pacjenta. Moga zbiera¢ dane dotyczace ubezpieczenia
pacjenta, komunikowac sie z ubezpieczycielami poprzez interfejsy API lub ustugi
sieciowe oraz weryfikowa¢ uprawnienia do $wiadczenn i zakres ubezpieczenia. Ta

automatyzacja pomaga usprawni¢ proces weryfikacji ubezpieczenia, zmniejszajac



Mnogos¢ Pracownikéw 103

obcigzenie administracyjne i zapewniajac doktadne gromadzenie informacji.

Edukacja i Instrukcje dla Pacjenta: Pracownicy Al moga dostarcza¢ pacjentom
odpowiednie materialy edukacyjne i instrukcje w oparciu o ich konkretne schorzenia
lub nadchodzgce procedury. Moga dostarczaé spersonalizowane tresci, odpowiada¢ na
czesto zadawane pytania i oferowac¢ wskazoéwki dotyczace przygotowan do wizyty,
instrukeji przyjmowania lekow lub opieki po zabiegu. Pomaga to utrzymac pacjentéw

poinformowanych i zaangazowanych przez caly proces opieki zdrowotne;j.

Poprzez wykorzystanie pracownikéw Al w procesie przyjmowania pacjentéw,
organizacje ochrony zdrowia moga zwiekszy¢ efektywno$¢, skroci¢ czas oczekiwania
i poprawi¢ ogdlne do$wiadczenie pacjenta. Pracownicy ci moga obstugiwac rutynowe
zadania, zbiera¢ doktadne informacje i zapewniaé spersonalizowang pomoc, pozwalajac
pracownikom stuzby zdrowia skupi¢ si¢ na zapewnianiu pacjentom opieki wysokie;

jakosci.

Ocena Ryzyka Pacjenta

Pracownicy Al mogg odgrywac kluczowg role w ocenie ryzyka pacjenta poprzez analize

réznych zrédet danych i stosowanie zaawansowanych technik analitycznych.

Integracja Danych: Pracownicy Al mogg gromadzi¢ i interpretowa¢ dane pacjentow
z wielu zrodel, takich jak elektroniczna dokumentacja medyczna (EDM), obrazowanie
medyczne, wyniki badan laboratoryjnych, urzadzenia do noszenia i spoleczne
determinanty zdrowia. Poprzez polaczenie tych informacji w kompleksowy profil
pacjenta, pracownicy Al moga zapewni¢ holistyczny obraz stanu zdrowia pacjenta

i czynnikow ryzyka.

Stratyfikacja Ryzyka: Pracownicy Al moga wykorzystywa¢ modele predykcyjne do
stratyfikacji pacjentow na rézne kategorie ryzyka w oparciu o ich indywidualne
cechy i dane zdrowotne. Ta stratyfikacja ryzyka umozliwia $wiadczeniodawcom opieki

zdrowotnej priorytetyzacje pacjentow wymagajacych bardziej natychmiastowej uwagi
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lub interwencji. Na przyklad, pacjenci zidentyfikowani jako wysokiego ryzyka dla
okreslonego schorzenia mogg zosta¢ oznaczeni do $cislejszego monitorowania, dziatan

zapobiegawczych lub wczesnej interwencji.

Spersonalizowane Profile Ryzyka: Pracownicy Al mogg generowac spersonalizowane
profile ryzyka dla kazdego pacjenta, podkreslajac konkretne czynniki wplywajace na
ich wyniki ryzyka. Profile te mogg zawiera¢ informacje o stylu Zycia pacjenta,
predyspozycjach  genetycznych, czynnikach $rodowiskowych i spolecznych
determinantach zdrowia. Dostarczajac szczegélowej analizy czynnikéw ryzyka,
pracownicy Al moga pomoéc $wiadczeniodawcom opieki zdrowotnej w dostosowaniu

strategii prewencyjnych i planéw leczenia do indywidualnych potrzeb pacjenta.

Ciagle Monitorowanie Ryzyka: Pracownicy Al moga nieprzerwanie monitorowac
dane pacjentow i aktualizowaé oceny ryzyka w czasie rzeczywistym. Gdy pojawiajg
sie nowe informacje, takie jak zmiany w parametrach zyciowych, wynikach badan
laboratoryjnych czy przestrzeganiu zalecen dotyczacych lekow, pracownicy Al moga
ponownie obliczaé wyniki ryzyka i alertowa¢ §wiadczeniodawcow opieki zdrowotne;
o wszelkich istotnych zmianach. To proaktywne monitorowanie umozliwia terminowe

interwencje i dostosowywanie planéw opieki nad pacjentem.

Wspomaganie Podejmowania Decyzji Klinicznych: Pracownicy Al moga integrowac
wyniki oceny ryzyka z systemami wspomagania podejmowania decyzji klinicznych,
dostarczajac $wiadczeniodawcom opieki zdrowotnej rekomendacji i alertéw opartych
na dowodach. Na przykiad, jesli wynik ryzyka pacjenta dla okreslonego schorzenia
przekroczy pewien prog, pracownik Al moze zasugerowaé $wiadczeniodawcy
rozwazenie konkretnych testéw diagnostycznych, srodkoéw zapobiegawczych lub opcji

leczenia w oparciu o wytyczne kliniczne i najlepsze praktyki.

Pracownicy ci moga przetwarzaé ogromne ilosci danych pacjentéw, stosowaé
zaawansowang analityke i generowac praktyczne spostrzezenia wspierajace
podejmowanie decyzji klinicznych. Ostatecznie prowadzi to do poprawy wynikow

leczenia pacjentéw, redukcji kosztéw opieki zdrowotnej i lepszego zarzadzania
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zdrowiem populacji.

Worker Al jako Menedzer Proceséw

TRIGGER

l

Process Manager

Function A Function B Function C Finished

W kontekscie aplikacji opartych na Al, worker moze by¢ zaprojektowany do dziatania
jako Menedzer Proceséw, zgodnie z opisem w ksigzce “Enterprise Integration Patterns”
autorstwa Gregora Hohpe. Menedzer Procesow jest centralnym komponentem, ktory
utrzymuje stan procesu i okresla kolejne kroki przetwarzania na podstawie wynikow

posrednich.

Gdy worker Al dziala jako Menedzer Proceséw, otrzymuje przychodzacy komunikat
inicjalizujacy proces, znany jako komunikat wyzwalajgcy. Worker Al nastepnie
utrzymuje stan wykonania procesu (jako transkrypt konwersacji) i obstuguje komunikat
poprzez serie krokéw przetwarzania zaimplementowanych jako funkcje narzedziowe,
ktére moga by¢ wykonywane sekwencyjnie lub rownolegle, wywolywane wedlug jego

uznania.



© 0 N O O b W N =

[ = =N
a s W N =~

Mnogos¢ Pracownikéw 106

’ Jesli uzywasz klasy modelu Al takiego jak GPT-4, ktory potrafi

wykonywa¢ funkcje réwnolegle, twoj worker moze wykonywaé wiele
krokéw jednoczesnie. Przyznaje, ze sam tego nie probowatem i moj instynkt

podpowiada, ze wyniki mogg by¢ rézne.

Po kazdym pojedynczym kroku przetwarzania, kontrola wraca do workera Al
pozwalajac mu okresli¢ kolejne kroki przetwarzania na podstawie aktualnego stanu

i uzyskanych wynikow.

Przechowuj Swoje Komunikaty Wyzwalajgce

Z mojego doswiadczenia wynika, ze rozsadnie jest zaimplementowaé¢ komunikat
wyzwalajacy jako obiekt wspierany baza danych. W ten sposéb kazda instancja
procesu jest identyfikowana przez unikalny klucz gléwny i zapewnia miejsce
do przechowywania stanu zwigzanego z wykonaniem, wilacznie z transkryptem

konwersacji AL

Na przyklad, oto uproszczona wersja klasy modelu AccountChange z Olympii, ktéra

reprezentuje zadanie wprowadzenia zmiany w koncie uzytkownika.

# == Schema Information

#

# Table name: account_changes

#

# id ruuid not null, primary key
# description :string

# state :string not null

# transcript :jsonb

# created_at :datetime not null

# updated_at :datetime not null

# gccount_id :uuid not null

#

# Indexes

#

# index_account_changes_on_account_id (account_id)
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Foreign Keys

fk_rails_... (account_id => accounts.id)

# ¥ OB ¥ #

class AccountChange < ApplicationRecord
belongs_to :account

validates :description, presence: true

after_commit -> {
broadcast(:account_change_requested, self)
}, on: :create

state_machine initial: :requested do
event :completed do
transition all => :complete
end
event :failed do
transition all => :requires_human_review
end
end
end

Klasa AccountChange stuzy jako komunikat wyzwalajacy, ktory inicjuje proces obstugi
zgdania zmiany konta. Warto zauwazy¢, jak jest on rozgtaszany do podsystemu pub/sub

Olympii opartego na Wisper po zakonczeniu transakeji tworzenia.

Przechowywanie komunikatu wyzwalajacego w bazie danych w ten sposéb zapewnia
trwaly zapis kazdego Zadania zmiany konta. Kazdej instancji klasy AccountChange
przypisywany jest unikalny klucz gtéwny, co umozliwia latwa identyfikacje i Sledzenie
pojedynczych zadan. Jest to szczegélnie przydatne dla celéw rejestrowania audytu,
poniewaz pozwala systemowi na utrzymywanie historycznego zapisu wszystkich zmian
konta, w tym informacji o tym, kiedy zostaly zgloszone, jakie zmiany zostaly zazgdane

i jaki jest aktualny stan kazdego zadania.

W podanym przyktadzie klasa AccountChange zawiera pola takie jak description do

przechwytywania szczegbélow zadanej zmiany, state do reprezentowania aktualnego


https://github.com/krisleech/wisper
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stanu zadania (np. requested, complete, requires_human_review) oraz transcript do
przechowywania transkryptu rozmowy z Al zwigzanej z zgdaniem. Pole description
jest wlasciwym promptem uzywanym do zainicjowania pierwszego uzupelnienia czatu
z Al Przechowywanie tych danych zapewnia cenny kontekst i umozliwia lepsze

$ledzenie oraz analize procesu zmiany konta.

Przechowywanie komunikatow wyzwalajacych w bazie danych umozliwia solidng
obstuge bledéw i odzyskiwanie. Jesli podczas przetwarzania zadania zmiany
konta wystapi blad, system oznacza zadanie jako nieudane i przechodzi do stanu
wymagajacego interwencji czlowieka. Zapewnia to, ze zadne zadanie nie zostanie
utracone ani zapomniane, a wszelkie problemy moga zosta¢ odpowiednio zaadresowane

i rozwigzane.

Program pracujacy z Al, jako Manager Procesow, zapewnia centralny punkt kontroli
i umozliwia zaawansowane mozliwosci raportowania i debugowania proceséow. Jednak
wazne jest, aby zauwazy¢, ze uzywanie programu pracujacego z Al jako Managera

Procesow dla kazdego scenariusza przeptywu pracy w aplikacji moze by¢ przesada.

Integracja Programoéw Pracujacych

z Al w Architekturze Aplikacji

Podczas wlaczania programéw pracujacych z Al do architektury aplikacji, nalezy wziaé
pod uwage kilka aspektow technicznych, aby zapewni¢ plynng integracje i efektywna
komunikacje miedzy programami Al a innymi komponentami aplikacji. Ta sekcja
omawia kluczowe aspekty projektowania interfejsow, obstugi przeptywu danych

i zarzadzania cyklem zycia programéw AL
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Projektowanie Przejrzystych Interfejséw i Protokotéw
Komunikacji

Aby ulatwi¢ bezproblemowg integracje miedzy programami Al a innymi komponentami
aplikacji, kluczowe jest zdefiniowanie przejrzystych interfejsow i protokotéw

komunikacji. Rozwaz nastepujace podejscia:

Integracja oparta na API: Udostepnij funkcjonalnosé¢ pracownikéw Al poprzez dobrze
zdefiniowane AP], takie jak punkty koricowe RESTful lub schematy GraphQL. Pozwala
to innym komponentom na interakcje z pracownikami Al przy uzyciu standardowych
zadan i odpowiedzi HTTP. Integracja oparta na API zapewnia jasny kontrakt miedzy
pracownikami Al a komponentami korzystajacymi z ich ustug, ulatwiajac rozwoj,

testowanie i utrzymanie punktow integracji.

Komunikacja oparta na komunikatach: Zaimplementuj wzorce komunikacji
opartej na komunikatach, takie jak kolejki komunikatéw lub systemy
publikowania-subskrypcji, aby umozliwi¢ asynchroniczng interakcje miedzy
pracownikami Al a innymi komponentami. Takie podejscie oddziela pracownikow
Al od reszty aplikacji, zapewniajac lepsza skalowalnos¢, odpornosé na btedy i luzne
powigzania. Komunikacja oparta na komunikatach jest szczegélnie przydatna, gdy
przetwarzanie wykonywane przez pracownikéw Al jest czasochlonne lub wymaga
duzych zasobow, poniewaz pozwala innym czesciom aplikacji na kontynuowanie

dziatania bez oczekiwania na zakonczenie zadan przez pracownikow Al.

Architektura sterowana zdarzeniami: Zaprojektuj system wokdl zdarzen
i wyzwalaczy, ktéore aktywujg pracownikéw Al, gdy spelnione sa okreslone
warunki. Pracownicy Al moga subskrybowaé odpowiednie zdarzenia i reagowaé
na nie, wykonujac wyznaczone zadania, gdy zdarzenia wystgpig. Architektura
sterowana zdarzeniami umozliwia przetwarzanie w czasie rzeczywistym i pozwala
na wywolywanie pracownikéw Al na zadanie, zmniejszajac niepotrzebne zuzycie
zasobow. To podejscie jest dobrze dostosowane do scenariuszy, w ktérych pracownicy

Al musza reagowac na okreslone dzialania lub zmiany w stanie aplikacji.
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Obstuga przeptywu danych i synchronizacji

Podczas integracji pracownikéw Al z aplikacja kluczowe jest zapewnienie plynnego
przepltywu danych i utrzymanie spdjnosci danych miedzy pracownikami Al a innymi

komponentami. WeZ pod uwage nastepujace aspekty:

Przygotowanie danych: Przed przekazaniem danych do pracownikéw Al moze by¢
konieczne wykonanie réznych zadan zwigzanych z przygotowaniem danych, takich jak
czyszczenie, formatowanie i/lub przeksztatcanie danych wejsciowych. Chodzi nie tylko
o to, aby pracownicy Al mogli efektywnie przetwarza¢ dane, ale takze o to, by nie
marnowac tokendéw na zwracanie uwagi na informacje, ktére pracownik moze uznac
za bezuzyteczne w najlepszym razie, a rozpraszajace w najgorszym. Przygotowanie
danych moze obejmowaé¢ zadania takie jak usuwanie szumu, obstuga brakujacych

warto$ci lub konwersja typéw danych.

Trwalos¢ danych: Jak bedziesz przechowywaé i utrzymywac dane przeptywajace do
i z pracownikow AI? Wez pod uwage czynniki takie jak wolumen danych, wzorce
zapytan i skalowalno$¢. Czy musisz zachowa¢ transkrypt Al jako odzwierciedlenie jego
“procesu mys$lowego” do celéw audytu lub debugowania, czy wystarczy mie¢ zapis tylko

wynikow?

Pobieranie danych: Pozyskiwanie danych potrzebnych pracownikom moze obejmowaé
zapytania do baz danych, odczyt z plikoéw lub dostep do zewnetrznych API. Upewnij
sie, ze uwzgledniasz opdznienia i sposéb, w jaki pracownicy Al beda mieli dostep
do najbardziej aktualnych danych. Czy potrzebujg pelnego dostepu do twojej bazy
danych, czy powinienes$ wasko zdefiniowac zakres ich dostepu zgodnie z tym, co robig?
A co ze skalowaniem? Rozwaz mechanizmy buforowania w celu poprawy wydajnosci

i zmniejszenia obcigzenia zrodet danych.

Synchronizacja danych: Gdy wiele komponentéw, w tym pracownicy Al, uzyskuje
dostep i modyfikuje wspoldzielone dane, wazne jest wdrozenie odpowiednich

mechanizméw synchronizacji w celu zachowania spéjnosci danych. Strategie
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blokowania baz danych, takie jak blokowanie optymistyczne lub pesymistyczne, moga
poméc w zapobieganiu konfliktom i zapewnieniu integralnosci danych. Wdrazaj
techniki zarzadzania transakcjami, aby grupowaé¢ powigzane operacje na danych

i zachowa¢ wiasciwosci ACID (atomowosé, spojnosc, izolacje i trwato$c)

Obsluga btedow i odzyskiwanie: Wdrazaj solidne mechanizmy obstugi bledéw
i odzyskiwania, aby radzi¢ sobie z problemami zwigzanymi z danymi, ktére
mogg pojawic sie¢ podczas procesu przeptywu danych. Obstuguj wyjatki w sposob
elegancki i dostarczaj znaczace komunikaty o bledach, aby poméc w debugowaniu.
Zaimplementuj mechanizmy ponownych préb i strategie awaryjne, aby obstuzy¢
tymczasowe awarie lub zakldcenia sieci. Zdefiniuj jasne procedury odzyskiwania

i przywracania danych w przypadku ich uszkodzenia lub utraty.

Poprzez staranne projektowanie i wdrazanie mechanizméw przeptywu i synchronizacji
danych, mozesz zapewnic, ze twoi pracownicy Al maja dostep do doktadnych, spéjnych
i aktualnych danych. Umozliwia im to efektywne wykonywanie zadan i generowanie

wiarygodnych wynikéw.

Zarzadzanie cyklem zycia pracownikéw Al

Opracuj standardowy proces inicjalizacji i konfiguracji pracownikéw Al. Preferuje
frameworki, ktore standaryzujg sposéb definiowania ustawien, takich jak nazwy
modeli, dyrektywy systemowe i definicje funkcji. Upewnij sie, Ze proces inicjalizacji

jest zautomatyzowany i powtarzalny, aby utatwi¢ wdrazanie i skalowanie.

Wdrazaj kompleksowe mechanizmy monitorowania i rejestrowania w celu $ledzenia
kondycji i wydajnosci pracownikéw Al Zbieraj metryki, takie jak wykorzystanie
zasobow, czas przetwarzania, wspolczynniki bledéw i przepustowosé. Uzywaj
scentralizowanych systemoéw rejestrowania, takich jak ELK stack (Elasticsearch,

Logstash, Kibana), do agregacji i analizy logow z wielu pracownikéw AL

Zbuduj tolerancje bledéw i odpornos¢ w architekturze pracownikéw Al Zaimplementuj

mechanizmy obstugi bledéw i odzyskiwania, aby elegancko radzi¢ sobie z awariami
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i wyjatkami. Duze Modele Jezykowe to wciaz technologia na bardzo wczesnym etapie
rozwoju; dostawcy czesto maja nieoczekiwane przestoje. Uzywaj mechanizméow

ponawiania proéb i bezpiecznikow, aby zapobiec kaskadowym awariom.

Kompozycyjnos¢ i orkiestracja pracownikow Al

Jedna z kluczowych zalet architektury pracownikéw Al jest jej kompozycyjnosé¢, ktéra
pozwala na laczenie i orkiestracje wielu pracownikéw Al w celu rozwigzywania
ztozonych probleméw. Dzielgc wieksze zadanie na mniejsze, tatwiejsze w zarzadzaniu
podzadania, z ktorych kazde jest obstugiwane przez wyspecjalizowanego pracownika
Al, mozesz tworzy¢ potezne i elastyczne systemy. W tej sekcji zbadamy rézne podejscia

do komponowania i orkiestracji “mnogosci” pracownikéw Al.

tancuchowanie pracownikéw Al dla wieloetapowych
przeptywoéw pracy

W wielu scenariuszach ztozone zadanie mozna roztozy¢ na serie sekwencyjnych krokow,
gdzie wynik jednego pracownika Al staje sie danymi wejsciowymi dla nastepnego. To
tanicuchowanie pracownikéw Al tworzy wieloetapowy przeptyw pracy lub potok. Kazdy
pracownik Al w taricuchu koncentruje sie na konkretnym podzadaniu, a koricowy wynik

jest rezultatem potaczonych wysitkow wszystkich pracownikéw.

Rozwazmy przyklad w kontekscie aplikacji Ruby on Rails do przetwarzania tresci
generowanych przez uzytkownikéw. Przeptyw pracy obejmuje nastepujgce kroki,
ktére przyznajmy, prawdopodobnie sg zbyt proste, aby warto bylo je tak rozkiadaé

w rzeczywistych przypadkach uzycia, ale ulatwiaja zrozumienie przyktadu:

1. Oczyszczanie tekstu: Pracownik Al odpowiedzialny za usuwanie tagéw HTML,

konwersje tekstu na mate litery i obstuge normalizacji Unicode.

2. Wykrywanie jezyka: Pracownik Al ktéry identyfikuje jezyk oczyszczonego tekstu.
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3. Analiza sentymentu: Pracownik AI, ktéry okreSla sentyment (pozytywny,

negatywny lub neutralny) tekstu na podstawie wykrytego jezyka.

4. Kategoryzacja tresci: Pracownik Al ktory klasyfikuje tekst do predefiniowanych

kategorii przy uzyciu technik przetwarzania jezyka naturalnego.

Oto bardzo uproszczony przyklad tego, jak mozna polgczyé tych pracownikéw

Al w tancuch przy uzyciu Ruby:

class ContentProcessor
def initialize(text)
@text = text
end

def process
cleaned_text = TextCleanupWorker .new(@text).call
language = LanguageDetectionWorker.new(cleaned_text).call
sentiment = SentimentAnalysisWorker.new(cleaned_text, language).call
category = CategorizationWorker.new(cleaned_text, language).call

{ cleaned_text:, language:, sentiment:, category: }
end

end

W tym przyktadzie klasa ContentProcessor inicjalizuje sie z surowym tekstem i taczy
moduly Al w metodzie process. Kazdy modut Al wykonuje swoje okreslone zadanie
i przekazuje wynik do nastepnego modutu w taricuchu. Koncowym wynikiem jest hash

zawierajacy oczyszczony tekst, wykryty jezyk, sentyment i kategorie tresci.

Przetwarzanie réwnolegte dla niezaleznych modutéw Al

W poprzednim przykladzie moduty Al sg polaczone sekwencyjnie, gdzie kazdy
modul przetwarza tekst i przekazuje wynik do nastepnego modutu. Jednak jesli masz
wiele moduléw Al ktére mogg dzialaé¢ niezaleznie na tym samym wejsciu, mozesz

zoptymalizowaé przeplyw pracy poprzez przetwarzanie ich rownolegle.
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W danym scenariuszu, gdy tekst zostanie oczyszczony przez TextCleanupWorker,
moduty LanguageDetectionWorker, SentimentAnalysisWorker
iCategorizationWorker moga wszystkie przetwarzaé oczyszczony tekst niezaleznie.
Uruchamiajgc te moduly réwnolegle, mozesz potencjalnie zmniejszy¢ catkowity czas

przetwarzania i poprawic¢ wydajno$¢ swojego przepltywu pracy.

Aby osiggnaé przetwarzanie réwnolegte w Ruby, mozesz wykorzysta¢ techniki
wspolbieznosci, takie jak watki lub programowanie asynchroniczne. Oto przyktad
jak mozna zmodyfikowaé klase ContentProcessor, aby przetwarza¢ ostatnie trzy

moduly réwnolegle przy uzyciu watkow:

require 'concurrent'

class ContentProcessor
def initialize(text)
Otext = text
end

def process
cleaned_text = TextCleanupWorker .new(@text).call

language_future = Concurrent: :Future.execute do
LanguageDetectionWorker .new(cleaned_text).call
end

sentiment_future = Concurrent: :Future.execute do
SentimentAnalysisWorker .new(cleaned_text).call

end

category_future = Concurrent: :Future.execute do
CategorizationWorker .new(cleaned_text).call
end

language = language_future.value
sentiment = sentiment_future.value

category = category_future.value

{ cleaned_text:, language:, sentiment:, category: }
end
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end

W tej zoptymalizowanej wersji uzywamy biblioteki concurrent-ruby do tworzenia
obiektéw Concurrent::Future dla kazdego z niezaleznych modutéw Al Obiekt
Future reprezentuje obliczenie, ktére zostanie wykonane asynchronicznie w osobnym

watku.

Po etapie oczyszczania tekstu, tworzymy trzy obiekty Future: language_future,
sentiment_future i category_future. Kazdy Future wykonuje odpowiadajacy
mu modut AI (LanguageDetectionWorker, SentimentAnalysisWorker
i CategorizationWorker) w osobnym watku, przekazujac cleaned_text jako

dane wejsSciowe.

Wywolujac metode value na kazdym obiekcie Future, czekamy na zakonczenie
obliczen i pobieramy wynik. Metoda value blokuje wykonanie do momentu, gdy wynik
bedzie dostepny, zapewniajac tym samym, ze wszystkie réwnoleglte moduty zakonczyly

przetwarzanie przed kontynuacja.

Na koncu tworzymy hash wyjSciowy zawierajacy oczyszczony tekst i wyniki

z rownoleglych modutéw, podobnie jak w oryginalnym przykladzie.

Dzigki przetwarzaniu niezaleznych moduléw AI réwnolegle, mozesz potencjalnie
skroci¢ catkowity czas przetwarzania w poréwnaniu do wykonywania ich
sekwencyjnie. Ta optymalizacja jest szczegdlnie korzystna w przypadku czasochtonnych

zadan lub podczas przetwarzania duzych ilosci danych.

Nalezy jednak pamietac, ze rzeczywiste zyski wydajnosciowe zalezg od réznych
czynnikow, takich jak ztozono$é kazdego modutu, dostepne zasoby systemowe i narzut
zwigzany z zarzadzaniem watkami. Dobra praktyka jest zawsze przeprowadzanie
testow wydajnosci i profilowanie kodu, aby okresli¢ optymalny poziom zrownoleglenia

dla konkretnego przypadku uzycia.

Dodatkowo, podczas implementacji przetwarzania réwnoleglego, nalezy zwrdcié

uwage na wszelkie wspoldzielone zasoby lub zalezno$ci miedzy modutami.


https://ruby-concurrency.github.io/concurrent-ruby/1.1.5/Concurrent/Future
https://ruby-concurrency.github.io/concurrent-ruby/1.1.5/Concurrent/Future
https://ruby-concurrency.github.io/concurrent-ruby/1.1.5/Concurrent/Future
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Upewnij sie, ze moduly moga dziala¢ niezaleznie bez konfliktéw czy warunkéw
wyscigu. Jesli wystepuja zaleznosci lub wspodldzielone zasoby, moze by¢ konieczne
zaimplementowanie odpowiednich mechanizméw synchronizacji w celu zachowania
integralnosci danych i unikniecia probleméw takich jak zakleszczenia czy niespdjne

wyniki.

Globalna Blokada Interpretera Ruby i Przetwarzanie
Asynchroniczne

Wazne jest zrozumienie implikacji Globalnej Blokady Interpretera (GIL) Ruby

podczas rozwazania asynchronicznego przetwarzania opartego na watkach w Ruby.

GIL to mechanizm w interpreterze Ruby, ktéry zapewnia, ze tylko jeden watek
moze wykonywa¢ kod Ruby w danym momencie, nawet na procesorach
wielordzeniowych. Oznacza to, ze cho¢ mozna tworzy¢ i zarzadza¢ wieloma
watkami w procesie Ruby, tylko jeden watek moze aktywnie wykonywac kod Ruby

w danej chwili.

GIL zostal zaprojektowany w celu uproszczenia implementacji interpretera Ruby
oraz zapewnienia bezpieczenstwa watkow dla wewnetrznych struktur danych Ruby.
Jednakze ogranicza on réwniez mozliwo$¢ prawdziwie rownolegtego wykonywania

kodu Ruby.

Gdy uzywasz watkéw w Ruby, na przyktad z biblioteka concurrent-ruby lub
wbudowang klasag Thread, watki podlegaja ograniczeniom GIL-a. GIL pozwala
kazdemu watkowi na wykonywanie kodu Ruby przez krétki przedzial czasu, zanim

przelaczy si¢ na inny watek, tworzac iluzje wspotbieznego wykonywania.

Jednak ze wzgledu na GIL, faktyczne wykonywanie kodu Ruby pozostaje
sekwencyjne. Podczas gdy jeden watek wykonuje kod Ruby, inne watki sa

zasadniczo wstrzymane, czekajac na swoja kolej na przejecie GIL-a i wykonanie.



Mnogos¢ Pracownikéw 117

Oznacza to, ze asynchroniczne przetwarzanie oparte na watkach w Ruby jest
najbardziej efektywne dla zadan ograniczonych przez operacje wejscia/wyijscia,
takich jak oczekiwanie na odpowiedzi zewnetrznych API (na przyktad modeli
jezykowych hostowanych przez strony trzecie) lub wykonywanie operacji
wejscia/wyjscia na plikach. Gdy watek napotyka operacje wejscia/wyjscia, moze
zwolni¢ GIL, pozwalajac innym watkom na wykonywanie sie podczas oczekiwania

na zakoriczenie operacji wejscia/wyjscia.

Z drugiej strony, w przypadku zadan ograniczonych przez procesor, takich jak
intensywne obliczenia lub diugotrwale przetwarzanie przez programy Al, GIL moze
ogranicza¢ potencjalne zyski wydajnosciowe wynikajace z rownolegloéci opartej
na watkach. Poniewaz tylko jeden watek moze wykonywac¢ kod Ruby w danym
momencie, catkowity czas wykonania moze nie byé¢ znaczaco zredukowany

w poréwnaniu do przetwarzania sekwencyjnego.

Aby osiagna¢ prawdziwe rownolegte wykonywanie zadan ograniczonych przez

procesor w Ruby, moze by¢ konieczne zbadanie alternatywnych podejs¢, takich jak:

+ Wykorzystanie rownolegtosci opartej na procesach z wieloma procesami Ruby;,
z ktorych kazdy dziata na osobnym rdzeniu procesora.

« Korzystanie z zewnetrznych bibliotek lub frameworkow, ktore zapewniajg
natywne rozszerzenia lub interfejsy do jezykéw bez GIL-a, takich jak C lub
Rust.,

+ Wykorzystanie frameworkow do przetwarzania rozproszonego lub kolejek
komunikatéw do dystrybuowania zadan miedzy wieloma maszynami lub

procesami.

Kluczowe jest uwzglednienie charakteru zadan i ograniczen narzuconych przez GIL
podczas projektowania i implementacji asynchronicznego przetwarzania w Ruby.
Podczas gdy asynchroniczne przetwarzanie oparte na watkach moze przynie$é

korzysci dla zadan ograniczonych przez operacje wejscia/wyjscia, moze nie oferowac
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znaczacych ulepszen wydajnoéci dla zadan ograniczonych przez procesor ze wzgledu

na ograniczenia GIL-a.

Techniki zespotowe dla zwiekszonej doktadnosci

Techniki zespolowe polegaja na laczeniu wynikéw wielu programéw Al w celu
poprawy ogélnej doktadnosci lub odpornosci systemu. Zamiast polegaé na pojedynczym
programie Al techniki zespotowe wykorzystuja zbiorowa inteligencje wielu programéw

do podejmowania bardziej $wiadomych decyzji.

Zespoly modeli sg szczegdlnie wazne, gdy rézne czesci przeplywu pracy
P dziatajg najlepiej z r6znymi modelami Al co zdarza si¢ czesciej, niz mogloby
sie wydawacé. Potezne modele jak GPT-4 sg niezwykle drogie w poré6wnaniu
z mniej zaawansowanymi opcjami otwartozrédtowymi i prawdopodobnie

nie sg potrzebne na kazdym etapie przeptywu pracy aplikacji.

Popularng technika zespolowsa jest glosowanie wigkszosciowe, gdzie wiele modeli
Al niezaleznie przetwarza te same dane wejsciowe, a koncowy wynik jest okreslany
przez konsensus wiekszosci. To podejscie moze pomodc zlagodzié wplyw bledéw

pojedynczych modeli i poprawi¢ ogélng niezawodnosé systemu.

Rozwazmy przykiad, w ktérym mamy trzy modele Al do analizy sentymentu, kazdy
wykorzystujacy inny model lub wyposazony w rézne konteksty. Mozemy polaczyé
ich wyniki za pomocg glosowania wiekszoSciowego, aby okresli¢ konncowa predykcje

sentymentu.
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class SentimentAnalysisEnsemble
def initialize(text)
@text = text
end

def analyze
predictions = |
SentimentAnalysisWorker1.new(@text).analyze,
SentimentAnalysisWorker2.new(@text).analyze,
SentimentAnalysisWorker3.new(@text).analyze

predictions
.group_by { |sentiment| sentiment }
.max_by { |_, votes| votes.size }
Cfirst

end
end

119

W tym przykiadzie klasa SentimentAnalysisEnsemble inicjalizuje si¢ z tekstem

i wywoluje trzech réznych pracownikéw Al do analizy sentymentu. Metoda analyze

zbiera przewidywania od kazdego pracownika i okre$la dominujgcy sentyment przy

uzyciu metod group_by i max_by. Koncowym wynikiem jest sentyment, ktory

otrzymuje najwiecej gtoséw od zespotu pracownikéw.

Zespoly sa wyraznym przypadkiem,
z rownolegtosciag moze by¢ warte twojego czasu.

Dynamiczny Wybér i Wywotywanie Pracownikow Al

eksperymentowanie

W niektérych, jesli nie w wiekszosci przypadkéw, wybdr konkretnego pracownika

Al moze zaleze¢ od warunkéw wykonania lub danych wejsciowych uzytkownika.

Dynamiczny wybdér i wywolywanie pracownikéw Al pozwala na elastyczno$é

i adaptowalnos¢ systemu.
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’ Mozesz odczuwaé pokuse, aby zmieSci¢ duzo funkcjonalnosci

w pojedynczym pracowniku Al, dajac mu wiele funkcji i skomplikowane
polecenie wyjasniajace jak je wywolywac. Oprzyj si¢ tej pokusie, zaufaj
mi. Jednym z powodow, dla ktérych podejscie, ktére omawiamy w tym
rozdziale, nazywa sie “Mnogos$¢ Pracownikéw”, jest przypomnienie nam,
ze pozadane jest posiadanie wielu wyspecjalizowanych pracownikow,

z ktérych kazdy wykonuje swoje mate zadanie w stuzbie wigkszemu celowi.

Na przyklad, rozwazmy aplikacje chatbota, gdzie rdézni pracownicy Al sg
odpowiedzialni za obstuge réznych typéw zapytan uzytkownika. Na podstawie
danych wejsciowych uzytkownika, aplikacja dynamicznie wybiera odpowiedniego

pracownika Al do przetworzenia zapytania.

class ChatbotController < ApplicationController
def process_query
query = params]|:query]
query_type = QueryClassifierWorker.new(query).classify

case query_type
when 'greeting'

response = CGreetingWorker.new(query).generate_response
when 'product_inquiry'

response = ProductInquiryWorker.new(query).generate_response
when 'order_status'

response = OrderStatusWorker .new(query).generate_response
else

response = DefaultResponseWorker.new(query).generate_response
end

render json: { response: response }
end

end

W tym przykladzie, ChatbotController otrzymuje zapytanie uzytkownika poprzez
akcje process_query. Najpierw wykorzystuje QueryClassifierWorker do

okreslenia typu zapytania. Na podstawie sklasyfikowanego typu zapytania, kontroler
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dynamicznie wybiera odpowiedni modut AI do wygenerowania odpowiedzi. Ta
dynamiczna selekcja pozwala chatbotowi obstugiwaé rézne typy zapytan i kierowac je

do odpowiednich modutéw AL

’ Poniewaz praca QueryClassifierWorker jest stosunkowo prosta i nie

wymaga duzego kontekstu ani definicji funkcji, prawdopodobnie mozesz
zaimplementowac ja uzywajac ultra-szybkiego matego LLM, takiego jak
mistralai/mixtral-8x7b-instruct:nitro. Posiada on mozliwosci
zblizone do poziomu GPT-4 w wielu zadaniach i, w momencie gdy to pisze,
Groq moze obstugiwac go z oszalamiajaca przepustowoscig 444 tokendéw na

sekunde.

taczenie tradycyjnego NLP z LLM

Podczas gdy Wielkie Modele Jezykowe (LLM) zrewolucjonizowaly dziedzing
przetwarzania jezyka naturalnego (NLP), oferujac niezréwnana wszechstronnosé
i wydajno$¢ w szerokiej gamie zadan, nie zawsze sg one najbardziej efektywnym
lub oplacalnym rozwigzaniem kazdego problemu. W wielu przypadkach, laczenie
tradycyjnych technik NLP z LLM moze prowadzi¢ do bardziej zoptymalizowanych,
ukierunkowanych i ekonomicznych podej$¢ do rozwigzywania konkretnych wyzwan

NLP.

Pomysl o LLM jak o scyzoryku szwajcarskim w dziedzinie NLP — niewiarygodnie
wszechstronnym i poteznym, ale niekoniecznie najlepszym narzedziem do kazdego
zadania. Czasami dedykowane narzedzie, jak korkociag czy otwieracz do puszek,
moze by¢ bardziej skuteczne i wydajne do konkretnego zadania. Podobnie, tradycyjne
techniki NLP, takie jak grupowanie dokumentéw, identyfikacja tematéw i klasyfikacja,
czesto mogg zapewnic bardziej ukierunkowane i optacalne rozwigzania dla okre$lonych

aspektow twojego pipeline’u NLP.


https://openrouter.ai/models/mistralai/mixtral-8x7b-instruct:nitro
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Jedna z kluczowych zalet tradycyjnych technik NLP jest ich wydajno$¢ obliczeniowa. Te
metody, ktore czesto opieraja sie na prostszych modelach statystycznych lub podejsciach
opartych na regulach, moga przetwarza¢ duze ilosci danych tekstowych znacznie
szybciej i przy mniejszym obcigzeniu obliczeniowym w poréwnaniu do LLM. Sprawia
to, ze sg szczegblnie dobrze dostosowane do zadan zwigzanych z analizowaniem
i organizowaniem duzych korpuséw dokumentéw, takich jak grupowanie podobnych

artykulow czy identyfikacja kluczowych tematéw w zbiorze tekstow.

Co wiecej, tradycyjne techniki NLP czesto mogg osigga¢ wysoka dokladnosé i precyzje
w konkretnych zadaniach, szczegdlnie gdy sa trenowane na zbiorach danych
z okreslonej dziedziny. Na przyktad, dobrze dostrojony klasyfikator dokumentéw
wykorzystujacy tradycyjne algorytmy uczenia maszynowego, takie jak Maszyny
Wektoréw Nosnych (SVM) czy Naiwny Klasyfikator Bayesa, moze precyzyjnie
kategoryzowaé dokumenty do predefiniowanych kategorii przy minimalnym koszcie

obliczeniowym.

Jednak LLMs naprawde blyszcza, gdy chodzi o zadania wymagajace glebszego
zrozumienia jezyka, kontekstu i wnioskowania. Ich zdolnos¢ do generowania
spojnego i kontekstowo trafnego tekstu, odpowiadania na pytania i streszczania
diugich fragmentéw jest niedoScigniona przez tradycyjne metody NLP. LLMs
potrafia skutecznie radzi¢ sobie ze zlozonymi zjawiskami jezykowymi, takimi jak
wieloznaczno$¢, koreferencja i wyrazenia idiomatyczne, co czyni je nieocenionymi

w zadaniach wymagajacych generowania lub rozumienia jezyka naturalnego.

Prawdziwa moc tkwi w taczeniu tradycyjnych technik NLP z LLMs w celu tworzenia
podej$¢ hybrydowych, ktére wykorzystuja zalety obu metod. Uzywajac tradycyjnych
metod NLP do zadan takich jak wstepne przetwarzanie dokumentéw, klastrowanie
i ekstrakcja tematow, mozna efektywnie organizowac i strukturyzowac dane tekstowe.
Te ustrukturyzowane informacje moga by¢ nastepnie przekazywane do LLMs w celu
wykonywania bardziej zaawansowanych zadan, takich jak generowanie streszczen,

odpowiadanie na pytania czy tworzenie kompleksowych raportow.
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Na przyktad, rozwazmy przypadek uzycia, w ktorym chcemy wygenerowac raport
o trendach dla konkretnej dziedziny na podstawie duzego korpusu pojedynczych
dokumentéw opisujacych trendy. Zamiast polega¢ wylacznie na LLMs, co moze by¢
kosztowne obliczeniowo i czasochlonne przy przetwarzaniu duzych ilosci tekstu, mozna

zastosowac podejscie hybrydowe:

1. Wykorzystaé¢ tradycyjne techniki NLP, takie jak modelowanie tematyczne (np.
Ukryta Alokacja Dirichleta) lub algorytmy klastrowania (np. K-$rednich), do
grupowania podobnych dokumentéw o trendach i identyfikacji kluczowych
motywow i tematéw w korpusie.

2. Przekaza¢ pogrupowane dokumenty i zidentyfikowane tematy do LLM,
wykorzystujac jego lepsze mozliwosci rozumienia i generowania jezyka do
tworzenia spojnych i informatywnych streszczen dla kazdego klastra lub tematu.

3. Na koniec, uzyé LLM do wygenerowania kompleksowego raportu o trendach
poprzez polaczenie pojedynczych streszczen, wyrdznienie najwazniejszych
trendéow oraz dostarczenie spostrzezen i rekomendacji na podstawie

zagregowanych informacji.

Laczac tradycyjne techniki NLP z LLMs w ten sposob, mozna efektywnie przetwarzaé
duze ilosci danych tekstowych, wydobywaé znaczace spostrzezenia i generowac
wysokiej jakosci raporty przy jednoczesnej optymalizacji zasoboéw obliczeniowych

i kosztow.

Rozpoczynajac projekty NLP, kluczowe jest staranne ocenienie konkretnych wymagan
iograniczen kazdego zadania oraz rozwazenie, jak tradycyjne metody NLP i LLMs mogg
by¢ wspdlnie wykorzystane do osiggniecia najlepszych rezultatéw. Laczac wydajnosé
i precyzje tradycyjnych technik z wszechstronnoscig i moca LLMs, mozesz tworzy¢
wysoce skuteczne i ekonomiczne rozwigzania NLP, ktore dostarczaja wartos¢ Twoim

uzytkownikom i interesariuszom.



Uzywanie Narzedzi

W dziedzinie tworzenia aplikacji opartych na sztucznej inteligencji, koncepcja

“uzycia narzedzi” lub “wywolania funkcji” stala sie potezng technika, ktéra umozliwia
twojemu LLM faczenie sie z zewnetrznymi narzedziami, interfejsami API, funkcjami,
bazami danych i innymi zasobami. To podejicie pozwala na bogatszy zestaw
zachowan niz tylko generowanie tekstu oraz bardziej dynamiczne interakcje miedzy
komponentami Al a resztg ekosystemu aplikacji. Jak przekonamy si¢ w tym rozdziale,
uzycie narzedzi daje rowniez mozliwo$¢ generowania danych przez model Al w sposob

ustrukturyzowany.

Czym jest uzycie narzedzi?

Uzycie narzedzi, znane réwniez jako wywolanie funkcji, to technika pozwalajaca

programistom okreslic¢ liste funkcji, z ktérymi LLM moze wchodzi¢ w interakcje podczas
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procesu generowania. Narzedzia te moga obejmowac zaréwno proste funkcje uzytkowe,
jak i ztozone interfejsy API czy zapytania do baz danych. Zapewniajac modelowi LLM
dostep do tych narzedzi, programisci mogg rozszerzy¢ mozliwosci modelu i umozliwic

mu wykonywanie zadan wymagajacych zewnetrznej wiedzy lub dziatan.

Rycina 8. Przyklad definicji funkcji dla pracownika Al analizujacego dokumenty

FUNCTION = {
name: "save_analysis",
description: "Save analysis data for document",
parameters: {
type: "object",
properties: {
title: {
type: "string",
maxLength: 140
},
summary: {
type: "string",
description: "comprehensive multi-paragraph summary with
overview and list of sections (if applicable)"
3
tags: {
type: "array",
items: {
type: "string",
description: "lowercase tags representing main themes
of the document"

}
}I

"required": %w[title summary tags]

}

}. freeze

Kluczowa idea stojaca za wykorzystaniem narzedzi jest zapewnienie modelowi
LLM mozliwosci dynamicznego wybierania i wykonywania odpowiednich narzedzi
w oparciu o dane wejsciowe uzytkownika lub biezgce zadanie. Zamiast polegaé

wylgcznie na wstepnie wytrenowanej wiedzy modelu, wykorzystanie narzedzi
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pozwala modelowi LLM korzysta¢ z zewnetrznych zasobéw w celu generowania
doktadniejszych, bardziej trafnych i praktycznych odpowiedzi. Wykorzystanie narzedzi
sprawia, ze techniki takie jak RAG (Generowanie Wspomagane Wyszukiwaniem) sg

znacznie tatwiejsze do wdrozenia niz bytyby w przeciwnym razie.

Nalezy zauwazy¢, ze o ile nie okreslono inaczej, w tej ksigzce zaklada sie, ze
model AI nie ma dostepu do zadnych wbudowanych narzedzi po stronie serwera.
Wszelkie narzedzia, ktore chcesz udostepni¢ swojemu Al, musza zostaé przez Ciebie
jawnie zadeklarowane w kazdym zadaniu API, wraz z mozliwoscig uruchomienia ich
wykonania, jesli i kiedy Twoje Al poinformuje Cie, ze chcialoby uzy¢ tego narzedzia

w swojej odpowiedzi.

Potencjat Wykorzystania Narzedzi

Wykorzystanie narzedzi otwiera szeroki wachlarz mozliwosci dla aplikacji opartych na

Al Oto kilka przykladow tego, co mozna osiggnaé dzieki wykorzystaniu narzedzi:

1. Chatboty i Asystenci Wirtualni: Poprzez polaczenie modelu LLM
z zewnetrznymi narzedziami, chatboty i asystenci wirtualni moga wykonywac
bardziej zlozone zadania, takie jak pobieranie informacji z baz danych,
wykonywanie wywotan API czy interakcja z innymi systemami. Na przyktad,
chatbot moze uzy¢ narzedzia CRM do zmiany statusu transakcji na podstawie
zadania uzytkownika.

2. Analiza Danych i Wnioski: Modele LLM moga by¢ polaczone z narzedziami
lub bibliotekami do analizy danych, aby wykonywaé zaawansowane zadania
przetwarzania danych. Umozliwia to aplikacjom generowanie spostrzezen,
przeprowadzanie analiz pordéwnawczych lub dostarczanie rekomendacji opartych

na danych w odpowiedzi na zapytania uzytkownikow.
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3. Wyszukiwanie i Pozyskiwanie Informacji: Wykorzystanie narzedzi pozwala
modelom LLM na interakcje z wyszukiwarkami, bazami danych wektorowych
lub innymi systemami pozyskiwania informacji. Poprzez przeksztalcanie zapytan
uzytkownika w zapytania wyszukiwawcze, model LLM moze pobiera¢ istotne
informacje z wielu Zrddet i dostarcza¢ wyczerpujace odpowiedzi na pytania
uzytkownikow.

4. Integracja z Uslugami Zewnetrznymi: Wykorzystanie narzedzi umozliwia
bezproblemowsg integracje miedzy aplikacjami opartymi na Al a ustugami
zewnetrznymi lub APL. Na przyktad, model LLM moze wspodtpracowaé z API
pogodowym, aby dostarcza¢ aktualne informacje o pogodzie, lub z API

ttumaczeniowym, aby generowa¢ odpowiedzi w wielu jezykach.

Przebieg Wykorzystania Narzedzi

Przeptyw pracy zwiazany z wykorzystaniem narzedzi zazwyczaj obejmuje cztery

kluczowe kroki:

1. Wlaczenie definicji funkeji do kontekstu zadania
2. Dynamiczny (lub jawny) wybér narzedzi
3. Wykonanie funkeji

4. Opcjonalna kontynuacja pierwotnego polecenia

Przyjrzyjmy sie szczegdtowo kazdemu z tych krokow.
Wiaczenie definicji funkcji do kontekstu zadania

SI wie, jakimi narzedziami dysponuje, poniewaz przekazujesz jej liste jako cze$¢ zadania
uzupelienia (zazwyczaj zdefiniowang jako funkcje przy uzyciu wariantu schematu

JSON).
Dokladna sktadnia definicji narzedzi jest zalezna od modelu.

Oto jak definiuje sie funkcje get_weather w Claude 3:
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{
"name": "get_weather",
"description": "Get the current weather in a given location",
"input_schema": {
"type": "object",
"properties": {
"location": {
"type": "string",
"description": "The city and state, e.g. San Francisco, CA"
3,
"unit": {
"type": "string",
"enum": ["celsius", "fahrenheit"],
"description": "The unit of temperature"
}
3,
"required": ["location"]
}
}

A oto jak zdefiniowalby$ te samg funkcje dla GPT-4, przekazujac jg jako wartosé

parametru tools:

"name": "get_current_weather",
"description": "Get the current weather in a given location",
"parameters": {
"type": "object",
"properties": {
"location": {
"type": "string",

"description": "The city and state, e.g. San Francisco, CA",
},
"unit": {

"type": "string",

"enum": ["celsius", "fahrenheit"],

"description": "The unit of temperature"
},

} ’

"required": ["location"],
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Prawie to samo, tylko inne bez wyraznego powodu! Jakie to irytujace.

Definicje funkcji okreslaja nazwe, opis i parametry wejsciowe. Parametry wejSciowe
mozna dodatkowo zdefiniowa¢ za pomoca atrybutow, takich jak wyliczenia
ograniczajace dopuszczalne wartosci, oraz okresli¢, czy dany parametr jest wymagany,

czy nie.

Oprocz wiasciwych definicji funkcji, mozesz réwniez zawrze¢ w dyrektywie

systemowej instrukcje lub kontekst wyjasniajacy, dlaczego i jak uzywac funkeji.

Na przyklad, moje narzedzie wyszukiwania internetowego w Olympii zawiera te
dyrektywe systemowa, ktéra przypomina SI, ze ma do dyspozycji wspomniane

narzedzia:

The “google_search™ and “realtime_search™ functions let you do research
on behalf of the user. In contrast to Google, realtime search is powered
by Perplexity and provides real-time information to curated current events
databases and news sources. Make sure to include URLs in your response so
user can do followup research.

Dostarczanie szczegélowych opisow jest uwazane za najwazniejszy czynnik
wplywajacy na wydajno$¢ narzedzia. Twoje opisy powinny wyjasnia¢ kazdy szczegot

dotyczacy narzedzia, w tym:

« Co narzedzie robi
« Kiedy powinno by¢ uzywane (a kiedy nie)
« Co oznacza kazdy parametr i jak wplywa na dziatanie narzedzia

« Wszelkie istotne zastrzezenia lub ograniczenia dotyczace implementacji narzedzia
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Im wiecej kontekstu mozesz dostarczy¢ Al na temat swoich narzedzi, tym lepiej bedzie
ono w stanie decydowad, kiedy i jak ich uzywaé. Na przyktad, Anthropic zaleca co
najmniej 3-4 zdania opisu na kazde narzedzie dla swojej serii Claude 3, wiecej jesli

narzedzie jest zlozone.

Nie jest to moze intuicyjne, ale opisy sg rowniez uwazane za wazniejsze niz przyklady.
Chociaz mozesz zawrze¢ przyklady uzycia narzedzia w jego opisie lub w towarzyszacym
prompcie, jest to mniej istotne niz posiadanie jasnego i kompleksowego wyjasnienia celu

i parametrow narzedzia. Dodawaj przyktady dopiero po pelnym opracowaniu opisu.

Oto przyklad specyfikacji funkcji API w stylu Stripe:

"name": "createPayment",
"description": "Create a new payment request",
"parameters": {
"type": "object",
"properties": {
"transaction_amount": {
"type": "number",
"description": "The amount to be paid"
1
"description": {
"type": "string",
"description": "A brief description of the payment"
},
"payment_method_id": {
"type": "string",

"description": "The payment method to be used"
1,
"payer": {
"type": "object",
"description”: "Information about the payer, including their name,
email, and identification number",
"properties": {
"name": {
"type": "string",
"description": "The payer's name"
3,

"email": {
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"type": "string",
"description": "The payer's email address"
3,
"identification": {
"type": "object",
"description": "The payer's identification number",
"properties": {
"type": {
"type": "string",
"description": "Identification document (e.g. CPF, CNPJ)"
}
"number": {
"type": "string",

"description": "The identification number"
}
}I
"required": [ "type", "number" ]
}
}I
"required": [ "name", "email", "identification" ]

W praktyce niektore modele maja problemy z obstuga zagniezdzonych
specyfikacji funkeji i zlozonych typéw danych wyjsciowych, takich jak
tablice, stowniki itp. Ale teoretycznie powiniene$ by¢ w stanie dostarczac

specyfikacje JSON Schema o dowolnej glebokosci!

Dynamiczny Wybér Narzedzi

Gdy wykonujesz uzupelnienie czatu, ktére zawiera definicje narzedzi, model LLM
dynamicznie wybiera najbardziej odpowiednie narzedzie(-a) do uzycia i generuje

wymagane parametry wejsciowe dla kazdego narzedzia.

W praktyce zdolno$¢ Al do wywolywania dokladnie wlasciwej funkcji i doktadnego

przestrzegania twojej specyfikacji dla parametréw wejSciowych bywa rdzna.
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Ustawienie parametru temperature na 0.0 znacznie pomaga, ale z mojego do§wiadczenia
wynika, ze nadal bedziesz napotyka¢ sporadyczne bledy. Te niepowodzenia obejmujg
halucynowane nazwy funkcji, blednie nazwane lub po prostu brakujace parametry
wejsciowe. Parametry sg przekazywane jako JSON, co oznacza, Ze czasami zobaczysz
bledy spowodowane obcietym, blednie zacytowanym lub w inny sposob uszkodzonym

kodem JSON.

P Wzorce Samouzdrawiajacych si¢ Danych moga poméc w automatycznym

naprawianiu wywotlan funkcji, ktore przestaja dziala¢ z powodu bledow

skladni.

Wymuszony (tzw. Jawny) Wybér Narzedzi

Niektére modele daja mozliwo$¢ wymuszenia wywotania konkretnej funkcji jako
parametr w zgdaniu. W przeciwnym razie, decyzja o tym, czy wywolaé funkcje, czy

nie, nalezy catkowicie do uznania Al.

Mozliwo$¢ wymuszenia wywolania funkcji jest kluczowa w niektérych scenariuszach,
gdzie chcesz zapewni¢ wykonanie konkretnego narzedzia lub funkcji, niezaleznie
od procesu dynamicznego wyboru Al Istnieje kilka powodéw, dla ktoérych ta

funkcjonalno$¢ jest wazna:

1. Jawna Kontrola: Mozesz uzywa¢ Al jako Komponentu Dyskretnego
lub w predefiniowanym przeplywie pracy, ktéry wymaga wykonania
konkretnej funkcji w konkretnym momencie. Wymuszajac wywolanie, mozesz
zagwarantowaé, ze pozadana funkcja zostanie wywolana, zamiast musie¢
grzecznie prosi¢ Al o jej wykonanie.

2. Debugowanie i Testowanie: Podczas rozwijania i testowania aplikacji opartych
na Al, mozliwo$¢ wymuszania wywolan funkcji jest nieoceniona do celéow

debugowania. Poprzez jawne wyzwalanie okre$lonych funkcji mozesz izolowac
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i testowaé pojedyncze komponenty swojej aplikacji. Pozwala to na weryfikacje
poprawno$ci implementacji funkcji, walidacje parametréw wejsciowych
i upewnienie sig, ze zwracane sg oczekiwane wyniki.

3. Obstuga przypadkéw brzegowych: Moga wystapi¢ przypadki brzegowe lub
wyjatkowe scenariusze, w ktorych dynamiczny proces wyboru Al moze nie
zdecydowa¢ si¢ na wykonanie funkcji, ktorg powinien wykonaé, co wiesz na
podstawie proceséw zewnetrznych. W takich sytuacjach mozliwo$¢ wymuszenia
wywolania funkeji pozwala na jawna obstuge tych przypadkow. Zdefiniuj reguty
lub warunki w logice aplikacji, aby okresli¢, kiedy nalezy przetamac decyzje AL

4. Sp6jnosé i odtwarzalnosé: Jesli masz okreslong sekwencje funkcji, ktore muszg
by¢ wykonane w konkretnej kolejnosci, wymuszenie wywotan gwarantuje, ze ta
sama sekwencja bedzie przestrzegana za kazdym razem. Jest to szczegdlnie wazne
w aplikacjach, gdzie spdjnos¢ i przewidywalne zachowanie sg kluczowe, jak na
przyktad w systemach finansowych czy symulacjach naukowych.

5. Optymalizacja wydajnosci: W niektérych przypadkach wymuszenie wywotania
funkeji moze prowadzi¢ do optymalizacji wydajnosci. Jesli wiesz, ze konkretna
funkcja jest wymagana do okreslonego zadania, a dynamiczny proces wyboru
Al moglby wprowadzi¢ niepotrzebne obcigzenie, mozesz pominaé proces
wyboru i bezposrednio wywolaé wymagana funkcje. Moze to poméc zmniejszy¢

opdznienia i poprawi¢ ogélng wydajnos¢ aplikacji.

Podsumowujac, mozliwos¢ wymuszania wywotan funkcji w aplikacjach opartych na
Al zapewnia jawna kontrole, pomaga w debugowaniu i testowaniu, obstuguje przypadki
brzegowe, zapewnia spdjnos¢ i odtwarzalnosé¢. To potezne narzedzie w twoim arsenale,

ale musimy omowic jeszcze jeden aspekt tej waznej funkcjonalnosci.
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’ W wielu przypadkach uzycia zwigzanych z podejmowaniem decyzji, zawsze

chcemy, aby model wykonat wywotlanie funkecji i moze nigdy nie chcemy,
aby model odpowiadat tylko swoja wewnetrzng wiedza. Na przykliad, jesli
kierujesz ruch miedzy wieloma modelami wyspecjalizowanymi w réznych
zadaniach (dane wielojezyczne, matematyka itp.), mozesz uzy¢ modelu
wywolujacego funkcje do delegowania zadan do jednego z modeli

pomocniczych i nigdy nie odpowiada¢ samodzielnie.

Parametr wyboru narzedzia

GPT-4 i inne modele jezykowe obstugujace wywolywanie funkcji daja ci parametr
tool_choice do kontrolowania, czy uzycie narzedzia jest wymagane jako czesé

uzupehienia. Ten parametr ma trzy mozliwe wartosci:

« auto daje Al pelng swobode w uzywaniu narzedzia lub po prostu odpowiadaniu

« required méwi Al ze musi wywola¢ narzedzie zamiast odpowiadal, ale
pozostawia wybor narzedzia w gestii Al

« Trzecia opcjg jest ustawienie parametru name_of_function, ktéry chcesz

wymusi¢. Wiecej na ten temat w nastepnej sekeji.

Zauwaz, ze jesli ustawisz wybér narzedzia (tool choice) narequired, model
P bedzie zmuszony wybraé najbardziej odpowiednig funkcje do wywotania
spo$rdd dostepnych, nawet jesli zadna tak naprawde nie pasuje do polecenia.
W momencie publikacji nie znam modelu, ktéry zwrdcilby pusta odpowiedz
tool_calls lub w inny sposéb poinformowal, ze nie znalazl odpowiednie;j

funkcji do wywotania.



Uzywanie Narzedzi 135

Wymuszanie Wywotania Funkcji dla Uzyskania
Ustrukturyzowanych Danych

Mozliwo$¢ wymuszenia wywolania funkcji daje sposob na wydobycie
ustrukturyzowanych danych z uzupelnienia czatu, zamiast koniecznosci samodzielnego

wyodrebniania ich z odpowiedzi tekstowe;.

Dlaczego wymuszanie funkeji w celu uzyskania ustrukturyzowanych danych jest tak
wazne? Mowiac prosto, poniewaz ekstrakcja ustrukturyzowanych danych z wynikéw
LLM jest ucigzliwa. Mozesz nieco ulatwic sobie zycie, proszac o dane w formacie
XML, ale wtedy musisz parsowa¢ XML. A co zrobi¢, gdy tego XML-a brakuje,
bo AI odpowiedziato: “Przepraszam, ale nie moge wygenerowac zgdanych danych,

poniewaz bla, bla, bla..”

Podczas uzywania narzedzi w ten sposob:

« Prawdopodobnie powinienes$ zdefiniowac pojedyncze narzedzie w swoim zadaniu
« Pamietaj o wymuszeniu uzycia jego funkcji za pomoca parametru tool_choice.
« Pamietaj, ze model przekaze dane wejSciowe do narzedzia, wiec nazwa narzedzia

i opis powinny by¢ z perspektywy modelu, nie twojej.

Ten ostatni punkt zastuguje na przyklad dla jasnosci. Powiedzmy, Ze prosisz
Al o przeprowadzenie analizy sentymentu tekstu uzytkownika. Nazwa funkcji nie
bylaby analyze_sentiment, ale raczej co§ w rodzaju save_sentiment_analysis.
To Al przeprowadza analize sentymentu, a nie narzedzie. Wszystko, co robi narzedzie

(z perspektywy Al), to zapisywanie wynikow analizy.

Oto przykltad uzycia Claude 3 do zapisania podsumowania obrazu w dobrze
ustrukturyzowanym formacie JSON, tym razem z wiersza polecen przy uzyciu

curl:
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curl https://api.anthropic.com/v1/messages \
--header "content-type: application/json" \
--header "x-api-key: $ANTHROPIC_API_KEY" \
--header "anthropic-version: 2023-06-01" \
--header "anthropic-beta: tools-2024-04-04" \
--data \
{
"model": "claude-3-sonnet-20240229",
"max_tokens": 1024,

"tools": [{
"name": "record_summary",
"description": "Record summary of image into well-structured JSON.",

"input_schema": {
"type": "object",
"properties": {
"key_colors": {
"type": "array",
"items": {
"type": "object",
"properties": {

" {
"type": "number",
"description": "red value [0.0, 1.0]"
1,
"g": {
"type": "number",
"description": "green value [0.0, 1.0]"
3,
"b": {
"type": "number",
"description": "blue value [0.0, 1.0]"
},
"name": {
"type": "string",
"description": "Human-readable color name
in snake_case, e.g.
\"olive_green\"or
\"turquoise\""
}
3,
"required": [ "r", "g", "b", "name" ]

} ’
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"description": "Key colors in the image. Four or less."
},
"description": {

"type": "string",

"description": "Image description. 1-2 sentences max."
3,
"estimated_year": {

"type": "integer",

"description": "Estimated year that the image was taken,
if is it a photo. Only set this if the
image appears to be non-fictional.
Rough estimates are okay!"

}
3
"required": [ "key_colors", "description" ]
}
3,
"messages": |
{
"role": "user",
"content": [
{
"type": "image",
"source": {
"type": "baseb64",
"media_type": "'$IMAGE_MEDIA_TYPE'",
"data": "'$IMAGE_BASE64'"
}
3,
{
"type": "text",
"text": "Use “record_summary” to describe this image."
}
]
}

} '

W przedstawionym przykladzie wykorzystujemy model Claude 3 firmy Anthropic do
wygenerowania ustrukturyzowanego podsumowania obrazu w formacie JSON. Oto jak

to dziala:
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1. Definiujemy pojedyncze narzedzie o nazwie record_summary w tablicy tools
w tadunku Zadania. To narzedzie odpowiada za zapisanie podsumowania obrazu
w dobrze ustrukturyzowanym formacie JSON.

2. Narzedzie record_summary posiada input_schema, ktéry okresla oczekiwanag

strukture wyjsciowego JSONa. Definiuje on trzy wlasciwosci:

« key_colors: Tablica obiektéw reprezentujgcych kluczowe kolory
w obrazie. Kazdy obiekt koloru posiada wlasciwosci okreslajace wartosci
czerwonego, zielonego i niebieskiego (w zakresie od 0.0 do 1.0) oraz czytelng
dla czlowieka nazwe koloru w formacie snake_case.

» description: Wiasciwos¢ typu string zawierajaca kroétki opis obrazu,
ograniczony do 1-2 zdan.

+ estimated_year: Opcjonalna wlasciwos¢ typu integer okreslajaca
szacowany rok wykonania zdjecia, je$li wydaje sie ono by¢ rzeczywista

fotografia.

3. W tablicy messages dostarczamy dane obrazu jako ciag zakodowany w base64
wraz z typem medium. Pozwala to modelowi na przetworzenie obrazu jako czesci
danych wejsciowych.

4. Polecamy réwniez Claude’owi uzycie narzedzia record_summary do opisania
obrazu.

5. Gdy zadanie zostaje wystane do modelu Claude 3, analizuje on obraz i generuje
podsumowanie JSON w oparciu o okreslony input_schema. Model wyodrebnia
kluczowe kolory, dostarcza krotki opis i szacuje rok wykonania zdjecia (jesli ma
to zastosowanie).

6. Wygenerowane podsumowanie JSON jest przekazywane jako parametry do
narzedzia record_summary, zapewniajgc ustrukturyzowang reprezentacje

kluczowych cech obrazu.

Wykorzystujac narzedzie record_summary z dobrze zdefiniowanym input_schema,

mozemy uzyska¢ ustrukturyzowane podsumowanie obrazu w formacie JSON bez
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polegania na ekstrakcji zwyklego tekstu. To podejscie zapewnia, ze dane wyjsciowe
maja spdjny format i moga by¢ fatwo analizowane i przetwarzane przez komponenty

konicowe aplikacji.

Mozliwo$¢ wymuszenia wywolania funkcji i okreslenia oczekiwanej struktury
wyjsciowe]j jest potezng funkcja wykorzystania narzedzi w aplikacjach opartych
na Al Pozwala to programistom na wigkszg kontrole nad generowanymi danymi
wyjsciowymi i upraszcza integracje danych generowanych przez Al z przeplywem

pracy ich aplikacji.

Wykonywanie Funkgc;ji

Zdefiniowale$ funkcje i wystales zapytanie do swojej sztucznej inteligencji, ktéra
zdecydowala, Ze powinna wywola¢ jedng z twoich funkcji. Teraz nadszed! czas, aby
twoj kod aplikacji lub biblioteka, jesli uzywasz gema Ruby takiego jak raix-rails,
przekazata wywotanie funkgcji i jej parametry do odpowiedniej implementacji w kodzie
twojej aplikacyi.

Twoj kod aplikacji decyduje, co zrobi¢ z wynikami wykonania funkeji. Moze to by¢
pojedyncza linia kodu w lambdzie, albo moze wymaga¢ wywolania zewnetrznego APL
Moze wigzaé si¢ z wywolaniem innego komponentu Al lub moze obejmowac setki czy
nawet tysigce linii kodu w pozostalej czesci twojego systemu. To catkowicie zalezy od

ciebie.

Czasami wywolanie funkcji jest koncem operacji, ale jesli wyniki reprezentujg
informacje w tancuchu myslowym, ktére maja byé¢ kontynuowane przez Al, wtedy
twoj kod aplikacji musi wstawi¢ wyniki wykonania do transkryptu czatu i pozwoli¢

Al kontynuowac przetwarzanie.

Na przyktad, oto deklaracja funkeji Raix uzywana przez AccountManager Olympii do
komunikacji z naszymi klientami jako czes¢ inteligentnej orkiestracji przeptywu pracy

w obstudze klienta.


https://github.com/OlympiaAI/raix-rails
https://github.com/OlympiaAI/raix-rails
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class AccountManager
include Raix::ChatCompletion

include Raix::FunctionDispatch
# ]lots of other functions...

function :notify_account_owner,
"Don't share UUID. Mention dollars if subscription changed",
message: { type: "string" } do |arguments]|
account.owner . freeform_notify(
subject: "Account Change Notification",
message: arguments|:message]

)
"Notified account owner"

end

Moze nie by¢ od razu jasne, co sie tutaj dzieje, wiec wyjasnie to krok po kroku.

1. Klasa AccountManager definiuje wiele funkcji zwigzanych z zarzadzaniem
kontem. Moze zmieniaé¢ plan, dodawac i usuwaé czlonkéw zespotu, miedzy
innymi.

2. Jej instrukcje najwyzszego poziomu informuja AccountManager, ze powinien
powiadomi¢ wlasciciela konta o wynikach zadania zmiany konta, uzywajac
funkcji notify_account_owner.

3. Zwiezla definicja funkcji zawiera jej:

. nazwe
» opis
« parametry message: { type: "string" }

« blok do wykonania, gdy funkcja jest wywotywana

Po zaktualizowaniu transkryptu wynikami bloku funkeji, metoda chat_completion
jest wywolywana ponownie. Ta metoda jest odpowiedzialna za wystanie
zaktualizowanego transkryptu rozmowy z powrotem do modelu Al do dalszego

przetwarzania. Nazywamy ten proces petlg konwersacji.
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Gdy model Al otrzymuje nowe zadanie chat completion z zaktualizowanym
transkryptem, ma dostep do wynikéw poprzednio wykonanej funkcji. Moze analizowaé
te wyniki, wlaczy¢ je do swojego procesu decyzyjnego i wygenerowac nastepna
odpowiedz lub dziatanie na podstawie skumulowanego kontekstu rozmowy. Moze
zdecydowaé sie na wykonanie dodatkowych funkcji w oparciu o zaktualizowany
kontekst lub wygenerowa¢ konicowa odpowiedZ na pierwotny prompt, jesli uzna, ze

dalsze wywotania funkcji nie sa konieczne.

Opcjonalna kontynuacja pierwotnego promptu

Gdy wysytasz wyniki narzedzia z powrotem do LLM i kontynuujesz przetwarzanie
pierwotnego promptu, Al wykorzystuje te wyniki do wywotania dodatkowych funkeji

lub wygenerowania koncowej odpowiedzi w formie zwyklego tekstu.

Niektére modele, takie jak Command-R od Cohere, potrafia cytowac
konkretne narzedzia uzyte w swoich odpowiedziach, zapewniajac

dodatkows przejrzysto$¢ i mozliwosé $ledzenia.

W zaleznosci od uzywanego modelu, wyniki wywotania funkeji beda znajdowacé sie
w wiadomos$ciach transkryptu, ktére majg swoja wiasng specjalng role, lub beda
odzwierciedlone w innej sktadni. Jednak najwazniejsze jest, aby te dane znajdowaly sie
w transkrypcie, Zeby Al mogtlo je uwzgledni¢ przy podejmowaniu decyzji o kolejnych

krokach.

P Czestym (i potencjalnie kosztownym) btedem jest zapomnienie o dodaniu

wynikow funkcji do transkryptu przed kontynuacjg czatu. W rezultacie
Al otrzyma prompt zasadniczo taki sam, jak przed pierwszym wywotaniem
funkcji. Innymi stowy, z perspektywy Al, funkcja jeszcze nie zostala
wywolana. Wiec wywoluje ja ponownie. I ponownie. I ponownie,
w nieskoniczono$¢, dopdki nie przerwiesz. Miejmy nadzieje, ze kontekst nie

byt zbyt duzy, a model nie byt zbyt drogi!


https://openrouter.ai/models/cohere/command-r
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Najlepsze praktyki uzywania narzedzi

Aby jak najlepiej wykorzysta¢ narzedzia, wez pod uwage nastepujace najlepsze

praktyki.

Opisowe definicje

Zapewnij jasne i opisowe nazwy oraz opisy dla kazdego narzedzia i jego parametréw
wejsciowych. Pomaga to modelowi jezykowemu lepiej zrozumieé cel i mozliwosci

kazdego narzedzia.

Z doswiadczenia moge powiedzie¢, ze popularne powiedzenie “nazewnictwo jest
trudne” ma tu zastosowanie; widzialem dramatycznie rézne rezultaty w dziataniu
modeli jezykowych tylko poprzez zmiane nazw funkeji czy sformutowania opiséw.

Czasami usuniecie opisOw poprawia wydajnosc.

Przetwarzanie wynikéw narzedzi

Przekazujac wyniki narzedzi z powrotem do modelu jezykowego, upewnij sie, ze sa
dobrze ustrukturyzowane i kompleksowe. Uzywaj znaczacych kluczy i wartosci do
reprezentowania wynikéw kazdego narzedzia. Eksperymentuj z réznymi formatami

i sprawdz, ktory dziala najlepiej, od JSON po zwykly tekst.

Interpreter wynikéw odpowiada na to wyzwanie, wykorzystujac Al do analizy
wynikéw i dostarczania przyjaznych dla cztowieka wyjasnien, podsumowan lub

kluczowych wnioskow.
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Obstuga btedéw

Zaimplementuj solidne mechanizmy obstugi btedow, aby poradzic¢ sobie z przypadkami,
gdy model jezykowy moze wygenerowac nieprawidtowe lub nieobstugiwane parametry
wejsciowe dla wywolan narzedzi. Elegancko obstuguj i odzyskuj sprawnosé¢ po

wszelkich bledach, ktére moga wystapi¢ podczas wykonywania narzedzia.

Jedna niezwykle pozytywna cechg Al jest to, ze rozumie komunikaty o bledach!
Oznacza to, ze jesli pracujesz w trybie szybkim i niezbyt eleganckim, mozesz po prostu
przechwyci¢ wszelkie wyjatki generowane podczas implementacji narzedzia i przekazaé

je z powrotem do Al, aby wiedziala, co sig stato!

Na przyktad, oto uproszczona wersja implementacji wyszukiwania Google w Olympii:

def google_search(conversation, params)
conversation.update_cstatus("Searching Google...")
query = params]|:query]
search = GoogleSearch.new(query).get_hash

conversation.update_cstatus("Summarizing results...")

Summar izeKnowledgeGraph . new. per form(conversation, search.to_json)
rescue StandardError => e

Honeybadger .notify(e)

{ error: e.message }.inspect
end

Wyszukiwania Google w Olympii to proces dwuetapowy. Najpierw wykonujesz
wyszukiwanie, a nastepnie podsumowujesz wyniki. Jesli wystapi btad, niezaleznie od
jego rodzaju, komunikat o bledzie jest pakowany i odsytany do SI. Ta technika stanowi

podstawe praktycznie wszystkich wzorcow Inteligentnej Obstugi Bledow.

Na przyklad, powiedzmy, ze wywolanie API GoogleSearch nie powiedzie si¢
z powodu bledu 503 Ustuga Niedostepna. Ten btad przechodzi do gléwnej obstugi
wyjatkow, a opis bledu jest odsytany do SI jako wynik wywotlania funkcji. Zamiast

pokazywaé uzytkownikowi pusty ekran lub techniczny biad, SI méwi co§ w rodzaju
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“Przepraszam, ale w tej chwili nie moge uzyska¢ dostepu do moich mozliwosci

wyszukiwania Google. Moge sprobowac¢ ponownie pdzniej, jesli chcesz”

Moze sie to wydawaé jedynie sprytnym trikiem, ale rozwaz inny rodzaj bledu, taki
gdzie SI wywoluje zewnetrzne API i ma bezposrednig kontrole nad parametrami
przekazywanymi do API. Moze popelnita blad w sposobie generowania tych
parametréw? Zaktadajac, ze komunikat o btedzie z zewnetrznego API jest wystarczajaco
szczegdlowy, przekazanie komunikatu o bledzie z powrotem do wywolujacej SI
oznacza, ze moze ona przemysle¢ te parametry i sprobowac ponownie. Automatycznie.

Niezaleznie od tego, jaki byl biad.

Teraz pomysl, ile wysitku wymagaloby odtworzenie tego rodzaju solidnej obstugi

bledéw w normalnym kodzie. To praktycznie niemozliwe.

Iteracyjne Udoskonalanie

Jesli LLM nie zaleca odpowiednich narzedzi lub generuje nieoptymalne odpowiedzi,
nalezy iteracyjnie dopracowywac definicje narzedzi, opisy i parametry wejsciowe.
Ciagle udoskonalaj i ulepszaj konfiguracje narzedzi w oparciu o zaobserwowane

zachowanie i pozadane rezultaty.

1. Zacznij od prostych definicji narzedzi: Rozpocznij od zdefiniowania narzedzi
z jasnymi i zwiezlymi nazwami, opisami i parametrami wejsciowymi. Unikaj
poczatkowo nadmiernego komplikowania konfiguracji narzedzi i skup sie na
podstawowej funkcjonalnosci. Na przyktad, jesli chcesz zapisa¢ wyniki analizy

sentymentu, zacznij od podstawowej definicji, takiej jak:
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"name": "save_sentiment_score",
"description": "Analyze user-provided text and generate sentiment score",
"parameters": {
"type": "object",
"properties": {
"score": {
"type": "float",
"description": "sentiment score from -1 (negative) to 1 (positive)"
}
3,

"required": ["score"]

2. Testuj i obserwuj: Po utworzeniu poczatkowych definicji narzedzi, przetestuj je
réznymi poleceniami i obserwuj, jak LLM wchodzi w interakcje z narzedziem.
Zwrd¢ uwage na jakos¢ i trafnosé generowanych odpowiedzi. Jesli LLM generuje
nieoptymalne odpowiedzi, czas na doprecyzowanie definicji narzedzi.

3. Udoskonal opisy: Jesli LLM biednie interpretuje przeznaczenie narzedzia, sprobuj
doprecyzowac¢ jego opis. Dostarcz wiecej kontekstu, przyktadéw lub wyjasnien,
aby pokierowa¢ LLM w efektywnym wykorzystaniu narzedzia. Na przyklad,
mozesz zaktualizowa¢ opis narzedzia do analizy sentymentu, aby bardziej

szczegbdlowo odnosit sie do tonu emocjonalnego analizowanego tekstu:

"name": "save_sentiment_score",
"description": "Determine the overall emotional tone of a piece of text,
such as customer reviews, social media posts, or feedback comments.",

4. Dostosuj parametry wejsciowe: Jesli LLM generuje nieprawidlowe lub nieistotne
parametry wejSciowe dla narzedzia, rozwaz dostosowanie definicji parametrow.
Dodaj bardziej szczegdlowe ograniczenia, reguty walidacji lub przyktady, aby

wyjasni¢ oczekiwany format danych wejsciowych.
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5. Wprowadzaj zmiany na podstawie informacji zwrotnej: Stale monitoruj
wydajnos¢ swoich narzedzi i zbieraj opinie od uzytkownikéw lub interesariuszy.
Wykorzystuj te informacje do identyfikacji obszaréw wymagajacych poprawy
i wprowadzaj iteracyjne udoskonalenia w definicjach narzedzi. Na przykiad, jesli
uzytkownicy zglaszaja, ze analiza nie radzi sobie dobrze z sarkazmem, mozesz

doda¢ odpowiednia uwage w opisie:

{
"name": "save_sentiment_score”,
"description": "Analyze the sentiment of a given text and return a sentiment
score between -1 (negative) and 1 (positive). Note: Sarcasm should be
considered negative.",
}

Poprzez iteracyjne udoskonalanie definicji narzedzi w oparciu o zaobserwowane
zachowania i informacje zwrotne, mozesz stopniowo poprawiaé wydajnosc
i skutecznos¢ swojej aplikacji opartej na Al. Pamietaj, aby definicje narzedzi byly
jasne, zwiezle i skoncentrowane na konkretnym zadaniu. Regularnie testuj i waliduj

interakcje narzedzi, aby upewnic sig, Ze sa zgodne z oczekiwanymi rezultatami.

Komponowanie i tgczenie narzedzi

Jednym z najpotezniejszych aspektow wykorzystania narzedzi, o ktérym dotychczas
tylko wspominano, jest mozliwo$¢ komponowania i lgczenia wielu narzedzi w celu
realizacji zlozonych zadan. Poprzez staranne projektowanie definicji narzedzi i ich
formatow wejscia/wyjscia, mozesz tworzy¢ wielokrotnego uzytku komponenty, ktére

mozna taczy¢ na rdzne sposoby.

Rozwazmy przyktad, w ktorym budujesz potok analizy danych dla swojej aplikacji

opartej na Al. Mozesz mie¢ nastepujace narzedzia:
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1. DataRetrieval: Narzedzie, ktore pobiera dane z bazy danych lub API na
podstawie okreslonych kryteriow.

2. DataProcessing: Narzedzie, ktore wykonuje obliczenia, transformacje lub
agregacje na pobranych danych.

3. DataVisualization: Narzedzie, ktére przedstawia przetworzone dane

w przyjaznym dla uzytkownika formacie, takim jak wykresy lub grafy.

Laczac te narzedzia ze sobg, mozesz stworzy¢ potezny przeptyw pracy, ktéry pobiera
odpowiednie dane, przetwarza je i przedstawia wyniki w znaczacy sposéb. Oto jak moze

wyglada¢ przeptyw pracy z wykorzystaniem narzedzi:

1. LLM otrzymuje zapytanie uzytkownika o wglad w dane sprzedazowe dla
okreslonej kategorii produktow.

2. LLM wybiera narzedzie DataRetrieval i generuje odpowiednie parametry
wejsciowe, aby pobraé wlasciwe dane sprzedazowe z bazy danych.

3. Pobrane dane sg “przekazywane” do narzedzia DataProcessing, ktore oblicza
metryki takie jak catkowity przychdd, rednia cena sprzedazy i wskaznik wzrostu.

4. Przetworzone dane sa nastepnie przetwarzane przez narzedzie
DataVisualization, ktére tworzy atrakcyjny wizualnie wykres lub graf
do reprezentacji wynikow, przekazujac URL wykresu z powrotem do LLM.

5. Na koniec, LLM generuje sformatowana odpowiedZ na zapytanie uzytkownika
przy uzyciu markdown, zawierajacg zwizualizowane dane i podsumowanie

kluczowych ustalen.

Komponujac te narzedzia razem, mozesz stworzy¢ pltynny przepltyw analizy danych,
ktéry mozna tatwo zintegrowaé z twoja aplikacja. Piekno tego podejscia polega na tym,
ze kazde narzedzie moze by¢ rozwijane i testowane niezaleznie, a nastepnie taczone na

rézne sposoby w celu rozwigzywania réznorodnych probleméw.

Aby umozliwi¢ plynne komponowanie i laczenie narzedzi, wazne jest zdefiniowanie

jasnych formatéw wejsciowych i wyjsciowych dla kazdego narzedzia.
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Na przyklad, narzedzie DataRetrieval moze przyjmowac parametry takie jak
szczeglly polaczenia z bazg danych, nazwa tabeli i warunki zapytania, a zwracac
zbior wynikéw jako ustrukturyzowany obiekt JSON. Narzedzie DataProcessing
moze nastepnie oczekiwaé tego obiektu JSON jako danych wejsciowych i generowaé
przeksztalcony obiekt JSON jako wynik. Poprzez standaryzacje przeptywu danych
miedzy narzedziami mozna zapewni¢ kompatybilnos¢ i mozliwos¢ ponownego

wykorzystania.

Projektujac swoj ekosystem narzedzi, zastandw sie, jak rézne narzedzia mozna taczy¢
w celu obstugi typowych przypadkéw uzycia w twojej aplikacji. Rozwaz stworzenie
narzedzi wysokiego poziomu, ktére enkapsuluja czesto wystepujace przeptywy pracy

lub logike biznesowa, utatwiajac LLM ich efektywny wybér i wykorzystanie.

Pamietaj, ze sita wykorzystania narzedzi tkwi w elastycznoséci i modularnosci, jaka
zapewnia. Dzielgc zlozone zadania na mniejsze, wielokrotnego uzytku narzedzia,
mozesz stworzy¢ solidng i adaptowalng aplikacje opartg na Al, ktdra moze sprostac

szerokiemu zakresowi wyzwan.

Przyszte Kierunki

Wraz z rozwojem dziedziny tworzenia aplikacji opartych na Al, mozemy spodziewaé
sie dalszych postepéw w mozliwosciach wykorzystania narzedzi. Niektore potencjalne

kierunki rozwoju obejmuja:

1. Wieloetapowe Wykorzystanie Narzedzi: LLM-y moga by¢ w stanie decydowac,
ile razy musza uzy¢ narzedzi, aby wygenerowa¢ satysfakcjonujaca odpowiedz.
Moze to obejmowac wielokrotne rundy wyboru i wykonania narzedzi w oparciu
o wyniki posrednie.

2. Predefiniowane Narzedzia: Platformy Al mogg dostarcza¢ zestaw

predefiniowanych narzedzi, ktore programisci moga wykorzysta¢ od razu
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po instalacji, takich jak interpretery Pythona, narzedzia do wyszukiwania w sieci
czy popularne funkcje uzytkowe.

3. Bezproblemowa Integracja: Wraz z rosnaca popularnoscia wykorzystania
narzedzi, mozemy spodziewaé si¢ lepszej integracji miedzy platformami
Al a popularnymi frameworkami programistycznymi, ulatwiajac programistom

wlaczanie wykorzystania narzedzi do ich aplikacji.

Wykorzystanie narzedzi jest potezng technika, ktéra umozliwia programistom
wykorzystanie pelnego potencjalu LLM-6w w aplikacjach opartych na Al Laczac
LLM-y z zewnetrznymi narzedziami i zasobami, mozesz tworzy¢ bardziej dynamiczne,
inteligentne i $wiadome kontekstu systemy, ktore moga adaptowac si¢ do potrzeb

uzytkownikéw oraz dostarcza¢ wartosciowych spostrzezen i dziatan.

Chociaz wykorzystanie narzedzi oferuje ogromne mozliwosci, wazne jest, aby by¢
$wiadomym potencjalnych wyzwan i kwestii do rozwazenia. Jednym z kluczowych
aspektow jest zarzadzanie zlozono$cig interakcji miedzy narzedziami i zapewnienie
stabilnosci oraz niezawodnosci calego systemu. Musisz obstuzy¢ scenariusze, w ktérych
wywolania narzedzi moga sie nie powiesé, zwrdci¢ nieoczekiwane wyniki lub mieé
wplyw na wydajnosé. Dodatkowo powiniene§ rozwazy¢ $rodki bezpieczenstwa
i kontroli dostepu, aby zapobiec nieuprawnionemu lub zlosliwemu wykorzystaniu
narzedzi. Odpowiednia obstuga btedéw, logowanie i mechanizmy monitorowania sa

kluczowe dla utrzymania integralnosci i wydajnosci aplikacji opartej na Al

Podczas eksplorowania mozliwosci wykorzystania narzedzi w Twoich wtasnych
projektach, pamietaj, aby zaczaé od jasnych celéw, projektowaé dobrze
ustrukturyzowane definicje narzedzi i iterowaé¢ na podstawie informacji zwrotnej
i wynikéw. Przy wlasciwym podejsciu i nastawieniu, wykorzystanie narzedzi moze
odblokowaé¢ nowe poziomy innowacji i wartosci w Twoich aplikacjach opartych na

sztucznej inteligencji
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Strumieniowanie danych przez HTTP, znane réwniez jako zdarzenia wysylane
przez serwer (SSE), to mechanizm, w ktérym serwer nieprzerwanie wysyla dane
do klienta w miare ich dostepnosci, bez potrzeby jawnego zadania ze strony
klienta. Poniewaz odpowiedZ Al jest generowana przyrostowo, sensowne jest
zapewnienie responsywnego doswiadczenia uzytkownika poprzez wyswietlanie
wynikéw Al w miare ich generowania. I faktycznie, wszystkie znane mi interfejsy API
dostawcow Al oferuja strumieniowe odpowiedzi jako opcje w ich punktach koficowych

do uzupehiania.

Powdd, dla ktérego ten rozdzial pojawia sie w tym miejscu ksigzki, zaraz po
Using Tools, wynika z tego, jak potezne moze by¢ potaczenie uzywania narzedzi
z odpowiedziami Al w czasie rzeczywistym dla uzytkownikéw. Umozliwia to
tworzenie dynamicznych i interaktywnych do$wiadczen, gdzie Al moze przetwarzaé

dane wejsciowe uzytkownika, wykorzystywaé rézne narzedzia i funkcje wedlug
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wlasnego uznania, a nastepnie dostarcza¢ odpowiedzi w czasie rzeczywistym.

Aby osiagna¢ te plynna interakcje, musisz napisa¢ procedury obstugi strumienia,
ktére mogg wysyla¢ zar6wno wywotania funkeji narzedziowych Al, jak i zwykly
tekst wyjsciowy do uzytkownika koncowego. Konieczno$¢ wykonywania petli po

przetworzeniu funkeji narzedziowej dodaje do tego zadania interesujace wyzwanie.

Implementacja ReplyStream

Aby zademonstrowaé, jak mozna zaimplementowal przetwarzanie strumieniowe,
ten rozdziat szczegbétowo omoéwi uproszczong wersje klasy ReplyStream, ktéra jest
uzywana w Olympii. Instancje tej klasy moga by¢ przekazywane jako parametr stream

w bibliotekach klienckich Al, takich jak ruby-openai i openrouter

Oto jak uzywam ReplyStream w PromptSubscriber Olympii, ktéry nastuchuje
poprzez Wisper tworzenia nowych wiadomosci uzytkownika.
class PromptSubscriber

include Raix::ChatCompletion

include Raix::PromptDeclarations
# many other declarations omitted. ..

prompt text: -> { user_message.content },
stream: -> { ReplyStream.new(self) },
until: -> { bot_message.complete? }

def message_created(message) # invoked by Wisper
return unless message.role.user? && message.content?

# rest of the implementation omitted. ..

Oproécz referencji context do subskrybenta promptu, ktéry ja zainicjowal, klasa
ReplyStream posiada réwniez zmienne instancyjne do przechowywania bufora
otrzymanych danych oraz tablice do $ledzenia nazw funkcji i argumentéw wywotanych

podczas przetwarzania strumienia.


https://github.com/alexrudall/ruby-openai
https://github.com/OlympiaAI/open_router
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class ReplyStream

attr_accessor :buffer, :f_name, :f_arguments, :context
delegate :bot_message, :dispatch, to: :context

def initialize(context)
self.context = context
self.buffer = []
self.f_name = []
self.f_arguments = []
end

def call(chunk, bytesize = nil)

end

end

Metoda initialize konfiguruje stan poczatkowy instancji ReplyStream,

inicjalizujac bufor, kontekst i inne zmienne.

Metodacall jest glownym punktem wejscia do przetwarzania danych strumieniowych.
Przyjmuje ona chunk danych (reprezentowany jako tablica asocjacyjna) oraz
opcjonalny parametr bytesize, ktéry w naszym przykltadzie nie jest wykorzystywany.
Wewnatrz tej metody klasa wykorzystuje dopasowywanie wzorcéw do obstugi réznych

scenariuszy w zaleznosci od struktury otrzymanego fragmentu danych.

’ Wywolanie deep_symbolize_keys na fragmencie danych pomaga

uczyni¢ dopasowywanie wzorcow bardziej eleganckim, pozwalajac nam

operowac¢ na symbolach zamiast na ciggach znakow.
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def call(chunk, _bytesize)

case chunk.deep_symbolize_keys

in { # match function name
choices: |

{
delta: {
tool_calls: |

{ index: index, function: {name: name} }

f_name[index]| = name

Pierwszym wzorcem, ktéry dopasowujemy, jest wywotanie narzedzia wraz z powigzang
nazwa funkcji. Jesli je wykryjemy, umieszczamy je w tablicy £_name. Przechowujemy
nazwy funkcji w tablicy indeksowanej, poniewaz model jest zdolny do réwnoleglego

wywolywania funkcji, wysylajac wiecej niz jedna funkcje do wykonania jednoczesnie.

Réwnolegle wywotywanie funkeji to zdolnos¢ modelu AI do wykonywania wielu
wywolan funkcji jednoczesnie, pozwalajaca na rownolegle rozwigzywanie efektow
i wynikow tych wywolan. Jest to szczegélnie przydatne, gdy funkcje zajmuja
duzo czasu, i redukuje komunikacje dwustronng z API, co z kolei moze znaczaco

zmniejszy¢ zuzycie tokendw.

Nastepnie musimy dopasowaé argumenty odpowiadajace wywotaniom funkcji.
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in { # match arguments

choices: |
{
delta: {
tool_calls: |
{
index: index, function: {arguments: argument }
}
]
}
}
1}
f_arguments|index] ||= "" # initialize if not already

f_arguments[index| << argument

Podobnie jak w przypadku nazw funkcji, umieszczamy argumenty w tablicy

indeksowanej.

Nastepnie zajmujemy si¢ zwyklymi komunikatami dla uzytkownika, ktére beda
przychodzi¢ z serwera token po tokenie i beda przypisywane do zmiennej
new_content. Musimy réwniez obserwowaé finish_reason. Bedzie on miat

warto$¢ nil az do ostatniego fragmentu sekwencji wyjsciowej.

in {
choices: |
{ delta: {content: new_content}, finish_reason: finish_reason }

1}

# you could transmit every chunk to the user here. ..

buffer << new_content.to_s

if finish_reason.present?
finalize
elsif new_content.to_s.match?(/\n\n/)
send_to_client # ...or buffer and transmit once per paragraph

end

Co istotne, dodajemy wyrazenie dopasowania wzorca do obstugi komunikatéw bledow
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wysylanych przez dostawce modelu AL W lokalnych $rodowiskach programistycznych
zglaszamy wyijatek, ale w srodowisku produkcyjnym logujemy blad i finalizujemy.

in { error: { message: } }
if Rails.env.local?
raise message
else
Honeybadger .notify("AI Error: #{message}")
finalize

end

Ostatnia klauzula else w instrukeji case zostanie wykonana, jesli Zaden z poprzednich
wzorcoOw nie zostanie dopasowany. To po prostu zabezpieczenie, dzigki ktdremu

dowiemy si¢, gdy model Al zacznie wysyta¢ nam nierozpoznane fragmenty.

else

Honeybadger .notify("Unrecognized Chunk: #{chunk}")
end

end

Metoda send_to_client odpowiada za wysylanie zbuforowanej zawartosci do
klienta. Sprawdza, czy bufor nie jest pusty, aktualizuje zawarto$¢ wiadomosci bota,
renderuje wiadomo$¢ bota i zapisuje zawarto$¢ w bazie danych w celu zapewnienia

trwatosci danych.
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def send_to_client
# no need to process pure whitespace

return if buffer.join.squish.blank?

# set the buffer content on the bot message
content = buffer. join
bot_message.content = content

# save to database so that we never lose data
# even 1f the stream doesn't terminate correctly

bot_message.update_column( :content, content)

# update content via websocket
ConversationRenderer .update(bot_message)
end

Metoda finalize jest wywolywana po zakonczeniu przetwarzania strumienia.
Przekazuje wywotania funkcji, jesli jakiekolwiek zostaly otrzymane podczas strumienia,
aktualizuje wiadomos¢ bota z koficows zawartoscig i innymi istotnymi informacjami

oraz resetuje histori¢ wywotan funkcji

def finalize
if f_name.any?
f_name.each_with_index do |name, index|
# takes care of calling the function wherever it's implemented
dispatch(name:, arguments: JSON.parse(f_arguments|index]))
end

# reset the function call history
f_name.clear
f_arguments.clear

else
content = buffer. join.presence
bot_message.update! (content:, complete: true)
ConversationRenderer .update(bot_message)

end

end

Jesli model zdecyduje sie wywotaé¢ funkcje, musisz “wysta¢” to wywolanie funkeji
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(nazwe i argumenty) w taki sposob, aby zostalo ono wykonane, a komunikaty

function_call i function_result zostaly dodane do transkryptu rozmowy

Z mojego doswiadczenia wynika, ze lepiej jest obstugiwac tworzenie komunikatow
funkcji w jednym miejscu w bazie kodu, zamiast polegaé na implementacjach
narzedzi. Jest to nie tylko bardziej przejrzyste, ale ma tez bardzo wazny praktyczny
powdd: jesli model Al wywola funkcje i nie zobaczy wynikajacych z tego wywotania
komunikatow w transkrypcie podczas petli, wywola te samgq funkcje ponownie.
Potencjalnie w nieskoniczonos$¢. Pamietaj, ze Al jest calkowicie bezstanowe, wiec

dopoki nie przekazesz mu z powrotem tych wywotan funkeji, to tak jakby sie nie

wydarzyly.
# PromptSubscriber#dispatch

def dispatch(name:, arguments:)
# adds a function_call message to the conversation transcript
# plus dispatches to tool and returns result
conversation. function_call!(name, arguments).then do |result]
# add function result message to the transcript
conversation. function_result!(name, result)
end

end

Czyszczenie historii wywolan funkcji po ich wykonaniu jest réwnie wazne
jak upewnienie sie, ze wywolanie i jego wyniki trafiaja do transkryptu,
dzieki czemu nie bedziesz ciagle wywolywa¢ tych samych funkcji w kétko

przy kazdym przebiegu petli.

“Petla konwersacji”

W  klasie PromptSubscriber uzywamy metody prompt z modulu

PromptDeclarations do zdefiniowania zachowania petli konwersacji. Parametr
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until jest ustawiony na -> { bot_message.complete? }, co oznacza, ze petla
bedzie kontynuowana dopéki bot _message nie zostanie oznaczony jako zakonczony.
prompt text: -> { user_message.content },

stream: -> { ReplyStream.new(self) },
until: -> { bot_message.complete? }

’ A kiedy bot_message jest oznaczana jako zakonczona? Jesli nie pamietasz,

sprawdz linie 13 metody finalize.

Przeanalizujmy calg logike przetwarzania strumieniowego.

1. PromptSubscriber otrzymuje nowa wiadomos$¢ uzytkownika przez metode
message_created, ktéra jest wywolywana przez system pub/sub Wisper
za kazdym razem, gdy uzytkownik koficowy tworzy nowe zapytanie.

2. Metoda klasowa prompt w sposéb deklaratywny definiuje zachowanie logiki
uzupelniania czatu dla PromptSubscriber. Model AI wykona uzupelnienie
czatu z treScig wiadomosci uzytkownika, nowg instancja ReplyStream jako
parametrem strumieniowym oraz okreslonym warunkiem petli.

3. Model Al przetwarza zapytanie i zaczyna generowa¢ odpowiedz. W miare
strumieniowania odpowiedzi, metoda call instancji ReplyStream jest
wywolywana dla kazdego fragmentu danych.

4. Jesli model AI zdecyduje sic wywola¢ funkcje narzedziowa, nazwa funkeji
i argumenty sa wyodrebniane z fragmentu i zapisywane odpowiednio w tablicach
f_name i f_arguments.

5. Jesli model Al generuje tre$¢ przeznaczong dla uzytkownika, jest ona buforowana
i wysylana do klienta za pomoca metody send_to_client.

6. Po zakonczeniu przetwarzania strumienia, wywolywana jest metoda finalize.
Jesli podczas strumieniowania zostaly wywolane jakiekolwiek funkcje
narzedziowe, sa one dystrybuowane przy uzyciu metody dispatch klasy

PromptSubscriber.
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7. Metoda dispatch dodaje wiadomos¢ function_call do transkryptu rozmowy,
wykonuje odpowiednig funkcje narzedziows i dodaje wiadomos¢ function_-
result do transkryptu z wynikiem wywotania funkeji.

8. Po dystrybuowaniu funkcji narzedziowych, historia wywotan funkeji jest
czyszczona, aby zapobiec duplikatom wywotan funkeji w kolejnych petlach.

9. Jesli nie wywotano zadnych funkcji narzedziowych, metoda finalize
aktualizuje bot_message koficows trescia, oznacza ja jako zakonczona i wysyla
zaktualizowang wiadomo$¢ do klienta.

10. Warunek petli -> { bot_message.complete? } jest sprawdzany. Jesli
bot_message nie jest oznaczona jako zakoniczona, petla jest kontynuowana,
a pierwotne zapytanie jest ponownie przesytane z zaktualizowanym transkryptem
roZmowy.

11. Kroki 3-10 sa powtarzane do momentu oznaczenia bot_message jako
kompletnej, co wskazuje, ze model Al zakonczyl generowanie odpowiedzi

i nie ma potrzeby wykonywania kolejnych funkcji narzedziowych.

Poprzez implementacje petli konwersacji, umozliwiasz modelowi AI prowadzenie
interakcji tam i z powrotem z aplikacja, wykonywanie funkcji narzedziowych wedlug
potrzeb i generowanie odpowiedzi dla uzytkownika, az do naturalnego zakoriczenia

konwersacji.

Polaczenie przetwarzania strumieniowego i petli konwersacji pozwala na dynamiczne
i interaktywne doswiadczenia oparte na Al, gdzie model Al moze przetwarzac¢ dane
wejsciowe uzytkownika, wykorzystywaé rézne narzedzia i funkcje oraz dostarczaé
odpowiedzi w czasie rzeczywistym na podstawie rozwijajacego si¢ kontekstu

konwersacji.

Automatyczna Kontynuacja

Nalezy pamietaé o ograniczeniach wyjscia Al. Wiekszo$¢ modeli ma maksymalng

liczbe tokendw, ktoére moga wygenerowac w pojedynczej odpowiedzi, co jest okreslone
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przez parametr max_tokens. Jesli model Al osiggnie ten limit podczas generowania

odpowiedzi, nagle sie zatrzyma i wskaze, ze wyjscie zostalo przerwane.

W strumieniowej odpowiedzi z API platformy AI mozna wykry¢ te sytuacje,
sprawdzajac zmienng finish_reason w fragmencie. Jesli finish_reason jest
ustawiony na "length" (lub inng warto$¢ kluczows specyficzng dla modelu), oznacza
to, ze model osiagnat swoj maksymalny limit tokenéw podczas generowania i wyjscie

zostalo przerwane.

Jednym ze sposobéw na eleganckie obstuzenie tego scenariusza i zapewnienie ptynnego
doswiadczenia uzytkownika jest zaimplementowanie mechanizmu automatycznej
kontynuacji w logice przetwarzania strumieniowego. Dodajac dopasowanie wzorca
dla powodéw zakoriczenia zwigzanych z dilugoscia, mozesz wybra¢ zapetlenie

i automatyczne kontynuowanie wyjscia od miejsca, w ktorym zostato przerwane.

Oto celowo uproszczony przyktad tego, jak mozna zmodyfikowac metode call w klasie

ReplyStream, aby obslugiwaé automatyczng kontynuacje:

LENGTH_STOPS = %w[length MAX_TOKENS]

def call(chunk, _bytesize)

case chunk.deep_symbolize_keys

in {
choices: |
{ delta: {content: new_content},
finish_reason: finish_reason } | }

buffer << new_content.to_s

if finish_reason.blank?
send_to_client if new_content.to_s.match?(/\n\n/)
elsif LENGTH_STOPS.include?(finish_reason)
continue_cutoff
else
finalize
end
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end

end
private

def continue_cutoff
conversation.bot_message! (buffer. join, visible: false)
conversation.user_message! ("please continue", visible: false)
bot_message.update_column( :created_at, Time.current)

end

W tej zmodyfikowanej wersji, gdy finish_reason wskazuje na przerwane dane
wyjsciowe, zamiast finalizowa¢ strumien, dodajemy pare wiadomosci do transkryptu
bez finalizacji, przenosimy oryginalng wiadomo$¢ widoczng dla uzytkownika na “sp6d”
transkryptu poprzez aktualizacje jej atrybutu created_at, a nastepnie pozwalamy petli

sie wykonad¢, dzieki czemu SI kontynuuje generowanie w miejscu, w ktorym przerwata.

Pamietaj, ze punkt koficowy uzupelniania SI jest bezstanowy. “Wie” on tylko to, co
przekazesz mu przez transkrypt. W tym przypadku, sposob w jaki komunikujemy SI, ze
zostala przerwana, polega na dodaniu “niewidocznych” (dla koficowego uzytkownika)
wiadomosci do transkryptu. Pamietaj jednak, ze jest to celowo uproszczony przykiad.
Rzeczywista implementacja wymagalaby dalszego zarzadzania transkryptem, aby
upewnic sie, ze nie marnujemy tokenéw i/lub nie dezorientujemy SI zduplikowanymi

wiadomosciami asystenta w transkrypcie.

Prawdziwa implementacja auto-kontynuacji powinna réwniez zawieraé¢ tak zwang
“logike bezpiecznika”, aby zapobiec niekontrolowanemu zapetlaniu. Powodem jest to, ze
przy okreslonych rodzajach monitéw uzytkownika i niskich ustawieniach max_tokens,

SI mogtaby w nieskoriczono$¢ generowaé dane wyjsciowe widoczne dla uzytkownika.
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Pamietaj, ze kazda petla wymaga osobnego zadania, a kazde zadanie ponownie
wykorzystuje caly twodj transkrypt. Powiniene$ dokladnie rozwazyé kompromis
miedzy dos$wiadczeniem uzytkownika a wykorzystaniem API, podejmujac decyzje
o implementacji auto-kontynuacji w swojej aplikacji. Auto-kontynuacja moze
by¢ szczegélnie niebezpiecznie kosztowna, zwlaszcza przy korzystaniu z premium

komercyjnych modeli.

Podsumowanie

Przetwarzanie strumieniowe jest kluczowym aspektem budowania aplikacji
wykorzystujacych sztuczng inteligencje, ktére laczag wykorzystanie narzedzi
z odpowiedziami SI w czasie rzeczywistym. Poprzez efektywne zarzadzanie danymi
strumieniowymi z API platform SI, mozesz zapewni¢ plynne i interaktywne
doswiadczenie uzytkownika, obstugiwa¢ duze odpowiedzi, optymalizowac

wykorzystanie zasobow i elegancko obstugiwaé bledy.

Zaprezentowana klasa Conversation: :ReplyStream pokazuje, jak przetwarzanie
strumieniowe moze by¢ zaimplementowane w aplikacji Ruby przy uzyciu dopasowania
wzorcow i architektury sterowanej zdarzeniami. Poprzez zrozumienie i wykorzystanie
technik przetwarzania strumieniowego, mozesz uwolni¢ pelny potencjal integracji SI

w swoich aplikacjach i dostarczy¢ potezne i angazujace doswiadczenia uzytkownika.



Samonaprawiajace sie dane

Samonaprawiajgce si¢ dane to skuteczne podejScie do zapewnienia integralnosci,

spojnosci i jakosci danych w aplikacjach poprzez wykorzystanie mozliwosci duzych
modeli jezykowych (DM]J). Ta kategoria wzorcéw koncentruje sie na wykorzystaniu
Al do automatycznego wykrywania, diagnozowania i korygowania anomalii,
niespdjnosci lub btedéw w danych, zmniejszajac tym samym obcigzenie programistow

i utrzymujgc wysoki poziom niezawodnosci danych.

U podstaw wzorcéw samonaprawiajacych sie danych lezy przekonanie, ze dane s
zyciodajng silg kazdej aplikacji, a zapewnienie ich dokladnosci i integralnosci ma
kluczowe znaczenie dla prawidlowego funkcjonowania i doswiadczenia uzytkownika
aplikacji. Jednak zarzadzanie i utrzymywanie jakosci danych moze by¢ zlozonym
i czasochlonnym zadaniem, szczegélnie gdy aplikacje rosng pod wzgledem rozmiaru

i zlozonosci. W tym miejscu do gry wkracza moc AL
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We wzorcach samonaprawiajacych sie danych, komponenty Al sg wykorzystywane
do cigglego monitorowania i analizowania danych aplikacji. Modele te majg zdolnos¢
rozumienia i interpretowania wzorcéw, zaleznosci i anomalii w danych. Wykorzystujac
mozliwosci przetwarzania i rozumienia jezyka naturalnego, moga identyfikowaé
potencjalne problemy lub niespéjnosci w danych i podejmowaé odpowiednie dziatania

w celu ich naprawy.

Proces samonaprawiania danych zazwyczaj obejmuje kilka kluczowych krokow:

1. Monitorowanie danych: Komponenty Al nieustannie monitoruja strumienie
danych aplikacji, bazy danych lub systemy przechowywania, poszukujac
wszelkich oznak anomalii, niespdjnoéci lub bledéw. Alternatywnie mozesz
aktywowaé komponent Al w reakcji na wyjatek.

2. Wykrywanie anomalii: Gdy problem zostanie wykryty, komponent
Al szczegdlowo analizuje dane, aby zidentyfikowaé konkretny charakter
i zakres problemu. Moze to obejmowaé¢ wykrywanie brakujacych wartosci,
niespéjnych formatéw lub danych naruszajacych predefiniowane reguly czy
ograniczenia.

3. Diagnoza i korekta: Po zidentyfikowaniu problemu, komponent Al wykorzystuje
swoja wiedze i zrozumienie domeny danych do okreslenia odpowiedniego
dzialania. Moze to obejmowaé automatyczne korygowanie danych, uzupelnianie
brakujacych wartosci lub oznaczanie problemu do interwencji czlowieka, jesli
jest to konieczne.

4. Ciagle uczenie si¢ (opcjonalne, w zaleznosci od przypadku uzycia):
Gdy komponent Al napotyka i rozwiazuje rézne problemy z danymi, moze
generowac opisy tego, co si¢ wydarzylo i jak zareagowal. Te metadane moga
by¢ przekazywane do procesdw uczenia, co pozwala (i potencjalnie bazowemu
modelowi, poprzez dostrajanie) na coraz skuteczniejsze i efektywniejsze

identyfikowanie i rozwigzywanie anomalii w danych.

Dzigki automatycznemu wykrywaniu i korygowaniu probleméw z danymi mozesz
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zapewni, ze Twoja aplikacja dziala na wysokiej jako$ci, niezawodnych danych.
Zmniejsza to ryzyko wystapienia bledéw, niespdjnosci lub usterek zwigzanych
z danymi, ktére moglyby wplyna¢ na funkcjonalnosé¢ aplikacji lub do$wiadczenie

uzytkownika.

Gdy pracownicy Al zajmuja sie zadaniem monitorowania i korygowania danych,
mozesz skupi¢ swoje wysitki na innych kluczowych aspektach aplikacji. Oszczedza to
czas i zasoby, ktére w przeciwnym razie zostalyby pos§wiecone na reczne czyszczenie
i utrzymanie danych. W rzeczywistosci, wraz ze wzrostem rozmiaru i zlozonosci
aplikacji, reczne zarzadzanie jakosciag danych staje sie coraz trudniejsze. Wzorce
“Samouzdrawiajacych sie danych” skalujg sie efektywnie, wykorzystujac moc Al do

obstugi duzych ilosci danych i wykrywania probleméw w czasie rzeczywistym.

’ Ze wzgledu na swojg nature, modele AI moga adaptowac sie do

zmieniajacych sie wzorcow danych, schematéw lub wymagan w czasie,
przy niewielkim nadzorze lub bez niego. Dopdki ich dyrektywy zapewniaja
odpowiednie wskazéwki, szczegdlnie w zakresie zamierzonych rezultatow,
Twoja aplikacja moze ewoluowac i obstugiwaé nowe scenariusze danych bez

koniecznosci intensywnej interwencji recznej lub zmian w kodzie.

Wzorce samouzdrawiajacych sie danych dobrze komponujg sie z innymi kategoriami
wzorcow, o ktérych méwilismy, takimi jak “Multitude of Workers”. Mozliwo$é
samouzdrawiania danych mozna postrzegac jako wyspecjalizowany rodzaj pracownika,
ktéry koncentruje sie szczegélnie na zapewnieniu jakosci i integralnosci danych. Ten
rodzaj pracownika dziala réwnolegle z innymi pracownikami Al, z ktérych kazdy

przyczynia si¢ do réznych aspektow funkcjonalnosci aplikacii.

Wdrazanie wzorcow samouzdrawiajacych sie danych w praktyce wymaga starannego
zaprojektowania i integracji modeli Al z architektura aplikacji. Ze wzgledu na ryzyko
utraty i uszkodzenia danych, powinienes okresli¢ jasne wytyczne dotyczace sposobu
wykorzystania tej techniki. Powiniene$ réwniez wziaé pod uwage takie czynniki jak

wydajnosé, skalowalnosé i bezpieczenstwo danych.
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Praktyczne studium przypadku: Naprawianie

uszkodzonego JSON-a

Jednym =z najbardziej praktycznych i wygodnych sposobéw wykorzystania
samouzdrawiajacych sie danych jest réwniez bardzo prosty do wyjasnienia:

naprawianie uszkodzonego JSON-a.

Te technike mozna zastosowaé do powszechnego wyzwania, jakim jest radzenie sobie
z niedoskonatymi lub niespdjnymi danymi generowanymi przez LLM-y, takimi jak
uszkodzony JSON, i zapewnia podejscie do automatycznego wykrywania i korygowania

tych problemoéw.

W Olympii regularnie spotykam sie z sytuacjami, w ktérych LLM-y generuja dane
JSON, ktére nie sa w petni poprawne. Moze si¢ to zdarzy¢ z réznych powodéw, takich
jak dodawanie przez LLM komentarzy przed lub po wilasciwym kodzie JSON lub
wprowadzanie bledow sktadniowych, jak brakujace przecinki czy nieucieczkowane
cudzystowy. Te problemy moga prowadzi¢ do bledow parsowania i powodowac

zaktécenia w funkcjonowaniu aplikacji.

Aby rozwigzaé ten problem, zaimplementowalem praktyczne rozwiazanie w postaci
klasy JsonFixer. Klasa ta wucieleSnia wzorzec “Self-Healing Data”, przyjmujac
uszkodzony JSON jako dane wejsciowe i wykorzystujac LLM do jego naprawy,

zachowujac przy tym jak najwiecej informacji i pierwotnych intencji.
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class JsonFixer

include Raix::ChatCompletion

def call(bad_json, error_message)
raise "No data provided" if bad_json.blank? || error_message.blank?

transcript << {
system: "Consider user-provided JSON that generated a parse

exception. Do your best to fix it while preserving the
original content and intent as much as possible." }

transcript << { user: bad_json }

transcript << { assistant: "What is the error message?"}

transcript << { user: error_message }

transcript << { assistant: "Here is the corrected JSON\n " json\n" }

u\\\u}

self.stop = |

chat_completion(json: true)
end

def model
"mistralai/mixtral-8xTb-instruct:nitro"
end
end

Zwro¢ uwage, jak JsonFixer wykorzystuje Ventriloquist do kierowania

odpowiedziami Al

Proces samouzdrawiania danych JSON dziala nastepujaco:

1. Generowanie JSON: LLM jest wykorzystywany do generowania danych JSON
na podstawie okreslonych polecent lub wymagan. Jednak ze wzgledu na nature
LLM, wygenerowany JSON nie zawsze moze by¢ idealnie poprawny. Parser JSON

oczywiscie zglosi blad ParserError, jesli podamy mu niepoprawny JSON.
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begin

JSON.parse(11m_generated_json)

rescue JSON: :ParserError => e

JsonFixer.new.call(llm_generated_json, e.message)

end

Nalezy zauwazyé¢, ze komunikat o bledzie jest rowniez przekazywany do wywolania

JSONFixer, dzieki czemu nie musi on w pelni zakladaé, co jest nie tak z danymi,

szczegOlnie ze parser czesto dokladnie wskazuje, co jest nieprawidlowe.

2.

Korekta oparta na LLM: Klasa JSONF i xer wysyla uszkodzony JSON z powrotem
do LLM, wraz z konkretnym poleceniem lub instrukcja naprawy JSONa,
zachowujac przy tym jak najwiecej oryginalnych informacji i intencji.
LLM, wytrenowany na ogromnych ilosciach danych i rozumiejacy skladnie
JSON, prébuje poprawi¢ bledy i wygenerowaé prawidlowy ciagg JSON.
Ograniczanie odpowiedzi jest uzywane do ograniczenia wyjscia LLM, a jako
model Al wybieramy Mixtral 8x7B, poniewaz jest szczegélnie dobry do tego

rodzaju zadan.

. Walidacja i integracja: Naprawiony ciag JSON zwrécony przez LLM

jest parsowany przez samag klase JSONFixer, poniewaz wywolala ona
chat_completion(json: true). Jesli naprawiony JSON przejdzie walidacje,
zostaje zintegrowany z powrotem do przeplywu pracy aplikacji, pozwalajac
aplikacji na ptynne kontynuowanie przetwarzania danych. Uszkodzony JSON

zostal “uzdrowiony”.

Mimo ze napisatem i przepisalem wiasng implementacje JSONF i xer wiele razy, watpie,

czy catkowity czas zainwestowany we wszystkie te wersje przekracza godzine lub dwie.

Nalezy zauwazy¢, ze zachowanie intencji jest kluczowym elementem kazdego wzorca

samouzdrawiajgcych sie danych. Proces korekty oparty na LLM ma na celu zachowanie

oryginalnych informacji i intencji wygenerowanego JSONa w mozliwie najwiekszym
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stopniu. Zapewnia to, ze naprawiony JSON zachowuje swoje znaczenie semantyczne

i moze by¢ skutecznie wykorzystany w kontekscie aplikacji.

Ta praktyczna implementacja podejscia “Samouzdrawiajacych sie danych” w Olympii
jasno pokazuje, jak Al, a w szczegdlnosci LLM, moga byé wykorzystane do
rozwigzywania rzeczywistych wyzwan zwigzanych z danymi. Demonstruje to
moc laczenia tradycyjnych technik programowania z mozliwosciami Al w celu

budowania solidnych i wydajnych aplikacji.

Prawo Postela a wzorzec “Samouzdrawiajgcych sie
danych”

“Samouzdrawiajace sie dane”, czego przykladem jest klasa JSONFixer, dobrze wpisuja
sie w zasade znang jako Prawo Postela, nazywang rowniez Zasada solidnosci. Prawo

Postela mowi:

“Badz konserwatywny w tym, co robisz, badz liberalny w tym, co przyjmujesz od

innych”

Ta zasada, pierwotnie sformulowana przez Jona Postela, pioniera wczesnego
Internetu, podkresla znaczenie budowania systeméw, ktére s tolerancyjne wobec
réznorodnych lub nawet lekko niepoprawnych danych wejsciowych, zachowujac
jednoczesnie Sciste przestrzeganie okreslonych protokotow przy wysytaniu danych

wyjsciowych.

W kontekscie “Self-Healing Data” (samouzdrawiajacych si¢ danych), klasa
JSONFixer ucielesnia Prawo Postela poprzez liberalne podejscie do przyjmowania
uszkodzonych lub niedoskonatych danych JSON generowanych przez LLM (duze
modele jezykowe). Nie odrzuca natychmiast ani nie konczy sie niepowodzeniem
w przypadku napotkania kodu JSON, ktéry nie jest Scile zgodny z oczekiwanym

formatem. Zamiast tego przyjmuje tolerancyjne podejscie i probuje naprawié¢ JSON,
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wykorzystujac mozliwosci modeli LLM.

Poprzez liberalne przyjmowanie niedoskonalego JSONa, klasa JSONFixer
demonstruje odpornos¢ i elastyczno$¢. Uznaje, ze dane w rzeczywistym $wiecie
czesto wystepuja w roznych formach i nie zawsze moga by¢ zgodne ze $cistymi
specyfikacjami. Dzieki umiejetnemu obslugiwaniu i korygowaniu tych odchylen,
klasa zapewnia, ze aplikacja moze nadal sprawnie funkcjonowaé, nawet w obecnosci

niedoskonatych danych.

Z drugiej strony, klasa JSONFixer przestrzega rowniez konserwatywnego aspektu
Prawa Postela w odniesieniu do danych wyjsciowych. Po naprawieniu JSONa
za pomocg LLM, klasa waliduje poprawiony JSON, aby upewnié¢ sie, ze Scisle
odpowiada oczekiwanemu formatowi. Zachowuje integralnos¢ i poprawnos¢ danych
przed przekazaniem ich do innych czesci aplikacji. To konserwatywne podejscie
gwarantuje, ze dane wyjsciowe klasy JSONFixer sg niezawodne i sp6jne, promujac

interoperacyjno$¢ i zapobiegajac propagaciji btedow.
Ciekawostki o Jonie Postelu:
« Jon Postel (1943-1998) byl amerykanskim informatykiem, ktéry odegral

kluczowa role w rozwoju Internetu. Byl znany jako “Bog Internetu” ze

wzgledu na swoj znaczacy wktad w podstawowe protokoty i standardy.

Postel byt redaktorem serii dokumentéw Request for Comments (RFC), ktora

jest zbiorem technicznych i organizacyjnych notatek na temat Internetu.

Byl autorem lub wspétautorem ponad 200 RFC, w tym fundamentalnych

protokotéw takich jak TCP, IP i SMTP.

« Oprocz wkiadu technicznego, Postel byl znany ze swojego skromnego
i opartego na wspdlpracy podejscia. Wierzyl w znaczenie osiggania
konsensusu i wspdlnej pracy nad budows solidnej i interoperacyjnej sieci.

+ Postel pelit funkcje Dyrektora Wydzialu Sieci Komputerowych

w Information Sciences Institute (ISI) Uniwersytetu Poludniowej Kalifornii

(USC) od 1977 roku az do swojej przedwczesnej $mierci w 1998 roku.
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+ W uznaniu jego ogromnego wktadu, Postel zostal posmiertnie uhonorowany
prestizowg Nagrodg Turinga w 1998 roku, czesto okreslang jako “Nagroda

Nobla w dziedzinie informatyki”

Klasa JSONFixer promuje odpornosé, elastycznos¢ i interoperacyjnosé, ktore byty
podstawowymi warto$ciami, jakich Postel przestrzegal przez cala swoja kariere.
Budujac systemy, ktére sa tolerancyjne wobec niedoskonalosci, jednoczesnie
zachowujac Sciste przestrzeganie protokotéw, mozemy tworzy¢ aplikacje, ktore sg

bardziej odporne i adaptacyjne w obliczu rzeczywistych wyzwan.

Zastrzezenia i Przeciwwskazania

Mozliwo$¢ zastosowania podejsé zwigzanych z samoleczacymi sie danymi jest
catkowicie zalezna od rodzaju danych, jakimi operuje twoja aplikacja. Istnieje powdd,
dla ktérego mozesz nie chcieé¢ po prostu stosowa¢ monkeypatch na JSON . parse, aby
automatycznie korygowaé¢ wszystkie bledy parsowania JSON w swojej aplikacji: nie

wszystkie bledy moga lub powinny by¢ automatycznie korygowane.

Samoleczenie jest szczegélnie problematyczne w polaczeniu z wymogami
regulacyjnymi lub zgodnoSciowymi zwigzanymi z przetwarzaniem i obstuga
danych. Niektére branze, takie jak ochrona zdrowia i finanse, majg tak surowe
przepisy dotyczace integralnosci danych i mozliwosci audytu, ze wykonywanie
jakiejkolwiek korekeji danych w formie “czarnej skrzynki” bez odpowiedniego nadzoru
lub rejestrowania moze narusza¢ te regulacje. Kluczowe jest zapewnienie, ze wszystkie
opracowane techniki samoleczenia danych sg zgodne z odpowiednimi ramami

prawnymi i regulacyjnymi.

Stosowanie technik samoleczenia danych, szczegdlnie tych wykorzystujacych

modele Al, moze réwniez mie¢ duzy wplyw na wydajnosé¢ aplikacji i wykorzystanie
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zasobow. Przetwarzanie duzych ilosci danych przez modele Al w celu wykrywania
i korygowania btedéw moze by¢ obliczeniowo intensywne. Wazne jest, aby ocenic¢
kompromisy miedzy korzysciami ptynacymi z samoleczenia danych a zwigzanymi

z tym kosztami wydajno$ciowymi i zasobowymi.

To powiedziawszy, zaglebmy sie w czynniki zwigzane z podejmowaniem decyzji o tym,

kiedy i gdzie stosowac to potezne podejscie.

Krytycznosé Danych

Przy rozwazaniu zastosowania technik samoleczenia danych, kluczowa jest ocena
krytycznosci przetwarzanych danych. Poziom krytycznosci odnosi sie do waznosci

i wrazliwosci danych w kontekscie twojej aplikacji i jej domeny biznesowe;j.

W niektorych przypadkach automatyczne korygowanie bledéw w danych moze nie by¢
odpowiednie, szczegélnie jesli dane sg wysoce wrazliwe lub maja implikacje prawne.

Rozwazmy nastgpujace scenariusze:

1. Transakcje Finansowe: W aplikacjach finansowych, takich jak systemy
bankowe czy platformy tradingowe, dokladno$¢ danych jest najwyzszej wagi.
Nawet drobne bledy w danych finansowych moga mie¢ powazne konsekwencje,
takie jak nieprawidlowe salda kont, blednie przekierowane srodki czy btedne
decyzje handlowe. W takich przypadkach automatyczne korekty bez dokladnej
weryfikacji i audytu moga wprowadza¢ niedopuszczalne ryzyko.

2. Dokumentacja Medyczna: Aplikacje zwigzane z opieka zdrowotng operuja
na wysoce wrazliwych i poufnych danych pacjentow. Niedokladnosci
w dokumentacji medycznej mogg mie¢ powazne implikacje dla bezpieczenstwa
pacjenta i decyzji dotyczacych leczenia. Automatyczna modyfikacja danych
medycznych bez odpowiedniego nadzoru i walidacji przez wykwalifikowanych
pracownikéw stuzby zdrowia moze naruszaé wymogi regulacyjne i zagrazaé

dobru pacjenta.
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3. Dokumenty Prawne: Aplikacje obslugujace dokumenty prawne, takie jak
kontrakty, umowy czy dokumenty sadowe, wymagajg S$cistej dokiadnosci
i integralnosci. Nawet drobne bledy w danych prawnych moga mie¢ znaczace
konsekwencje prawne. Automatyczne korekty w tej dziedzinie moga nie by¢
odpowiednie, poniewaz dane czesto wymagaja recznego przegladu i weryfikacji

przez ekspertéw prawnych w celu zapewnienia ich waznosci i wykonalnosci.

W tych krytycznych scenariuszach dotyczacych danych, ryzyko zwiazane
z automatycznymi korektami czesto przewyzsza potencjalne korzysci. Konsekwencje
wprowadzenia bledow lub nieprawidlowej modyfikacji danych moga by¢ powazne,

prowadzac do strat finansowych, odpowiedzialnosci prawnej, a nawet szkod dla osob.

Przy pracy z danymi o wysokim stopniu krytycznosci, kluczowe jest priorytetowe
traktowanie procesow recznej weryfikacji i walidacji. Nadzor ludzki i wiedza
ekspercka sg niezbedne do zapewnienia dokladnosci i integralnosci danych. Techniki
automatycznego samouzdrawiania moga by¢ nadal stosowane do oznaczania
potencjalnych bledéw lub niespdjnosci, ale ostateczna decyzja dotyczaca korekt

powinna uwzglednia¢ ludzka ocene i zatwierdzenie.

Nalezy jednak zauwazy¢, ze nie wszystkie dane w aplikacji musza mieé¢ ten sam
poziom krytycznosci. W ramach tej samej aplikacji mogg wystepowac podzbiory
danych, ktére sg mniej wrazliwe lub ktérych bledy majg mniejszy wpltyw. W takich
przypadkach techniki samouzdrawiania danych mozna selektywnie stosowac do tych
konkretnych podzbioréw danych, podczas gdy dane krytyczne pozostaja przedmiotem

recznej weryfikacji.

Kluczowe jest staranne oszacowanie krytycznosci kazdej kategorii danych w aplikacji
oraz okreslenie jasnych wytycznych i proceséw obstugi korekt w oparciu o zwigzane
z nimi ryzyko i konsekwencje. Rozrézniajac dane krytyczne (np. ksiegi rachunkowe,
dokumentacja medyczna) i niekrytyczne (np. adresy pocztowe, ostrzezenia o zasobach),
mozna znalezé rownowage miedzy wykorzystaniem zalet technik samouzdrawiania

danych tam, gdzie jest to wlasciwe, a utrzymaniem $cistej kontroli i nadzoru tam, gdzie
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jest to konieczne.

Ostatecznie, decyzja o zastosowaniu technik samouzdrawiania danych do danych
krytycznych powinna by¢ podejmowana w porozumieniu z ekspertami dziedzinowymi,
doradcami prawnymi i innymi odpowiednimi interesariuszami. Istotne jest
uwzglednienie konkretnych wymagan, przepiséw i ryzyka zwigzanego z danymi

aplikacji oraz odpowiednie dostosowanie strategii korygowania danych.

Poziom Krytycznosci Btedow

Przy stosowaniu technik samouzdrawiania danych wazne jest ocenienie poziomu
krytycznosci i wplywu bledéw w danych. Nie wszystkie bledy sa sobie réwne,

a odpowiedni sposdb dzialania moze sie r6zni¢ w zaleznosci od powagi problemu.

Drobne niesp6jnosci lub problemy z formatowaniem moga nadawaé sie do
automatycznej korekty. Na przyktad, proces samouzdrawiania danych zajmujacy sie
naprawg uszkodzonego JSONa moze obstuzy¢ brakujace przecinki lub nieescapowane
cudzystowy bez znaczacej zmiany znaczenia lub struktury danych. Tego typu bledy sg

czesto proste do naprawienia i maja minimalny wplyw na ogdlng integralnos¢ danych.

Jednak powazniejsze bledy, ktére fundamentalnie zmieniaja znaczenie lub integralnosé¢
danych, moga wymagac¢ innego podejécia. W takich przypadkach automatyczne korekty
mogg nie by¢ wystarczajace i moze byé konieczna interwencja czlowieka w celu

zapewnienia doktadnosci i poprawnosci danych.

W tym miejscu pojawia sie koncepcja wykorzystania samej sztucznej inteligencji do
pomocy w okreslaniu poziomu krytycznosci btedéw. Wykorzystujac mozliwosci modeli
Al mozemy zaprojektowac samonaprawiajacych si¢ pracownikéw danych, ktérzy nie
tylko koryguja bledy, ale takze oceniajg ich krytycznos$c i podejmujg $wiadome decyzje
dotyczace sposobu ich obstugi.

WeZzmy na przyklad samonaprawiajacego sie pracownika danych odpowiedzialnego

za korygowanie niespdjnosci w danych wplywajacych do bazy danych klientow.
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Pracownik moze zosta¢ zaprojektowany tak, aby analizowal dane i identyfikowat
potencjalne bledy, takie jak brakujace lub sprzeczne informacje. Jednak zamiast
automatycznie poprawia¢ wszystkie bledy, pracownik moze zosta¢ wyposazony
w dodatkowe wywolania narzedzi, ktore pozwalajg mu oznacza¢ powazne btedy do

weryfikacji przez czlowieka.

Oto przyklad, jak mozna to zaimplementowac:

class CustomerDataReviewer
include Raix::ChatCompletion
include Raix::FunctionDeclarations

attr_accessor :customer

function :flag_for_review, reason: { type: "string" } do |params|
AdminNotifier.review_request(customer, params|:reason])
end

def initialize(customer)
self.customer = customer
end

def call(customer_data)
transcript << {
system: "You are a customer data reviewer. Your task is to identify

and correct inconsistencies in customer data.
< additional instructions here... >

If you encounter severe errors that require human review, use the

“flag_for_review® tool to flag the data for manual intervention." }

transcript << { user: customer.to_json }

transcript << { assistant: "Reviewed/corrected data:\n json\n" }

self.stop = |

chat_completion(json: true).then do |result|
return if result.blank?
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customer .update(result)
end
end

end

W tym przykladzie, worker CustomerDataHealer zostal zaprojektowany do
identyfikacji i korygowania niespdjnosci w danych klientéw. Ponownie uzywamy
wzorcow Response Fencing i Ventriloquist do uzyskania ustrukturyzowanego
wyijscia. Co istotne, dyrektywa systemowa workera zawiera instrukcje uzycia funkcji

flag_for_review w przypadku napotkania powaznych btedow.

Gdy worker przetwarza dane klienta, analizuje je i probuje skorygowaé wszelkie
niespéjnosci. Jesli worker stwierdzi, ze bledy sa powazne i wymagajg interwencji
czlowieka, moze uzy¢ narzedzia flag_for_review do oznaczenia danych i podania

powodu tego oznaczenia.

Metoda chat_completion jest wywolywana z parametrem json: true, aby
przetworzy¢ skorygowane dane klienta jako JSON. Nie ma mozliwosci zapetlenia
po wywolaniu funkcji, wiec wynik bedzie pusty, jesli zostala wywolana funkcja
flag_for_review. W przeciwnym razie dane klienta sg aktualizowane sprawdzonymi

i potencjalnie skorygowanymi informacjami.

Poprzez wiaczenie oceny powagi btedéw i opcji oznaczania danych do przegladu
przez cztowieka, worker do samonaprawiania danych staje sie bardziej inteligentny
i adaptowalny. Moze automatycznie obstugiwa¢ drobne bledy, jednoczesnie eskalujac

powazne bledy do ekspertéw w celu recznej interwencji.

Konkretne kryteria okreslania powagi btedéw moga by¢ zdefiniowane w dyrektywie
workera w oparciu o wiedze domenowa i wymagania biznesowe. Podczas oceny powagi
mozna wzia¢ pod uwage takie czynniki jak wplyw na integralno$¢ danych, potencjalne

ryzyko utraty lub uszkodzenia danych oraz konsekwencje nieprawidlowych danych.

Wykorzystujac sztuczna inteligencje do oceny powagi btedéw i zapewniajac mozliwosé

interwencji czlowieka, techniki samonaprawiania danych mogg znalez¢ rownowage
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miedzy automatyzacja a zachowaniem doktadnosci danych. Takie podejscie zapewnia,
ze drobne bledy sa efektywnie korygowane, podczas gdy powazne bledy otrzymujg

niezbedng uwage i wiedze ekspercka od ludzkich recenzentow.

Ztozonos¢ Domeny

Rozwazajac zastosowanie technik samonaprawiania danych, wazne jest ocenienie
ztozonosci domeny danych oraz regut okreslajacych ich strukture i zaleznosci. Ztozonos¢
domeny moze znaczaco wpltywac na skutecznosc i wykonalnos$é zautomatyzowanych

podejs¢ do korekty danych.

Techniki samonaprawiania danych dzialajg dobrze, gdy dane podazajg za dobrze
zdefiniowanymi wzorcami i ograniczeniami. W domenach, gdzie struktura danych
jest stosunkowo prosta, a relacje miedzy elementami danych sa jednoznaczne,
automatyczne korekty moga by¢ stosowane z wysokim stopniem pewnosci. Na
przyklad, korygowanie probleméw z formatowaniem lub wymuszanie podstawowych
ograniczen typéw danych moze by¢ czesto skutecznie obstugiwane przez workery

samonaprawiajace dane.

Jednak wraz ze wzrostem zlozonosci domeny danych, rosng réwniez wyzwania
zwiagzane z automatyczng korektg danych. W domenach o zlozonej logice biznesowej,
skomplikowanych relacjach miedzy encjami danych czy specyficznych regutach
i wyjatkach domenowych, techniki samoleczacej si¢ danych moga nie zawsze

uchwyci¢ wszystkie niuanse i moga prowadzi¢ do nieprzewidzianych konsekwencji.

Rozwazmy przykiad zlozonej domeny: system transakcji finansowych. W tej domenie
dane obejmuja rézne instrumenty finansowe, dane rynkowe, reguty handlowe i wymogi
regulacyjne. Relacje miedzy réznymi elementami danych mogg by¢ skomplikowane,
a reguly okreslajace poprawnos¢ i sp6jnos¢ danych moga by¢ wysoce specyficzne dla

danej domeny.

W tak ztozonej domenie, proces samoleczenia danych odpowiedzialny za korygowanie

niesp6jnosci w danych transakcyjnych musiatby posiada¢ glebokie zrozumienie regut
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i ograniczen specyficznych dla domeny. Musialby uwzglednia¢ takie czynniki jak
regulacje rynkowe, limity transakcyjne, obliczenia ryzyka i procedury rozliczeniowe.
Automatyczne korekty w tym kontekscie moga nie zawsze uchwyci¢ pelng ztozonosé
domeny i moga nieumyslnie wprowadza¢ bledy lub narusza¢ reguly specyficzne dla

domeny.

Aby sprosta¢ wyzwaniom zwigzanym ze ztozonoscig domeny, techniki samoleczenia
danych mozna ulepszy¢ poprzez wilaczenie wiedzy i regut specyficznych dla domeny do

modeli Al i proceséw roboczych. Mozna to osiggna¢ poprzez nastepujace techniki:

1. Szkolenie Specyficzne dla Domeny: Modele Al wykorzystywane do
samoleczenia danych moga by¢ kierowane lub nawet dostrajane na zbiorach
danych specyficznych dla domeny, ktére uwzgledniajg zlozonosci i reguly danej
domeny. Poprzez ekspozycje modeli na reprezentatywne dane i scenariusze,
moga one nauczy¢ si¢ wzorcéw, ograniczen i wyjatkow specyficznych dla
domeny.

2. Ograniczenia Oparte na Regulach: Procesy samoleczenia danych moga by¢
wzbogacone o jawne ograniczenia oparte na regutach, ktére kodyfikujg wiedze
specyficzng dla domeny. Reguly te moga by¢ definiowane przez ekspertéw
domenowych i integrowane w proces korekty danych. Modele AI moga nastepnie
wykorzystywacé te reguly do kierowania swoimi decyzjami i zapewnienia
zgodnosci z wymaganiami specyficznymi dla domeny.

3. Wspoélpraca z Ekspertami Domenowymi: W zlozonych domenach kluczowe
jest zaangazowanie ekspertow domenowych w projektowanie i rozwdj technik
samoleczenia danych. Eksperci domenowi moga dostarczy¢ cennych spostrzezen
dotyczacych zlozonosci danych, regul biznesowych i potencjalnych przypadkow
brzegowych. Ich wiedza moze by¢ wlaczona do modeli Al i proceséw roboczych
w celu poprawy doktadnosci i niezawodnosci automatycznych korekt danych przy
uzyciu wzorcéw Human In The Loop.

4. Podejscie Przyrostowe i Iteracyjne: W przypadku ztozonych domen czesto

korzystne jest przyjecie przyrostowego i iteracyjnego podejscia do samoleczenia
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danych. Zamiast prébowaé automatyzowac korekty dla catej domeny na raz,
nalezy skupi¢ sie na konkretnych poddomenach lub kategoriach danych, gdzie
reguly i ograniczenia sa dobrze zrozumiane. Stopniowo rozszerza¢ zakres
technik samoleczenia w miare poglebiania zrozumienia domeny i potwierdzania

skutecznosci technik.

Biorac pod uwage ztozono$¢ domeny danych i wlaczajac wiedze dziedzinows do technik
samouzdrawiajacych si¢ danych, mozna osiaggna¢ réwnowage miedzy automatyzacijg
a dokladnoscia. Wazne jest, aby zdawaé sobie sprawe, ze samouzdrawiajace sie dane
nie sa uniwersalnym rozwigzaniem i ze podejscie powinno byé dostosowane do

konkretnych wymagan i wyzwan kazdej domeny.

W zlozonych domenach najbardziej efektywne moze by¢ podejscie hybrydowe, taczace
techniki samouzdrawiajacych sie danych z wiedza ekspercka i nadzorem czlowieka.
Automatyczne korekty moga obstugiwaé rutynowe i dobrze zdefiniowane przypadki,
podczas gdy zlozone scenariusze lub wyjatki moga byé oznaczane do przegladu
i interwencji czlowieka. Takie wspolpracujace podejscie zapewnia realizacje korzysci
z automatyzacji przy jednoczesnym zachowaniu niezbednej kontroli i dokiadnosci

w zlozonych domenach danych.

Wyttumaczalnosc i Przejrzystosc

Wytlumaczalno$¢ odnosi sie do zdolnosci zrozumienia i interpretacji rozumowania
stojacego za decyzjami podejmowanymi przez modele Al, podczas gdy przejrzystosc

polega na zapewnieniu jasnego wgladu w proces korygowania danych.

W wielu kontekstach modyfikacje danych musza by¢ mozliwe do skontrolowania
i uzasadnienia. Interesariusze, w tym uzytkownicy biznesowi, audytorzy i organy
regulacyjne, mogg wymagac¢ wyjasnien, dlaczego wprowadzono okreslone korekty
danych i jak modele Al doszly do tych decyzji. Jest to szczegélnie istotne w dziedzinach,
gdzie doktadno$¢ i integralno$¢ danych maja znaczace implikacje, takich jak finanse,

ochrona zdrowia i kwestie prawne.
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Aby sprostaé potrzebie wytlumaczalnosci i przejrzystosci, techniki samouzdrawiajacych
sie danych powinny zawiera¢ mechanizmy zapewniajace wglad w proces

podejmowania decyzji przez modele Al. Mozna to osiagnaé poprzez rozne podejscia:

1. Lancuch Rozumowania: Proszenie modelu o wyjasnienie swojego toku myslenia
“na glos” przed wprowadzeniem zmian w danych moze ulatwi¢ zrozumienie
procesu podejmowania decyzji i moze generowaé zrozumiate dla czlowieka
wyjasnienia wprowadzonych korekt. Kompromisem jest nieco wieksza ztozonos¢
w oddzielaniu wyjasnienia od ustrukturyzowanych danych wyjsciowych, co
mozna rozwigzac poprzez...

2. Generowanie Wyjasnien: Pracownicy zajmujacy sie samouzdrawiajacymi si¢
danymi mogg by¢ wyposazeni w mozliwo$é generowania zrozumiatych dla
czlowieka wyjasnien wprowadzanych przez nich korekt. Mozna to osiagnaé,
proszac model o przedstawienie procesu podejmowania decyzji w formie
tatwo zrozumialych wyjasnien zintegrowanych z samymi danymi. Na przyktad,
pracownik zajmujacy sie samouzdrawiajacymi sie danymi moégtby generowaé
raport, ktéry podkresla konkretne niespéjnosci w danych, ktére zidentyfikowal,
wprowadzone korekty i uzasadnienie tych korekt.

3. Istotnosé Cech: Modele Al mogg by¢ instruowane informacjami o znaczeniu
réznych cech lub atrybutéw w procesie korygowania danych jako czes$¢ ich
dyrektyw. Te dyrektywy z kolei mogg by¢ udostepniane ludzkim interesariuszom.
Poprzez identyfikacje kluczowych czynnikéw wptywajacych na decyzje modelu,
interesariusze mogg uzyskac¢ wglad w rozumowanie stojace za korektami i ocenic
ich zasadnosc¢.

4. Rejestrowanie i Audytowanie: Wdrozenie kompleksowych mechanizméw
rejestrowania i audytowania jest kluczowe dla zachowania przejrzystosci
w procesie samoleczenia danych. Kazda korekta danych dokonana przez
modele Al powinna by¢ rejestrowana, wlaczajac w to dane oryginalne, dane

skorygowane oraz podjete dziatania szczegbétowe. Taka Sciezka audytu umozliwia
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analize retrospektywna i zapewnia jasny zapis modyfikacji wprowadzonych do
danych.

5. Podejscie z Czlowiekiem w Petli: Wiaczenie podejicia z czlowiekiem w petli
moze zwiekszyé wytlumaczalnosé i przejrzystosé technik samoleczenia danych.
Poprzez zaangazowanie ekspertow w proces przegladu i walidacji korekt
generowanych przez Al, organizacje mogg zapewnic, ze korekty sg zgodne
z wiedzg dziedzinowa i wymaganiami biznesowymi. Nadzér ludzki dodaje
dodatkowa warstwe odpowiedzialnosci i pozwala na identyfikacje potencjalnych
uprzedzen lub btedéw w modelach AL

6. Ciagle Monitorowanie i Ocena: Regularne monitorowanie i ocena wydajnosci
technik samoleczenia danych sa niezbedne dla utrzymania przejrzystosci
i zaufania. Poprzez ocene dokladnosci i skutecznosci modeli Al w czasie,
organizacje mogg identyfikowaé wszelkie odchylenia lub anomalie i podejmowac
dzialania korygujace. Ciagle monitorowanie pomaga zapewnié, ze proces
samoleczenia danych pozostaje niezawodny i zgodny z oczekiwanymi

rezultatami.

Wytlumaczalno$¢ i przejrzysto$¢ sa kluczowymi aspektami przy wdrazaniu technik
samoleczenia danych. Poprzez zapewnienie jasnych wyjasnien dla korekt danych,
utrzymywanie kompleksowych Sciezek audytu i angazowanie nadzoru ludzkiego,
organizacje moga budowac¢ zaufanie do procesu samoleczenia danych i zapewnic, ze

modyfikacje wprowadzane do danych sa uzasadnione i zgodne z celami biznesowymi.

Wazne jest znalezienie rownowagi miedzy korzys$ciami z automatyzacji a potrzebg
zachowania przejrzystosci. Podczas gdy techniki samoleczenia danych mogg znaczaco
poprawi¢ jakos¢ i efektywnos¢ danych, nie powinno si¢ to odbywac kosztem utraty
widocznosci i kontroli nad procesem korekty danych. Projektujac systemy samoleczenia
danych z myslg o wytlumaczalnosci i przejrzystosci, organizacje moga wykorzysta¢ moc
Al przy jednoczesnym zachowaniu niezbednego poziomu odpowiedzialnosci i zaufania

do danych.
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Niezamierzone Konsekwencje

Podczas gdy techniki samoleczenia danych majg na celu poprawe jakosci i spdjnosci
danych, kluczowe jest, aby by¢ $wiadomym potencjalnych niezamierzonych
konsekwencji. Automatyczne korekty, jesli nie sg starannie zaprojektowane
i monitorowane, moga nieumyslnie zmieni¢ znaczenie lub kontekst danych, prowadzac

do probleméw w dalszych procesach.

Jednym z gléwnych zagrozen zwiagzanych z samoleczeniem danych jest wprowadzenie
uprzedzen lub bledéw w procesie korekty danych. Modele Al jak kazdy inny system
informatyczny, moga podlegaé uprzedzeniom obecnym w danych treningowych
lub wprowadzonym poprzez projekt algorytméw. Jesli te uprzedzenia nie zostang
zidentyfikowane i ztagodzone, moga rozprzestrzenia¢ sie poprzez proces samoleczenia

danych i skutkowa¢ znieksztalconymi lub nieprawidlowymi modyfikacjami danych.

Wezmy na przyktad samouzdrawiajacego pracownika danych, ktérego zadaniem jest
korygowanie niesp6jnosci w danych demograficznych klientow. Jesli model Al nauczyt
sie stronniczosci z danych historycznych, takich jak kojarzenie okreslonych zawodow
lub pozioméw dochoddéw z konkretnymi plciami czy grupami etnicznymi, moze
dokonywa¢ nieprawidlowych zatozeni i modyfikowaé dane w sposob, ktéry wzmacnia
te uprzedzenia. Moze to prowadzi¢ do niedoktadnych profili klientéw, btednych decyzji

biznesowych i potencjalnie dyskryminujacych rezultatow.

Inng potencjalng niezamierzong konsekwencja jest utrata cennych informacji lub
kontekstu podczas procesu korygowania danych. Techniki samouzdrawiajacych
sie danych czesto koncentruja sie na standaryzacji i normalizacji danych w celu
zapewnienia spojnosci. Jednak w niektérych przypadkach oryginalne dane mogg
zawiera¢ niuanse, wyjatki lub informacje kontekstowe, ktére sg istotne dla zrozumienia
pelnego obrazu. Automatyczne korekty, ktére Slepo wymuszaja standaryzacje, moga

nieumys$lnie usung¢ lub zaciemnic¢ te cenne informacje.

Na przyklad, wyobrazmy sobie samouzdrawiajacego pracownika danych
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odpowiedzialnego za korygowanie niespdjnosci w dokumentacji medycznej. Jesli
pracownik napotka historie medyczng pacjenta z rzadka choroba lub nietypowym
planem leczenia, moze préobowaé znormalizowaé dane tak, aby pasowaly do bardziej
powszechnego wzorca. Jednak robiac to, moze utraci¢ szczegélowe informacje
i kontekst, ktore sa kluczowe dla dokladnego przedstawienia wyjatkowej sytuacji
pacjenta. Ta utrata informacji moze mie¢ powazne konsekwencje dla opieki nad

pacjentem i podejmowania decyzji medycznych.

Aby  zlagodzi¢ ryzyko niezamierzonych  konsekwencji, konieczne  jest
przyjecie proaktywnego podejscia podczas projektowania i wdrazania technik

samouzdrawiajacych si¢ danych:

1. Dokladne Testowanie i Walidacja: Przed wdrozeniem samouzdrawiajacych
pracownikéw danych w S$rodowisku produkcyjnym, kluczowe jest dokladne
przetestowanie i zwalidowanie ich zachowania w réznorodnych scenariuszach.
Obejmuje to testowanie na reprezentatywnych zbiorach danych, ktore
uwzgledniajg rézne przypadki brzegowe, wyjatki i potencjalne stronniczosci.
Rygorystyczne testowanie pomaga zidentyfikowaé i rozwigza¢ wszelkie
niezamierzone konsekwencje, zanim wpltyna one na rzeczywiste dane.

2. Ciagle Monitorowanie i Ocena: Wdrozenie mechanizméw ciaglego
monitorowania i oceny jest niezbedne do wykrywania i lagodzenia
niezamierzonych konsekwencji w czasie. Regularne przegladanie wynikéw
proceséw samouzdrawiajacych sie danych, analizowanie wplywu na systemy
podrzedne i procesy decyzyjne oraz zbieranie informacji zwrotnych od
interesariuszy moze pomoéc w identyfikacji wszelkich niepozadanych efektow
i spowodowac szybkie dzialania naprawcze. Jesli Twoja organizacja posiada
pulpity operacyjne, dodanie wyraznie widocznych metryk zwigzanych
z automatycznymi zmianami danych jest prawdopodobnie dobrym pomystem.
Dodanie alarméw potaczonych z duzymi odchyleniami od normalnej aktywnosci

zmian danych jest prawdopodobnie jeszcze lepszym pomystem!
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3. Nadzér i Interwencja Ludzka: Utrzymanie nadzoru ludzkiego i mozliwosci
interwencji w procesie samouzdrawiania danych jest kluczowe. Chociaz
automatyzacja moze znacznie poprawi¢ wydajnosé, wazne jest, aby eksperci
kontrolowali i walidowali korekty dokonywane przez modele Al, szczegélnie
w krytycznych lub wrazliwych dziedzinach. Ludzki osad i wiedza ekspercka
moga poméc w identyfikacji i rozwigzywaniu wszelkich niezamierzonych

konsekwencji, ktore moga si¢ pojawic.

4. Wytlumaczalna SI (XAI) i transparentno$¢: Jak oméwiono w poprzedniej
sekcji, wlaczenie technik wytlumaczalnej sztucznej inteligencji i zapewnienie
transparentnoéci w  procesie samouzdrawiania danych moze pomdc
w zlagodzeniu niezamierzonych konsekwencji. Poprzez dostarczanie jasnych
wyjasnien dla korekt danych i utrzymywanie kompleksowych S$ciezek
audytu, organizacje mogg lepiej zrozumie¢ i przesledzi¢ rozumowanie stojace
za modyfikacjami dokonywanymi przez modele SIL

5. Podejscie przyrostowe i iteracyjne: Przyjecie przyrostowego i iteracyjnego
podejscia do samouzdrawiajacych sie danych moze pomodc zminimalizowaé
ryzyko niezamierzonych konsekwencji. Zamiast stosowac automatyczne korekty
do calego zbioru danych naraz, nalezy zacza¢ od podzbioru danych i stopniowo
rozszerzaC zakres w miare jak techniki okazuja sie skuteczne i niezawodne.
Pozwala to na dokladne monitorowanie i dostosowywanie procesu po drodze,
zmniejszajac wplyw ewentualnych niezamierzonych konsekwencji.

6. Wspolpraca i informacja zwrotna: Angazowanie interesariuszy z réznych
dziedzin oraz zachecanie do wspoétpracy i przekazywania informacji zwrotnych
w trakcie procesu samouzdrawiania danych moze pomédc w identyfikacji
i rozwigzywaniu niezamierzonych konsekwencji. Regularne zasieganie opinii
ekspertow dziedzinowych, konsumentéw danych i uzytkownikéw koncowych
moze dostarczy¢ cennych spostrzezen na temat rzeczywistego wplywu korekt

danych i zwrdci¢ uwage na problemy, ktore mogly zosta¢ przeoczone.
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Poprzez proaktywne podejicie do ryzyka niezamierzonych konsekwencji i wdrozenie
odpowiednich zabezpieczen, organizacje moga wykorzystac korzysci ptynace z technik
samouzdrawiania danych, minimalizujac jednoczesnie potencjalne negatywne skutki.
Wazne jest, aby podchodzi¢ do samouzdrawiania danych jako do procesu iteracyjnego
i opartego na wspdlpracy, stale monitorujac, oceniajac i udoskonalajac techniki,
aby zapewni¢ ich zgodno$¢ z pozadanymi rezultatami oraz zachowaé integralnos¢

i wiarygodnos¢ danych.

Rozwazajac wykorzystanie wzorcow samouzdrawiajacych sie danych, nalezy doktadnie
oceni¢ te czynniki i wywazy¢ korzysci wzgledem potencjalnych zagrozen i ograniczen.
W niektorych przypadkach najodpowiedniejszym rozwigzaniem moze by¢ podejscie

hybrydowe, taczace automatyczne korekty z nadzorem i interwencja cztowieka.

Warto réwniez zauwazy¢, ze techniki samouzdrawiania danych nie powinny by¢
traktowane jako zamiennik dla solidnej walidacji danych, sanityzacji danych
wejsciowych i mechanizméw obstugi bledow. Te podstawowe praktyki pozostajg
kluczowe dla zapewnienia integralnosci i bezpieczenstwa danych. Samouzdrawianie
danych powinno by¢ postrzegane jako podejscie komplementarne, ktére moze

rozszerzy¢ i ulepszy¢ te istniejace srodki.

Ostatecznie, decyzja o zastosowaniu wzorcoéw samouzdrawiajagcych sie danych
zalezy od konkretnych wymagan, ograniczen i priorytetow Twojej aplikacji. Poprzez
staranne rozwazenie przedstawionych powyzej aspektéw i dostosowanie ich do celow
i architektury Twojej aplikacji, mozesz podejmowac swiadome decyzje dotyczace tego,

kiedy i jak efektywnie wykorzystywaé techniki samouzdrawiania danych.
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Wzorce Generowania Tresci Kontekstowej wykorzystujg mozliwosci duzych modeli
jezykowych (LLMs) do generowania dynamicznej i kontekstowej tresci w aplikacjach.
Ta kategoria wzorcoOw uznaje znaczenie dostarczania spersonalizowanych
i odpowiednich tresci uzytkownikom w oparciu o ich konkretne potrzeby, preferencje,

a nawet poprzednie i obecne interakcje z aplikacja.

W kontekscie tego podejscia, “tre$¢” odnosi sie zaréwno do tresci podstawowej (tj.
wpiséw na blogu, artykutéw itp.), jak i meta-tresci, takich jak rekomendacje do tresci

podstawowej.
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Wzorce  Generowania TreSci  Kontekstowej moga odgrywa¢  kluczowg
role w zwiekszaniu poziomu zaangazowania uzytkownikdéw, zapewnianiu
spersonalizowanych do$wiadczen i automatyzacji zadan zwigzanych z tworzeniem
tresci zarowno dla Ciebie, jak i Twoich uzytkownikéw. Wykorzystujac wzorce opisane
w tym rozdziale, mozesz tworzy¢ aplikacje, ktdre generujg tresci dynamicznie,

dostosowujac sie do kontekstu i danych wejsciowych w czasie rzeczywistym.

Wzorce dzialaja poprzez integracje LLMs z elementami wyjsciowymi aplikacji,
poczawszy od interfejsu uzytkownika (czasami nazywanego “chrome”), przez e-maile

i inne formy powiadomien, az po wszelkie procesy generowania tresci.

Gdy uzytkownik wchodzi w interakcje z aplikacja lub wywoluje okreslone zgdanie
treci, aplikacja przechwytuje odpowiedni kontekst, taki jak preferencje uzytkownika,
poprzednie interakcje lub konkretne polecenia. Te informacje kontekstowe sa
nastepnie przekazywane do LLM wraz z niezbednymi szablonami lub wytycznymi
i wykorzystywane do tworzenia tekstu, ktéry w przeciwnym razie musialby by¢
albo zakodowany na stale, przechowywany w bazie danych, albo generowany

algorytmicznie.

Tresci generowane przez LLM mogg przybieraé rézne formy, takie jak spersonalizowane
rekomendacje, dynamiczne opisy produktéw, spersonalizowane odpowiedzi e-mail,
a nawet cale artykuly czy wpisy na blogu. Jednym z najbardziej radykalnych
zastosowan tej tresci, ktére zapoczatkowalem ponad rok temu, jest dynamiczne
generowanie elementéw UL, takich jak etykiety formularzy, dymki podpowiedzi i inne

rodzaje tekstu objasniajacego.

Personalizacja

Jedna z kluczowych korzysci wzorcéw Generowania Tresci Kontekstowej jest
mozliwo$é dostarczania wysoce spersonalizowanych do$wiadczen uzytkownikom.

Poprzez generowanie tresci w oparciu o kontekst specyficzny dla uzytkownika, wzorce
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te umozliwiaja aplikacjom dostosowywanie tresci do indywidualnych zainteresowan,

preferencji i interakeji uzytkownikow.

Personalizacja wykracza poza zwykle wstawianie imienia uzytkownika do ogodlnej
treci. Polega na wykorzystaniu bogatego kontekstu dostepnego dla kazdego
uzytkownika do generowania tresci, ktére odpowiadajg jego konkretnym potrzebom

i pragnieniom. Kontekst ten moze obejmowac szeroki zakres czynnikow, takich jak:

1. Informacje z Profilu Uzytkownika: Na najbardziej ogélnym poziomie
stosowania tej techniki, dane demograficzne, zainteresowania, preferencje i inne
atrybuty profilu moga by¢ wykorzystywane do generowania tresci, ktore sg
zgodne z pochodzeniem i charakterystyka uzytkownika.

2. Dane Behawioralne: Wczesniejsze interakcje uzytkownika z aplikacja, takie jak
przegladane strony, klikniete linki czy zakupione produkty, moga dostarczy¢
cennych informacji o jego zachowaniu i zainteresowaniach. Dane te mozna
wykorzystaé do generowania sugestii tresci, ktére odzwierciedlajg wzorce
zaangazowania i przewiduja przyszle potrzeby.

3. Czynniki Kontekstowe: Aktualny kontekst uzytkownika, taki jak jego
lokalizacja, urzadzenie, pora dnia, czy nawet pogoda, moze wplywaé na
proces generowania tresci. Na przyklad, aplikacja turystyczna moze posiadaé
modul Al ktéry jest w stanie generowal spersonalizowane rekomendacje

w oparciu o aktualng lokalizacje uzytkownika i panujace warunki pogodowe.

Wykorzystujac te czynniki kontekstowe, wzorce Kontekstowego Generowania Tresci
umozliwiaja aplikacjom dostarczanie tresci, ktore wydaja si¢ by¢ stworzone specjalnie
dla kazdego indywidualnego uzytkownika. Ten poziom personalizacji ma kilka istotnych

korzysci:

1. Zwickszone Zaangazowanie: Spersonalizowana tre$¢ przyciaga uwage
uzytkownikéw i utrzymuje ich zaangazowanie w aplikacji. Gdy uzytkownicy

czuja, ze tres¢ jest odpowiednia i bezposrednio odpowiada ich potrzebom, sg
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bardziej sklonni spedza¢ wiecej czasu na interakeji z aplikacja i odkrywaniu jej
funkcji.

2. Lepsza Satysfakcja Uzytkownika: Spersonalizowana tre$¢ pokazuje, ze aplikacja
rozumie i dba o unikalne wymagania uzytkownika. Dostarczajac tresci, ktore
sa pomocne, informacyjne i zgodne z ich zainteresowaniami, aplikacja moze
zwigkszy¢ satysfakcje uzytkownikow i zbudowac z nimi silniejszg wiez.

3. Wyisze Wspoélczynniki Konwersji: W kontekscie aplikacji e-commerce
lub marketingowych, spersonalizowana tres¢ moze znaczaco wplyna¢ na
wspolczynniki konwersji. Przedstawiajac uzytkownikom produkty, oferty lub
rekomendacje dostosowane do ich preferencji i zachowan, aplikacja moze
zwiekszy¢ prawdopodobienistwo podejmowania przez nich pozadanych dziatan,

takich jak dokonanie zakupu lub zapisanie sie do ustugi.

Produktywnos¢

Wzorce Kontekstowego Generowania Tresci moga znaczaco zwiekszy¢ pewne rodzaje
produktywnosci poprzez zmniejszenie potrzeby recznego generowania i edytowania
tredci w procesach kreatywnych. Wykorzystujac moc Duzych Modeli Jezykowych,
mozesz generowaé wysokiej jakosci tresci na duza skale, oszczedzajac czas i wysilek,
ktory tworey tresci i programisci musieliby w przeciwnym razie poswieci¢ na zmudng

prace reczna.

Tradycyjnie, tworcy tresci musza prowadzi¢ badania, pisa¢, redagowaé i formatowaé
tresci, aby spelnialy wymagania aplikacji i oczekiwania uzytkownikéw. Ten proces moze

by¢ czasochtonny i wymagac znacznych zasobow, szczegélnie gdy objetos¢ treci rosnie.

Jednak dzieki wzorcom Kontekstowego Generowania Tresci, proces tworzenia tresci
moze by¢ w duzej mierze zautomatyzowany. Duze Modele Jezykowe (LLM) moga
generowac spojne, poprawne gramatycznie i kontekstowo trafne tresci na podstawie
dostarczonych polecen i wytycznych. Ta automatyzacja oferuje kilka korzysci

w zakresie produktywnosci:
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1. Zmniejszony Wysilek Manualny: Poprzez delegowanie zadan generowania
tresci do LLM, twdrcy treSci moga skupic¢ sie na zadaniach wyzszego poziomu,
takich jak strategia treSci, generowanie pomystéw i kontrola jakosci. Moga
dostarczy¢ LLM niezbedny kontekst, szablony i wytyczne, pozwalajac mu
zaja¢ sie wlasciwym generowaniem treSci. Zmniejsza to manualny wysitek
wymagany przy pisaniu i redagowaniu, pozwalajgc tworcom tresci by¢ bardziej
produktywnymi i wydajnymi.

2. Szybsze Tworzenie Tresci: LLM moga generowaé treSci znacznie szybciej
niz ludzcy autorzy. Przy odpowiednich poleceniach i wytycznych, LLM moze
stworzy¢é wiele fragmentéw treSci w ciaggu sekund lub minut. Ta szybkosé
umozliwia aplikacjom generowanie treSci w znacznie szybszym tempie,
nadazajac za potrzebami uzytkownikéw i stale zmieniajacym sie cyfrowym

krajobrazem.

Czy szybsze tworzenie treéci prowadzi do sytuacji “tragedii wspolnego pastwiska”,
gdzie internet tonie w tresciach, ktorych nikt nie czyta? Niestety, podejrzewam, ze

odpowiedz brzmi tak.

3. Spéjnosé i Jakosé: LLM moga z tatwoscig dostosowywac tresci tak, aby zachowac
sp6jnos¢ stylu, tonu i jakosci. Przy jasnych wytycznych i przyktadach, okreslone
rodzaje aplikacji (np. redakcje, PR itp.) moga zapewnié, ze ich tresci tworzone
przez ludzi sa zgodne z tozsamo$ciag marki i spelniaja pozadane standardy
jakosci. Ta sp6jnos¢ zmniejsza potrzebe intensywnego edytowania i poprawek,
oszczedzajgc czas i wysitek w procesie tworzenia tresci.

4. Iteracja i Optymalizacja: Wzorce Kontekstowego Generowania Tresci
umozliwiajg szybka iteracje i optymalizacje tresci. Poprzez dostosowanie

poleceny, szablonéw lub wytycznych dostarczanych do LLM, aplikacje moga
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szybko generowac¢ warianty tresci i testowac rozne podejscia w zautomatyzowany
sposob, co nigdy wczesniej nie byto mozliwe. Ten iteracyjny proces pozwala na
szybsze eksperymentowanie i doskonalenie strategii tresci, prowadzac do bardzie;
efektywnych i angazujacych tresci w miare uptywu czasu. Ta konkretna technika
moze catkowicie zmieni¢ reguty gry dla aplikacji takich jak e-commerce, ktérych

zycie i $mier¢ zalezy od wspotczynnikéw odrzucen i zaangazowania

P Nalezy pamieta¢, ze cho¢ wzorce generowania tresci kontekstowej moga

znacznie zwiekszy¢ produktywno$¢, nie eliminuja catkowicie potrzeby
zaangazowania czlowieka. Tworcy treSci i redaktorzy nadal odgrywaja
kluczowa role w definiowaniu ogélnej strategii treSci, zapewnianiu
wskazéwek dla modelu LLM oraz dbaniu o jako$¢ i odpowiednios$¢

wygenerowanych tresci.

Automatyzujac bardziej powtarzalne i czasochlonne aspekty tworzenia tresci, wzorce
generowania tresci kontekstowej uwalniaja cenny czas i zasoby ludzkie, ktére mozna
przekierowaé na zadania o wiekszej wartosci. Ten wzrost produktywnosci pozwala
dostarcza¢ uzytkownikom bardziej spersonalizowane i angazujace tresci, optymalizujac

jednoczesnie procesy tworzenia contentu.

Szybka iteracja i eksperymentowanie

Wzorce  generowania treSci  kontekstowej umozliwiaja szybka iteracje
i eksperymentowanie z réznymi wariantami tresci, pozwalajac na szybsza optymalizacje
i dopracowanie strategii contentowej. Mozesz generowac wiele wersji treSci w ciggu
kilku sekund, po prostu dostosowujac kontekst, szablony lub wytyczne przekazywane

modelowi.

Ta mozliwo$c¢ szybkiej iteracji oferuje kilka kluczowych korzysci:
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1. Testowanie i optymalizacja: Dzieki mozliwosci szybkiego generowania
wariantow treSci, mozna latwo testowal rézne podejécia i mierzyé ich
skuteczno$¢. Na przyklad, mozesz wygenerowaé wiele wersji opisu
produktu lub komunikatu marketingowego, dostosowanych do konkretnego
segmentu uzytkownikéw lub kontekstu. Analizujac wskazniki zaangazowania
uzytkownikéw, takie jak wspotczynniki klikalnosci czy konwersji, mozesz
zidentyfikowaé¢ najbardziej skuteczne warianty tresci i odpowiednio

zoptymalizowac swojg strategie.

2. Testy A/B: Wzorce generowania tresci kontekstowej umozliwiaja plynne
przeprowadzanie testow A/B. Mozesz wygenerowac¢ dwie lub wiecej wersji
tresci i losowo prezentowaé je réznym grupom uzytkownikéw. Poréwnujac
wyniki kazdego wariantu, mozesz okresli¢, ktora tres¢ najlepiej trafia do
Twojej grupy docelowej. To oparte na danych podejscie pozwala podejmowac
$wiadome decyzje i stale doskonali¢ tresci, aby maksymalizowa¢ zaangazowanie
uzytkownikéw i osiggac pozadane rezultaty.

3. Eksperymenty z personalizacja: Szybka iteracja i eksperymentowanie sg
szczegblnie cenne w przypadku personalizacji. Dzigki wzorcom generowania
tresci kontekstowej, mozesz szybko generowac spersonalizowane warianty
tresci w oparciu o rézne segmenty uzytkownikow, preferencje czy zachowania.
Eksperymentujac z réznymi strategiami personalizacji, mozesz zidentyfikowac
najskuteczniejsze podejscia do angazowania poszczegdlnych uzytkownikow
i dostarczania dostosowanych doswiadczen.

4. Adaptacja do zmieniajacych sie trendéw: Mozliwos¢ szybkiej iteracji
i eksperymentowania pozwala zachowa¢ elastycznos¢ i dostosowywaé sie do
zmieniajacych sie trendéw i preferencji uzytkownikow. Gdy pojawiaja sie
nowe tematy, stowa kluczowe lub zachowania uzytkownikéw, mozesz szybko
generowac tresci zgodne z tymi trendami. Poprzez ciagle eksperymentowanie
i doskonalenie treSci, mozesz pozosta¢ aktualnym i zachowaé przewage

konkurencyjng w stale ewoluujacym krajobrazie cyfrowym.
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5. Eksperymentowanie efektywne kosztowo: Tradycyjne eksperymenty z trescig
czesto wymagajg znacznego nakladu czasu i zasobdéw, poniewaz tworcy tresci
muszg recznie opracowywacé i testowac rézne warianty. Jednak dzieki wzorcom
Generowania Tresci Kontekstowej, koszt eksperymentowania jest znacznie
zredukowany. Duze modele jezykowe moga szybko generowaé warianty tresci
na duzg skale, pozwalajac na eksploracje szerokiego zakresu pomystow i pode;js¢

bez ponoszenia znaczacych kosztow.

Aby w pelni wykorzysta¢ mozliwosci szybkiej iteracji i eksperymentowania, wazne
jest posiadanie dobrze zdefiniowanego frameworka eksperymentalnego. Framework ten

powinien zawierac:

« Jasno okreslone cele i hipotezy dla kazdego eksperymentu

« Odpowiednie metryki i mechanizmy $ledzenia do pomiaru efektywnosci tresci

« Strategie segmentacji i targetowania, aby zapewnic¢ dostarczanie odpowiednich
wariantow tresci wlasciwym uzytkownikom

« Narzedzia do analizy i raportowania w celu wyciagania wnioskéw z danych
eksperymentalnych

« Proces wlaczania zdobytej wiedzy i optymalizacji do strategii tresci

Przyjmujac podejscie szybkiej iteracji i eksperymentowania, mozesz stale udoskonalaé
i optymalizowaé swoja tre$¢, zapewniajac, Ze pozostaje ona angazujaca, odpowiednia
i skuteczna w osigganiu celow Twojej aplikacji. To zwinne podejscie do tworzenia tresci

pozwala wyprzedzaé trendy i dostarczaé¢ wyjatkowe dowiadczenia uzytkownika.

Skalowalnos$¢ i wydajnos¢

Wraz z rozwojem aplikacji i rosngcym zapotrzebowaniem na spersonalizowane tresci,
wzorce generowania tre$ci kontekstowej umozliwiaja efektywne skalowanie procesu

tworzenia tresci. Duze modele jezykowe moga generowaé tresci dla duzej liczby
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uzytkownikéw i kontekstow jednoczesnie, bez potrzeby proporcjonalnego zwiekszania
zasobow ludzkich. Ta skalowalno$¢ pozwala aplikacjom dostarczaé spersonalizowane
doswiadczenia rosnacej bazie uzytkownikéw bez przecigzania mozliwosci tworzenia

tresci.

Warto zauwazy¢, ze generowanie tresci kontekstowej moze by¢ skutecznie
wykorzystane do internacjonalizacji aplikacji “w locie”. W rzeczywistosci,
doktadnie to zrobitem uzywajac mojego gemu Instant18n do dostarczenia

Olympii w ponad pot tuzinie jezykéw, mimo Ze mamy mniej niz rok.

Lokalizacja wspierana przez Al

Jesli pozwolicie mi sie przez chwile pochwali¢, uwazam, ze moja biblioteka Instant18n
dla aplikacji Rails jest przelomowym przykladem wzorca “Generowania Tresci
Kontekstowej” w dziataniu, pokazujacym transformacyjny potencjal Al w rozwoju
aplikacji. Ten gem wykorzystuje moc duzego modelu jezykowego GPT od OpenAl,
aby zrewolucjonizowaé sposob, w jaki internacjonalizacja i lokalizacja sg obstugiwane

w aplikacjach Rails.

Tradycyjnie, internacjonalizacja aplikacji Rails wymaga recznego definiowania
kluczy ttumaczen i dostarczania odpowiednich ttumaczen dla kazdego obstugiwanego
jezyka. Ten proces moze by¢ czasochtonny, wymagajacy zasobéw i podatny na
niespdjnosci. Jednak dzieki gemowi Instant18n, paradygmat lokalizacji jest catkowicie

przedefiniowany.

Poprzez integracje modelu jezyka wielkoskalowego, gem Instant18n umozliwia
generowanie tlumaczen w czasie rzeczywistym, bazujac na kontekscie i znaczeniu
tekstu. Zamiast polega¢ na predefiniowanych kluczach tlumaczen i statycznych
przekladach, gem dynamicznie thumaczy tekst wykorzystujac moc sztucznej inteligencji.

Takie podejscie oferuje kilka kluczowych korzysci:
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1. Plynna lokalizacja: Dzieki gemowi Instant18n, programisci nie musza juz recznie
definiowa¢ i zarzadzaé¢ plikami ttumaczen dla kazdego obstugiwanego jezyka.
Gem automatycznie generuje ttumaczenia na podstawie dostarczonego tekstu
i docelowego jezyka, sprawiajac, ze proces lokalizacji jest bezwysitkowy i ptynny.

2. Dokladnos¢ kontekstowa: SI moze otrzymaé wystarczajaco duzo kontekstu, aby
zrozumie¢ niuanse tlumaczonego tekstu. Moze uwzgledni¢ otaczajacy kontekst,
idiomy i odniesienia kulturowe, aby generowaé tlumaczenia, ktére sa dokladne,
naturalne i odpowiednie kontekstowo.

3. Szeroka obsluga jezykéw: Gem Instant18n wykorzystuje rozlegla wiedze
i mozliwosci jezykowe GPT, umozliwiajac tlumaczenia na szeroki zakres
jezykéw. Od popularnych jezykéw jak hiszpanski i francuski, po bardziej
obscuryczne lub fikeyjne jezyki jak klingonski i elficki, gem moze obstuzy¢
réznorodne wymagania ttumaczeniowe.

4. Elastycznos¢ i kreatywnos¢: Gem wykracza poza tradycyjne tlumaczenia
jezykowe i umozliwia kreatywne i niekonwencjonalne opcje lokalizacji.
Programi$ci moga tlumaczy¢ tekst na rdzne style, dialekty, a nawet jezyki
fikcyjne, otwierajac nowe mozliwosci dla unikalnych doswiadczen uzytkownika
i angazujacych tresci.

5. Optymalizacja wydajnosci: Gem Instant18n zawiera mechanizmy buforowania
w celu poprawy wydajnosci i zmniejszenia obcigzenia zwigzanego
z powtarzajacymi sie tlumaczeniami. Przettumaczony tekst jest buforowany,
co pozwala na szybka obstuge kolejnych zadan tego samego tlumaczenia bez

potrzeby redundantnych wywotan APL

Gem Instant18n jest przykltadem mocy wzorca “Kontekstowego Generowania Tresci”
poprzez wykorzystanie SI do dynamicznego generowania zlokalizowanych tresci.
Pokazuje, jak SI moze by¢ zintegrowana z podstawowg funkcjonalnoscig aplikacji Rails,

transformujac sposob, w jaki programisci podchodza do internacjonalizacji i lokalizacji.

Poprzez wyeliminowanie potrzeby recznego zarzadzania thumaczeniami i umozliwienie

tlumaczen w czasie rzeczywistym na podstawie kontekstu, gem Instant18n oszczedza
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programistom znaczng ilo$¢ czasu i wysitku. Pozwala im skupi¢ sie na budowaniu
podstawowych funkeji ich aplikacji, jednoczesnie zapewniajac, ze aspekt lokalizacji jest

obstugiwany plynnie i doktadnie.

Znaczenie testow uzytkownikow i opinii

zwrotnej

Na koniec, zawsze pamietaj o znaczeniu testow uzytkownikow i opinii zwrotne;j.
Kluczowe jest zweryfikowanie, czy kontekstowe generowanie tresci speinia oczekiwania
uzytkownikéw i jest zgodne z celami aplikacji. Nieustannie iteruj i udoskonalaj
generowane treSci w oparciu o spostrzezenia uzytkownikéw i analityke. Jesli generujesz
dynamiczne tresci na duzg skale, ktérych reczna walidacja przez Ciebie i Twoj zesp6t
bylaby niemozliwa, rozwaz dodanie mechanizméw zbierania opinii, ktére pozwolg
uzytkownikom zglasza¢ dziwne lub niepoprawne tresci wraz z wyjasnieniem dlaczego.
Ta cenna informacja zwrotna moze nawet zosta¢ przekazana pracownikowi SI, ktérego

zadaniem jest wprowadzanie poprawek do komponentu generujacego tresc!
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W dzisiejszych czasach uwaga jest tak cennym zasobem, ze skuteczne angazowanie

uzytkownikéw wymaga, aby oprogramowanie oferowato nie tylko ptynne i intuicyjne,
ale takze wysoce spersonalizowane do$wiadczenia, dostosowane do indywidualnych
potrzeb, preferencji i kontekstow. W rezultacie projektanci i programisci stajg
przed wyzwaniem tworzenia interfejsow uzytkownika, ktére moga adaptowaé sie

i odpowiada¢ na unikalne wymagania kazdego uzytkownika na duzq skale.

Generative Ul (GenUI) to prawdziwie rewolucyjne podejicie do projektowania
interfejsow uzytkownika, wykorzystujace moc duzych modeli jezykowych (LLM) do
tworzenia wysoce spersonalizowanych i dynamicznych do$wiadczen uzytkownika
w czasie rzeczywistym. Chcialem koniecznie przedstawi¢ w tej ksigzce przynajmniej
podstawy GenUI, poniewaz uwazam, ze jest to jedna z najbardziej obiecujacych,
niezagospodarowanych mozliwosci, jakie obecnie istnieja w dziedzinie projektowania

aplikacji i frameworkow. Jestem przekonany, ze w tej konkretnej niszy pojawi sie
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dziesiatki lub wiecej nowych udanych projektéw komercyjnych i open-source.

U podstaw GenUI lezy polgczenie zasad Generowania Tresci Kontekstowych
z zaawansowanymi technikami Al do dynamicznego generowania element6éw interfejsu
uzytkownika, takich jak tekst, obrazy i uklady, w oparciu o glebokie zrozumienie
kontekstu, preferencji i celéw uzytkownika. GenUI umozliwia projektantom
i programistom tworzenie interfejséw, ktére dostosowujg sie i ewoluujg w odpowiedzi
na interakcje uzytkownika, zapewniajac poziom personalizacji, ktory wczesniej byt

nieosiggalny.

GenUI reprezentuje fundamentalng zmiane w sposobie, w jaki podchodzimy do
projektowania interfejséw uzytkownika. Zamiast projektowac dla mas, GenUI pozwala
nam projektowaé dla jednostki. Spersonalizowana tres¢ i interfejsy maja potencjat
tworzenia do$wiadczen uzytkownika, ktore rezonujg z kazdym uzytkownikiem na

glebszym poziomie, zwiekszajac zaangazowanie, satysfakcje i lojalnos¢.

Jako najnowoczesniejsza technologia, przejscie na GenUI jest pelne wyzwan
koncepcyjnych i praktycznych. Integracja Al w procesie projektowania, zapewnienie,
ze generowane interfejsy sg nie tylko spersonalizowane, ale takze uzyteczne, dostepne
i zgodne z ogdlnym wizerunkiem marki i do§wiadczeniem uzytkownika - wszystkie
te wyzwania sprawiaja, ze GenUI jest domeng nielicznych, a nie wielu. Dodatkowo,
zaangazowanie Al rodzi pytania dotyczgce prywatnosci danych, transparentnosci,

a nawet implikacji etycznych.

Pomimo wyzwan, spersonalizowane do$wiadczenia na duza skale majg moc
catkowitego przeksztalcenia sposobu, w jaki wchodzimy w interakcje z cyfrowymi
produktami i ustugami. Otwiera to mozliwosci tworzenia inkluzywnych i dostepnych
interfejsow, ktore zaspokajajg réznorodne potrzeby uzytkownikéw, niezaleznie od ich

mozliwosci, pochodzenia czy preferencji.

W tym rozdziale zbadamy koncepcje GenUI, analizujac niektére charakterystyczne
cechy, kluczowe korzysci i potencjalne wyzwania. Zaczynamy od rozwazenia

najbardziej podstawowej i dostepnej formy GenUI: generowania tekstu dla tradycyjnie
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zaprojektowanych i zaimplementowanych interfejsow uzytkownika.

Generowanie Tekstu dla Interfejséw

Uzytkownika

Elementy tekstowe wystepujace w chrome aplikacji, takie jak etykiety formularzy,
podpowiedzi i tekst objasniajacy, sa zazwyczaj na stale zakodowane w szablonach lub
komponentach Ul, zapewniajac spdjne, ale ogélne doswiadczenie dla wszystkich
uzytkownikéw. Wykorzystujac wzorce generowania kontekstowego  tresci,
mozesz przeksztalci¢ te statyczne elementy w dynamiczne, $wiadome kontekstu

i spersonalizowane komponenty.

Spersonalizowane Formularze

Formularze sg wszechobecng czescia aplikacji internetowych i mobilnych, stuzac jako
podstawowy sposob zbierania danych od uzytkownikéw. Jednak tradycyjne formularze
czesto przedstawiaja ogélne i bezosobowe doswiadczenie, ze standardowymi
etykietami i polami, ktére nie zawsze odpowiadajg konkretnemu kontekstowi lub
potrzebom uzytkownika. Uzytkownicy chetniej wypelniaja formularze, ktére wydajg
sie dostosowane do ich potrzeb i preferencji, co prowadzi do wyzszych wspotczynnikow

konwersji i zadowolenia uzytkownikow.

Jednak wazne jest zachowanie réwnowagi miedzy personalizacja a spdjnoscia.
Podczas gdy dostosowywanie formularzy do indywidualnych uzytkownikéw moze by¢
korzystne, kluczowe jest utrzymanie pewnego poziomu znajomosci i przewidywalnosci.
Uzytkownicy powinni nadal by¢ w stanie tatwo rozpoznawaé formularze i porusza¢ sie

po nich, nawet z spersonalizowanymi elementami.

Oto kilka pomystow na spersonalizowane formularze dla inspiracji:
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Kontekstowe Sugestie Pol

GenUI moze analizowa¢ poprzednie interakcje uzytkownika, preferencje i dane, aby
zapewniac inteligentne sugestie pdl jako przewidywania. Na przyktad, jesli uzytkownik
wczesniej wprowadzil swéj adres wysylki, formularz moze automatycznie wypetnié
odpowiednie pola zapisanymi informacjami. Nie tylko oszczedza to czas, ale takze

pokazuje, ze aplikacja rozumie i pamieta preferencje uzytkownika.

Chwileczke, czy ta technika nie mogtaby by¢ zrealizowana bez wykorzystania AI?
Oczywiscie, ale pickno napedzania tego rodzaju funkcjonalnosci przez Al jest dwojakie:
1) jak fatwe moze by¢ jej wdrozenie i 2) jak odporna moze by¢ w miare zmian i ewolucji

twojego Ul w czasie.

Stworzmy ustuge dla naszego teoretycznego systemu obstugi zaméwien, ktora bedzie

proaktywnie prébowac wypelni¢ wlasciwy adres wysylki dla uzytkownika.

class OrderShippingAddressSubscriber
include Raix::ChatCompletion

attr_accessor :order

delegate :customer, to: :order

DIRECTIVE = "You are a smart order processing assistant. Given the
customer's order history, guess the most likely shipping address

for the current order."

def order_created(order)
return unless order.pending? && order.shipping_address.blank?

self.order = order

transcript.clear

transcript << { system: DIRECTIVE }

transcript << { user: "Order History: #{order_history.to_json}" }

transcript << { user: "Current Order: #{order.to_json}" }

response = chat_completion
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apply_predicted_shipping_address(order, response)
end

private

def apply_predicted_shipping_address(order, response)
# extract the shipping address from the response. . .
# .. .and assume there's some sort of live update of the address fields
order .update(shipping_address:)

end

def order_history
customer .orders.successful .1imit(100) .map do |order|
{
date: order .date,
description: order.description,
shipping_address: order.shipping_address

end
end

end

Ten przyklad jest bardzo uproszczony, ale powinien sprawdzi¢ si¢ w wiekszosci
przypadkow. Chodzi o to, aby pozwoli¢ SI zgadywaé w ten sam sposdb, w jaki zrobitby

to czlowiek. Aby wyjasnié, o czym moéwie, rozwazmy pewne dane przykladowe:

Order History:

[
{"date": "2024-01-03", "description": "garden soil mix",
"shipping_address": "123 Country Lane, Rural Town"},
{"date": "2024-01-15", "description": "hardcover fiction novels",
"shipping_address": "456 City Apt, Metroville"},
{"date": "2024-01-22", "description": "baby diapers", "shipping_address":
"789 Suburb St, Quietville"},
{"date": "2024-02-01", "description": "organic vegetables",
"shipping_address": "123 Country Lane, Rural Town"},
{"date": "2024-02-17", "description": "mystery thriller book set",
"shipping_address": "456 City Apt, Metroville"},
{"date": "2024-02-25", "description": "baby wipes",
"shipping_address": "T789 Suburb St, Quietville"},
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{"date": "2024-03-05", "description": "flower seeds",
"shipping_address": "123 Country Lane, Rural Town"},
{"date": "2024-03-20", "description": "biographies",
"shipping_address": "456 City Apt, Metroville"},
{"date": "2024-03-30", "description": "baby formula",
"shipping_address": "789 Suburb St, Quietville"},
{"date": "2024-04-12", "description": "lawn fertilizer",
"shipping_address": "123 Country Lane, Rural Town"},

{"date": "2024-04-22", "description": "science fiction novels",

"shipping_address": "456 City Apt, Metroville"},

{"date": "2024-05-02", "description": "infant toys",
"shipping_address": "789 Suburb St, Quietville"},
{"date": "2024-05-14", "description": "outdoor grill",
"shipping_address": "123 Country Lane, Rural Town"},
{"date": "2024-05-29", "description": "literary classics",
"shipping_address": "456 City Apt, Metroville"},

{"date": "2024-06-11", "description": "baby clothes",
"shipping_address": "789 Suburb St, Quietville"},
{"date": "2024-07-01", "description": "watering can",
"shipping_address": "123 Country Lane, Rural Town"},
{"date": "2024-07-18", "description": "non-fiction essays",
"shipping_address": "456 City Apt, Metroville"},

{"date": "2024-07-28", "description": "baby bath items",
"shipping_address": "T789 Suburb St, Quietville"},

{"date": "2024-08-09", "description": "herb garden kit",
"shipping_address": "4123 Country Lane, Rural Town"},
{"date": "2024-08-24", "description": "children's books",
"shipping_address": "456 City Apt, Metroville"}

202

Czy zauwazyles schemat w tych danych? Gwarantuje ci, Ze to pestka dla LLM. Aby to
zademonstrowaé, zapytajmy GPT-4, jaki jest najbardziej prawdopodobny adres wysytki

dla “termometru”.
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From the order history you've provided, it looks like the purchases are
generally clustered into three main types based on the shipping addresses:

123 Country Lane, Rural Town - This address often orders garden and
outdoor-related items like soil mix, vegetables, flower seeds, lawn
fertilizer, an outdoor grill, a watering can, and an herb garden kit.

456 City Apt, Metroville - This address tends to order various types of
books, indicating an interest in reading across genres like fiction,
thrillers, biographies, science fiction, literary classics, non-fiction
essays, and children's books.

789 Suburb St, Quietville - The purchases for this address are consistently
baby-related products, such as diapers, wipes, baby formula, infant toys,
baby clothes, and baby bath items.

Given these patterns, a digital thermometer could potentially be a fit for
any of the addresses based on different needs: outdoor temperature tracking,
a tool for a passionate reader interested in science gadgets, or a health
tool for a baby. However, considering its common use in monitoring health,
especially for babies, it's most likely to be purchased by someone who's
already buying baby care products.

Therefore, the most likely shipping address for a digital thermometer, based
on the purchasing patterns, would be 789 Suburb St, Quietville.

Jesli myslisz, ze uzywanie drogiego modelu takiego jak GPT-4 do tego zadania to
przesada, masz racje! Wyprobowatem to samo polecenie na Mistral 7B Instruct
i wygenerowal odpowiedz z predkoscig 75 tokendéw na sekunde, przy znikomo niskim

koszcie 0,000218 USD.
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Based on the given order history, it appears that the customer has received
orders for baby-related items (diapers, wipes, formula, clothes, bath items)
at the address "789 Suburb St, Quietville" and garden-related items (soil,
seeds, watering can, herb garden kit) at the address "123 Country Lane, Rural
Town". The customer has also received books (fiction, non-fiction, literary
classics, mystery-thriller, science fiction, biographies, children's books)
at the address "456 City Apt, Metroville".

Given that the new order is for a "thermometer", which doesn't seem to fit
into any of the categories that the customer has previously ordered, it's
hard to accurately predict the shipping address based solely on the order
history. However, given the 50%-50% split between baby-related and
garden-related items, it could somewhat lean towards the Baby-related items
address ("789 Suburb St, Quietville"). But remember, this is an assumption
and cannot be definitively confirmed without more context or information.

Czy naklad pracy i koszty zwiazane z tg technika sa warte tego, aby uczynic
doswiadczenie zakupowe bardziej magicznym? Dla wielu sprzedawcoéw internetowych,
absolutnie tak. A patrzac na obecng sytuacje, koszty obliczenn Al beda tylko spadaé,
szczegllnie w przypadku dostawcoéw hostingu modeli open source konkurujacych

CENOwWO.

Uzyj Szablonu Podpowiedzi i Ustrukturyzowanego WE/WY wraz
z Ograniczaniem Odpowiedzi, aby zoptymalizowa¢ tego rodzaju

uzupelnianie czatu.

Adaptacyjne Porzadkowanie P6l

Kolejnos¢, w jakiej pola formularza sa prezentowane, moze znaczaco wplywaé
na doswiadczenie uzytkownika i wskazniki ukoniczenia. Dzieki GenUI, mozesz
dynamicznie dostosowywac kolejnos¢ pol w oparciu o kontekst uzytkownika i wage
kazdego pola. Na przyklad, jesli uzytkownik wypelnia formularz rejestracyjny
w aplikacji fitness, formularz moze priorytetowo traktowaé pola zwiazane z ich celami

fitness i preferencjami, sprawiajac, ze proces staje sie bardziej trafny i angazujacy.
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Spersonalizowane Mikroteksty

Tekst instruktazowy, komunikaty o bledach i inne mikroteksty zwiazane z formularzami
réwniez moga by¢ personalizowane przy uzyciu GenUI. Zamiast wyswietla¢ ogdlne
komunikaty o bledach, takie jak “Nieprawidlowy adres email”, mozesz generowac
bardziej pomocne i kontekstowe wiadomosci, na przyktad “Prosze podaé prawidlowy
adres email, aby otrzymaé potwierdzenie zamdwienia”. Te spersonalizowane akcenty
mogg sprawic, ze korzystanie z formularza bedzie bardziej przyjazne dla uzytkownika

i mniej frustrujace.

Spersonalizowana Walidacja

Podobnie jak w przypadku Spersonalizowanych Mikrotekstow, mozesz uzyé Al do
walidacji formularza w sposéb, ktory wydaje sie magiczny. Wyobraz sobie pozwolenie
Al na walidacje formularza profilu uzytkownika, szukajac potencjalnych btedow na

poziomie semantycznym.
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Create your account

Full name

Obie Fernandez

Email
obiefenandez@gmail.com m

Did you mean obiefernandez@gmail.com? Yes, update.

Country ©

<«

EE United States

Password

---------------- n

) Nice work. This is an excellent password.

Rycina 9. Czy zauwazasz zachodzaca walidacje semantyczna?

Progresywne ujawnianie

GenUI moze inteligentnie okresli¢, ktére pola formularza sa niezbedne w oparciu
o kontekst uzytkownika i stopniowo odkrywac¢ dodatkowe pola w miare potrzeb.
Ta technika progresywnego ujawniania pomaga zmniejszy¢ obcigzenie poznawcze

i sprawia, ze proces wypekniania formularzy jest bardziej przystepny. Na przyktad,
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jesli uzytkownik rejestruje sie w podstawowej subskrypcji, formularz moze poczatkowo
prezentowa¢ tylko niezbedne pola, a w miare postepu lub wyboru okreslonych opcji,

dodatkowe istotne pola mogg by¢ dynamicznie wprowadzane.

Kontekstowe teksty objasniajace

Dymki podpowiedzi sg czesto uzywane do dostarczania dodatkowych informacji
lub wskazéwek uzytkownikom, gdy najezdzaja kursorem lub wchodza w interakcje
z okre$lonymi elementami. Dzieki podejsciu “Generowania treéci kontekstowej” mozesz
generowa¢ dymki podpowiedzi, ktére dostosowuja sie do kontekstu uzytkownika
i dostarczajag odpowiednich informacji. Na przyklad, jesli uzytkownik eksploruje
ztozong funkcje, dymek moze oferowac spersonalizowane wskazéwki lub przyktady

bazujace na jego wczesniejszych interakcjach lub poziomie umiejetnosci.

Teksty objasniajace, takie jak instrukcje, opisy czy komunikaty pomocy, moga by¢
dynamicznie generowane w oparciu o kontekst uzytkownika. Zamiast prezentowac
ogélne wyjasnienia, mozesz uzy¢ modeli LLM do generowania tekstu dostosowanego
do konkretnych potrzeb lub pytan uzytkownika. Na przyktad, jesli uzytkownik ma
trudnoéci z konkretnym krokiem w procesie, tekst objasniajacy moze dostarczy¢

spersonalizowanych wskazéwek lub porad dotyczacych rozwigzywania problemdw.

Mikroteksty odnosza si¢ do matych fragmentow tekstu, ktore prowadzg uzytkownikow
przez aplikacje, takich jak etykiety przyciskow, komunikaty o bledach czy monity
potwierdzajace. Stosujac podejscie Generowania tresci kontekstowej do mikrotekstow,
mozesz stworzy¢ adaptacyjny interfejs uzytkownika, ktéry reaguje na dzialania
uzytkownika i dostarcza odpowiedni i pomocny tekst. Na przyktad, jesli uzytkownik ma
wykona¢ krytyczng akcje, monit potwierdzajacy moze by¢ generowany dynamicznie,

aby przedstawi¢ jasny i spersonalizowany komunikat.

Spersonalizowane teksty objasniajace i dymki podpowiedzi moga znaczaco usprawnic

proces wdrazania nowych uzytkownikéw. Dostarczajac wskazowki i przyktady



Generative UI 208

dostosowane do kontekstu, mozesz pomdc uzytkownikom szybko zrozumie¢

i nawigowac po aplikacji, zmniejszajac krzywa uczenia sie i zwiekszajac adopcje.

Dynamiczne i kontekstowe elementy interfejsu moga réwniez sprawié, ze aplikacja
bedzie bardziej intuicyjna i angazujgca. Uzytkownicy chetniej wchodza w interakcje
i eksplorujg funkcje, gdy towarzyszacy im tekst jest dostosowany do ich konkretnych

potrzeb i zainteresowan.

Do tej pory oméwilismy pomysty na ulepszenie istniejacych paradygmatéw interfejsu
uzytkownika za pomocg Al ale co z przemy$leniem na nowo sposobu projektowania

i implementacji interfejsow uzytkownika w bardziej radykalny sposéb?

Definiowanie Generatywnego Ul

W przeciwienstwie do tradycyjnego projektowania U, gdzie projektanci tworzg
ustalone, statyczne interfejsy, GenUI zapowiada przysztos¢, w ktorej nasze
oprogramowanie bedzie moglo pochwali¢ sie elastycznymi, spersonalizowanymi
do$wiadczeniami, ktore moga ewoluowaé i adaptowaé sie w czasie rzeczywistym.
Za kazdym razem, gdy korzystamy z konwersacyjnego interfejsu opartego na Al,
pozwalamy sztucznej inteligencji dostosowac sie do konkretnych potrzeb uzytkownika.
GenUI idzie o krok dalej, stosujac ten poziom adaptacyjnosci do wizualnego interfejsu

oprogramowania.

Powodem, dla ktérego mozliwe jest eksperymentowanie z koncepcjami GenUI
juz dzi$, jest to, ze duze modele jezykowe juz rozumieja programowanie, a ich
podstawowa wiedza obejmuje technologie i frameworki UL Pytanie brzmi wiec, czy
duze modele jezykowe moga by¢ wykorzystane do generowania elementow U, takich
jak tekst, obrazy, uklady, a nawet cale interfejsy, ktére sa dostosowane do kazdego

indywidualnego uzytkownika. Model moglby zosta¢ poinstruowany, aby uwzgledniat
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rézne czynniki, takie jak poprzednie interakcje uzytkownika, okreslone preferencje,
informacje demograficzne i aktualny kontekst uzycia, w celu tworzenia wysoce

spersonalizowanych i odpowiednich interfejsow.

GenUI rézni sie od tradycyjnego projektowania interfejsu uzytkownika na kilka

kluczowych sposobéw:

1. Dynamiczno$¢ i Adaptacyjnos¢: Tradycyjne projektowanie UI polega na
tworzeniu ustalonych, statycznych interfejsow, ktore pozostaja takie same
dla wszystkich uzytkownikoéw. W przeciwienstwie do tego, GenUI umozliwia
tworzenie interfejsow, ktére moga dynamicznie adaptowad sie i zmienia¢
w zaleznosci od potrzeb uzytkownika i kontekstu. Oznacza to, ze ta sama
aplikacja moze prezentowaé rézne interfejsy réznym uzytkownikom, a nawet
temu samemu uzytkownikowi w réznych sytuacjach.

2. Personalizacja na Duza Skale: W tradycyjnym projektowaniu tworzenie
spersonalizowanych doswiadczen dla kazdego uzytkownika jest czesto
niepraktyczne ze wzgledu na wymagany czas i zasoby. GenUI natomiast
umozliwia personalizacje na duza skale. Wykorzystujac Al, projektanci moga
tworzy¢ interfejsy, ktére automatycznie dostosowuja sie do unikalnych potrzeb
i preferencji kazdego uzytkownika, bez koniecznosci recznego projektowania
i rozwijania osobnych interfejséw dla kazdego segmentu uzytkownikow.

3. Koncentracja na Rezultatach: Tradycyjne projektowanie UI czesto skupia sie na
tworzeniu wizualnie atrakcyjnych i funkcjonalnych interfejséw. Cho¢ te aspekty
sa nadal wazne w GenU]I, gléwny nacisk przesuwa sie w kierunku osiggania
pozadanych rezultatow dla uzytkownika. GenUI ma na celu tworzenie interfejséw
zoptymalizowanych pod katem konkretnych celéw i zadan kazdego uzytkownika,
przedktadajac uzytecznosé i efektywnosé nad czysto estetyczne wzgledy.

4. Ciagle Uczenie sie i Doskonalenie: Systemy GenUI moga nieustannie uczy¢
sie i doskonali¢ w czasie na podstawie interakcji uzytkownikow i otrzymywane;

informacji zwrotnej. Gdy uzytkownicy korzystaja z wygenerowanych
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interfejsow, modele Al mogg gromadzi¢ dane na temat zachowan uzytkownikow,
ich preferencji i osiaganych rezultatéw, wykorzystujac te informacje do
udoskonalania i optymalizacji przysztych generacji interfejsow. Ten iteracyjny
proces uczenia pozwala systemom GenUI stawaé si¢ coraz skuteczniejszymi

w zaspokajaniu potrzeb uzytkownikéw wraz z uptywem czasu.

Nalezy zauwazy¢, ze GenUI nie jest tym samym co narzedzia projektowe wspomagane
przez SI, takie jak te, ktore oferuja sugestie lub automatyzujg okreslone zadania
projektowe. Podczas gdy narzedzia te moga byé pomocne w usprawnieniu procesu
projektowania, nadal polegaja na projektantach, ktérzy podejmuja ostateczne decyzje
i tworzg statyczne interfejsy. GenUI natomiast zaklada, ze system SI przyjmuje bardziej
aktywna role w faktycznym generowaniu i adaptacji interfejséw w oparciu o dane

uzytkownika i kontekst.

GenUI reprezentuje znaczacg zmiane w podejsciu do projektowania interfejsow
uzytkownika, odchodzac od rozwigzan uniwersalnych na rzecz wysoce
spersonalizowanych, adaptacyjnych doswiadczen. Wykorzystujac moc SI, GenUI
ma potencjal zrewolucjonizowac sposob, w jaki wchodzimy w interakcje z cyfrowymi
produktami i ustugami, tworzac interfejsy, ktore sa bardziej intuicyjne, angazujace

i efektywne dla kazdego indywidualnego uzytkownika.

Przykiad

Aby zilustrowac¢ koncepcje GenUI, rozwazmy hipotetyczng aplikacje fitness o nazwie
“FitAI”. Ta aplikacja ma na celu dostarczanie spersonalizowanych plandéw treningowych
i porad zywieniowych uzytkownikom w oparciu o ich indywidualne cele, poziom

sprawnosci i preferencije.

W tradycyjnym podejsciu do projektowania UL, FitAl moglaby mie¢ ustalony zestaw

ekranéw i elementéw, ktore sg takie same dla wszystkich uzytkownikéw. Jednak
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z GenUI interfejs aplikacji moglby dynamicznie dostosowywac sie do unikalnych

potrzeb i kontekstu kazdego uzytkownika.

To podejscie jest do$¢ trudne do wyobrazenia sobie w kontekscie wdrozenia w 2024 roku

i moze nawet nie mie¢ odpowiedniego ROI, ale jest mozliwe.

Oto jak mogloby to dziata¢:

1. Wdrozenie poczatkowe:

« Zamiast standardowego kwestionariusza, FitAl ~wykorzystuje SI
konwersacyjna do zbierania informacji o celach uzytkownika, aktualnym
poziomie sprawnosci i preferencjach.

« Na podstawie tej poczatkowej interakeji, SI generuje spersonalizowany uktad
panelu, podkreslajac funkcje i informacje najbardziej istotne dla celéw
uzytkownika.

« Obecna technologia SI mogtaby mie¢ do dyspozycji wybdér komponentéw

ekranu do wykorzystania w tworzeniu spersonalizowanego panelu.
« Przyszla technologia SI moglaby przyjac role doswiadczonego projektanta

Ul i faktycznie tworzy¢ panel od podstaw.

2. Planer treningowy:

« Interfejs planera treningowego jest dostosowywany przez SI specjalnie do
poziomu do$wiadczenia uzytkownika i dostepnego sprzetu.

+ Dla poczatkujacego bez sprzetu moze pokazywac proste ¢wiczenia z masg
wlasnego ciala ze szczegdlowymi instrukcjami i filmami.

« Dla zaawansowanego uzytkownika z dostepem do sitowni moze wyswietla¢
bardziej ztozone rutyny z mniejsza iloscig tresci objasniajgcych.

« Zawartos¢ planera treningowego nie jest po prostu filtrowana z wiekszego
zbioru. Moze by¢ generowana w czasie rzeczywistym w oparciu o baze
wiedzy, ktora jest odpytywana z uwzglednieniem kontekstu zawierajacego

wszystkie znane informacje o uzytkowniku.
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3. Sledzenie postepow:

Interfejs $ledzenia postepéw ewoluuje w oparciu o cele uzytkownika
i wzorce zaangazowania.

Jesli uzytkownik koncentruje sie gléwnie na utracie wagi, interfejs moze
wyraznie wyswietla¢ wykres trendu wagi i statystyki spalonych kalorii.
Dla uzytkownika budujacego mase miesniowa, moze podkreslaé przyrosty
sity 1 zmiany w kompozycji ciala.

SI moze dostosowac te cze$¢ aplikacji do rzeczywistych postepow
uzytkownika. Jesli postep zatrzyma sie na pewien czas, aplikacja moze
przejs¢ w tryb, w ktérym probuje naktoni¢ uzytkownika do ujawnienia

przyczyn niepowodzenia, aby je ztagodzic.

4. Porady zywieniowe:

Sekcja zywieniowa dostosowuje sie do preferencji i ograniczen
dietetycznych uzytkownika.

Dla uzytkownika weganskiego moze pokazywac sugestie positkéw
rodlinnych i Zrédta biatka.

Dla uzytkownika z nietolerancja glutenu automatycznie filtruje produkty
zawierajace gluten z rekomendacji.

Ponownie, tres¢ nie jest pobierana z ogromnego zbioru danych o positkach,
ktéry ma zastosowanie do wszystkich uzytkownikow, ale jest syntezowana
z bazy wiedzy zawierajacej informacje dostosowywalne do konkretnej
sytuacji i ograniczen uzytkownika.

Na przyklad, przepisy sa generowane ze specyfikacjami sktadnikéw, ktore
odpowiadajg stale zmieniajacym sie¢ potrzebom kalorycznym uzytkownika

w miare ewolucji jego poziomu sprawnosci i parametréw ciata.

5. Elementy motywacyjne:



Generative UI 213

« TreSci motywacyjne i powiadomienia w aplikacji sa personalizowane
w oparciu o typ osobowosci uzytkownika i reakcje na rézne strategie
motywacyjne.

+ Niektorzy uzytkownicy mogg otrzymywaé zachecajace wiadomosci,

podczas gdy inni dostaja bardziej oparte na danych informacje zwrotne.

W tym przykladzie GenUI umozliwia FitAl tworzenie wysoce spersonalizowanego
doswiadczenia dla kazdego uzytkownika, potencjalnie zwiekszajac zaangazowanie,
satysfakcje i prawdopodobienstwo osiagniecia celow fitness. Elementy interfejsu,
tre$¢, a nawet “osobowo$¢” aplikacji dostosowuja sie, aby najlepiej stuzy¢ potrzebom

i preferencjom kazdego indywidualnego uzytkownika.

Przejscie do projektowania zorientowanego na

rezultaty

GenUI reprezentuje fundamentalng zmiane w podejsciu do projektowania interfejsu
uzytkownika!, przechodzac od koncentracji na tworzeniu konkretnych elementow
interfejsu do bardziej holistycznego podejscia zorientowanego na rezultaty. Ta zmiana

ma kilka waznych implikacji:
1. Koncentracja na celach uzytkownika:

+ Projektanci beda musieli glebiej zastanowi¢ si¢ nad celami uzytkownikow
i pozadanymi rezultatami, zamiast nad konkretnymi komponentami

interfejsu.

+ Nacisk zostanie polozony na tworzenie systeméw, ktére moga generowac
interfejsy pomagajace uzytkownikom efektywnie i skutecznie osiaggac¢ ich

cele.



Generative UI 214

- Pojawiag sie nowe frameworki Ul, ktére zapewnia projektantom opartym
na SI narzedzia potrzebne do generowania doswiadczen uzytkownika
w locie 1 od podstaw, zamiast bazowaé na predefiniowanych specyfikacjach

ekrandow.

2. Zmieniajaca sie rola projektantow:

« Projektanci przejda od tworzenia statych ukladéw do definiowania regul,
ograniczen i wytycznych, ktorymi systemy Al beda sie kierowa¢ podczas
generowania interfejsow.

» Beda musieli rozwing¢ umiejetnosci w takich obszarach jak analiza danych,
inzynieria promptéw i myslenie systemowe, aby skutecznie kierowaé

systemami GenUL

3. Znaczenie badan uzytkownikéw:

» Badania uzytkownikow stajg sie jeszcze bardziej kluczowe w kontekscie
GenUI, poniewaz projektanci musza zrozumie¢ nie tylko preferencje
uzytkownikéw, ale takze to, jak te preferencje i potrzeby zmieniaja sie

w réznych kontekstach.

« Ciagle testy z uzytkownikami i petle informacji zwrotnej beda niezbedne
do udoskonalania i poprawy zdolnosci Al do generowania efektywnych

interfejsow.

4. Projektowanie z uwzglednieniem zmiennosci:

« Zamiast tworzy¢ jeden “idealny” interfejs, projektanci beds musieli
uwzgledni¢ wiele mozliwych wariantéw 1 zapewni¢, ze system
moze generowa¢ odpowiednie interfejsy dla réznorodnych potrzeb
uzytkownikow.

+ Obejmuje to projektowanie z mysla o przypadkach brzegowych
i zapewnienie, ze generowane interfejsy zachowujg uzytecznosc i dostepnosé

w réznych konfiguracjach.
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« Roznicowanie produktéw nabiera nowych wymiaréw, obejmujac rézne
perspektywy w zakresie psychologii uzytkownika oraz wykorzystanie

unikalnych zbioréw danych i baz wiedzy niedostepnych dla konkurencji.

Wyzwania i aspekty do rozwazenia

Cho¢ GenUI oferuje ekscytujace mozliwosci, wigze sie rowniez z kilkoma wyzwaniami

i kwestiami do rozwazenia:
1. Ograniczenia techniczne:

» Obecna technologia Al, cho¢ zaawansowana, wcigz ma ograniczenia
w rozumieniu zlozonych intencji uzytkownikéw i generowaniu interfejsow

prawdziwie $wiadomych kontekstu.

« Problemy z wydajnoscig zwigzane z generowaniem elementéw interfejsu

W czasie rzeczywistym, szczegélnie na mniej wydajnych urzadzeniach.

2. Wymagania dotyczace danych:

« W zaleznosci od przypadku uzycia, efektywne systemy GenUI moga
wymaga¢ znacznych ilosci danych uzytkownikéw do generowania

spersonalizowanych interfejsow.

« Wyzwania zwigzane z etycznym pozyskiwaniem autentycznych danych
uzytkownikéw rodza obawy dotyczgce prywatnosci i bezpieczenstwa
danych, a takze potencjalnych uprzedzen w danych uzywanych do

trenowania modeli GenUI.
3. Uzyteczno$¢ i sp6jnosc:

+ Przynajmniej do czasu, gdy praktyka stanie sie powszechna, aplikacja ze
stale zmieniajagcymi si¢ interfejsami moze prowadzi¢ do probleméow
z uzytecznoScia, poniewaz uzytkownicy mogg mie¢ trudnosci ze

znalezieniem znajomych elementéw lub efektywna nawigacja.
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« Kluczowe Dbedzie znalezienie réwnowagi miedzy personalizacjg

a utrzymaniem sp6jnego, mozliwego do nauczenia sie interfejsu.

4. Nadmierne poleganie na Al:

+ Istnieje ryzyko nadmiernego delegowania decyzji projektowych do
systeméw Al, co potencjalnie moze prowadzi¢ do nieinspirujacych,
problematycznych lub po prostu wadliwych wyboréw interfejsu.

« Nadzor ludzki i mozliwo$¢ nadpisywania projektow generowanych przez

Al pozostang wazne w dajacej sie przewidzie¢ przyszlosci.

5. Kwestie dostepnosci:

« Zapewnienie, aby dynamicznie generowane interfejsy pozostaly dostepne
dla uzytkownikéw z niepelnosprawnosciami, stanowi zupelnie nowe
wyzwania, co jest niepokojace biorac pod uwage niski poziom zgodnosci

z zasadami dostepnosci wykazywany przez typowe systemy.

Z drugiej strony, projektanci Al moga by¢ wdrazani z whudowang dbaloscia
o dostepnosé oraz mozliwosciami tworzenia dostepnych interfejséw w locie,
tak jak tworza interfejsy dla uzytkownikow bez niepelnosprawnosci.

« W kazdym przypadku systemy GenUI powinny byé projektowane
z uwzglednieniem solidnych wytycznych dotyczacych dostepnosci

i proceséw testowych.

6. Zaufanie i transparentno$¢ uzytkownikow:

+ Uzytkownicy moga czu¢ si¢ niekomfortowo z interfejsami, ktére wydaja
sie “wiedzie¢ zbyt wiele” o nich lub zmieniajg sie w sposéb dla nich
niezrozumiaty.

« Zapewnienie przejrzystosci w kwestii tego, jak i dlaczego interfejsy sg

personalizowane, bedzie istotne dla budowania zaufania uzytkownikow.
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Perspektywy i mozliwosci na przysztos¢

Przysztos¢ Generative UI (GenUI) niesie ze soba ogromne mozliwosci
zrewolucjonizowania sposobu, w jaki wchodzimy w interakcje z cyfrowymi
produktami i ustugami. W miare rozwoju tej technologii mozemy spodziewaé sie
sejsmicznej zmiany w sposobie projektowania, wdrazania i doswiadczania interfejsow
uzytkownika. Uwazam, ze GenUI jest zjawiskiem, ktore wreszcie wprowadzi nasze

oprogramowanie w obszar tego, co obecnie uznawane jest za science fiction.

Jedna z najbardziej ekscytujacych perspektyw GenUI jest jego potencjal do zwigkszenia
dostepnosci na wielka skale, wykraczajaca poza zwykle upewnienie si¢, Zze osoby
z powaznymi niepelnosprawnosciami nie sg catkowicie wykluczone z korzystania
z oprogramowania. Dzieki automatycznemu dostosowywaniu interfejsow do
indywidualnych potrzeb uzytkownikow, GenUI moze uczyni¢ cyfrowe doswiadczenia
bardziej inkluzywnymi niz kiedykolwiek wczesniej. Wyobrazmy sobie interfejsy, ktore
plynnie dostosowuja sie, zapewniajac wiekszy tekst dla mlodszych uzytkownikéw lub
0sOb z wadami wzroku, czy uproszczone uklady dla oséb z niepelnosprawnosciami
poznawczymi - wszystko to bez koniecznosci recznej konfiguracji lub oddzielnych

“dostepnych” wersji aplikacji.

Mozliwosci personalizacji GenUI prawdopodobnie przyczynig sie do zwickszenia
zaangazowania uzytkownikéw, ich satysfakcji i lojalnosci w szerokim zakresie
produktéw cyfrowych. Gdy interfejsy stang sie bardziej dostrojone do indywidualnych
preferencji i zachowan, uzytkownicy bedg postrzega¢ cyfrowe doswiadczenia jako
bardziej intuicyjne i przyjemne, co potencjalnie doprowadzi do glebszych i bardzie;

znaczacych interakeji z technologia.

GenUI ma réwniez potencjal do przeksztalcenia procesu wdrazania nowych
uzytkownikéw. Poprzez tworzenie intuicyjnych, spersonalizowanych doswiadczen dla
nowych uzytkownikow, ktore szybko dostosowujg sie do poziomu wiedzy kazdego

uzytkownika, GenUI moze znaczgco zmniejszy¢ krzywa uczenia sie zwigzang z nowymi
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aplikacjami. Moze to prowadzi¢ do szybszego tempa adopcji i zwiekszonej pewnosci

uzytkownikéw w odkrywaniu nowych funkeji i funkcjonalnosci.

Kolejng ekscytujaca mozliwoscia jest zdolno$¢ GenUI do utrzymania spdjnego
doswiadczenia uzytkownika na réznych urzadzeniach i platformach, przy jednoczesnej
optymalizacji dla kazdego konkretnego kontekstu uzytkowania. Mogloby to
rozwigza¢ dlugotrwaly problem zapewnienia spoéjnych doswiadczen w coraz bardziej
rozdrobnionym krajobrazie urzadzen, od smartfonéw i tabletéw po komputery

stacjonarne i powstajace technologie, takie jak okulary rzeczywistosci rozszerzone;.

Charakter GenUI oparty na danych otwiera mozliwosci szybkiej iteracji i doskonalenia
projektowania interfejsu uzytkownika. Dzieki zbieraniu danych w czasie rzeczywistym
o tym, jak uzytkownicy wchodza w interakcje z generowanymi interfejsami, projektanci
i programisci moga uzyska¢ bezprecedensowy wglad w zachowania i preferencje
uzytkownikéw. Ta petla sprzezenia zwrotnego moze prowadzi¢ do cigglych ulepszen
w projektowaniu interfejsu uzytkownika, napedzanych rzeczywistymi wzorcami

uzytkowania, a nie zalozeniami czy ograniczonymi testami uzytkownikéw.

Aby przygotowaé sie na te zmiane, projektanci beda musieli rozwing¢ swoje
umiejetnosci i sposoéb myslenia. Nacisk przesunie sie z tworzenia statych ukladow
na rozwijanie kompleksowych systeméw projektowych i wytycznych, ktére mogg
kierowa¢ generowaniem interfejséw przez Al Projektanci beda musieli rozwinaé
glebokie zrozumienie analizy danych, technologii Al i my$lenia systemowego, aby

skutecznie kierowaé systemami GenUL

Co wiecej, poniewaz GenUI zaciera granice miedzy projektowaniem a technologia,
projektanci beda musieli Scislej wspdlpracowaé z programistami i naukowcami
zajmujacymi sie danymi. To interdyscyplinarne podejscie bedzie kluczowe w tworzeniu
systeméw GenU], ktore sg nie tylko atrakcyjne wizualnie i przyjazne dla uzytkownika,

ale takze technicznie solidne i etycznie poprawne.

Implikacje etyczne GenUI réwniez wysung sie na pierwszy plan wraz z dojrzewaniem

tej technologii. Projektanci beda odgrywaé kluczowa role w opracowywaniu ram
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odpowiedzialnego wykorzystania Al w projektowaniu interfejséw, zapewniajac, ze
personalizacja ulepsza do$wiadczenia uzytkownikéw bez naruszania prywatnosci czy

manipulowania zachowaniem uzytkownikéw w nieetyczny sposob.

Patrzac w przysztos¢, GenUI przedstawia zaréwno ekscytujace mozliwosci, jak
i znaczace wyzwania. Ma potencjal tworzenia bardziej intuicyjnych, wydajnych
i satysfakcjonujacych doswiadczen cyfrowych dla uzytkownikéw na caltym $wiecie.
Cho¢ bedzie wymaga¢ od projektantéw adaptacji i zdobycia nowych umiejetnosci,
oferuje réwniez bezprecedensowsg mozliwos¢ ksztaltowania przyszlosci interakcji
czlowiek-komputer w gleboki i znaczacy sposéb. Droga do w pelni rozwinigtych
systeméw GenUI bedzie niewatpliwie zlozona, ale potencjalne korzysci w zakresie
poprawy doswiadczen uzytkownika i dostepnosci cyfrowej czynig ja przyszloscia,

o ktéra warto zabiegad.



Inteligentna Orkiestracja
Przeptywu Pracy

W  dziedzinie tworzenia aplikacji, przeplywy pracy odgrywaja kluczowa role

w definiowaniu sposobu, w jaki zadania, procesy i interakcje uzytkownika sg
strukturyzowane i wykonywane. W miare jak aplikacje staja si¢ coraz bardziej ztozone,
a oczekiwania uzytkownikéw rosna, potrzeba inteligentnej i adaptacyjnej orkiestracji

przeplywu pracy staje sie coraz bardziej widoczna.

Podejscie  “Inteligentnej Orkiestracji Przeptywu Pracy”  koncentruje  si¢  na
wykorzystaniu komponentéw Al do dynamicznej orkiestracji i optymalizacji ztozonych
przeplywow pracy w aplikacjach. Celem jest tworzenie aplikacji, ktére sg bardziej
wydajne, responsywne i zdolne do adaptacji w oparciu o dane i kontekst w czasie

rzeczywistym.
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W tym rozdziale zbadamy kluczowe zasady i wzorce, ktére stanowia podstawe
podejscia inteligentnej orkiestracji przeptywu pracy. Przyjrzymy sie, jak Al moze by¢
wykorzystana do inteligentnego kierowania zadaniami, automatyzacji podejmowania
decyzji i dynamicznego dostosowywania przeplywow pracy w oparciu o rézne czynniki,
takie jak zachowanie uzytkownika, wydajnos$¢ systemu i reguly biznesowe. Poprzez
praktyczne przyklady i scenariusze z rzeczywistego $wiata, pokazemy transformacyjny

potencjal Al w usprawnianiu i optymalizacji przeptywoéw pracy w aplikacjach.

Niezaleznie od tego, czy tworzysz aplikacje korporacyjne ze zlozonymi procesami
biznesowymi, czy aplikacje konsumenckie z dynamicznymi $ciezkami uzytkownika,
wzorce i techniki oméwione w tym rozdziale wyposaza Cie w wiedze i narzedzia
do tworzenia inteligentnych i wydajnych przeplywoéw pracy, ktére poprawiajg ogdlne

doswiadczenie uzytkownika i zwiekszajg warto$¢ biznesowa.

Potrzeba Biznesowa

Tradycyjne podejscia do zarzadzania przeptywem pracy czesto opierajg sie na
predefiniowanych regutach i statycznych drzewach decyzyjnych, ktére moga byé
sztywne, nieelastyczne i niezdolne do radzenia sobie z dynamicznym charakterem

nowoczesnych aplikacji.

Rozwazmy scenariusz, w ktorym aplikacja e-commerce musi obstuzy¢ zlozony proces
realizacji zamoéwien. Przeplyw pracy moze obejmowaé wiele krokéw, takich jak
walidacja zamoéwienia, sprawdzenie stanu magazynowego, przetwarzanie platnosci,
wysylka i powiadomienia dla klientow. Kazdy krok moze mie¢ wlasny zestaw regul,
zaleznosci, integracji zewnetrznych i mechanizméw obstugi wyjatkow. Zarzadzanie
takim przeplywem pracy recznie lub poprzez zakodowana na stale logike moze szybko

stac si¢ uciagzliwe, podatne na bledy i trudne w utrzymaniu.

Ponadto, w miare jak aplikacja si¢ rozwija, a liczba jednoczesnych uzytkownikéw

ro$nie, przepltyw pracy moze wymagac dostosowania i optymalizacji w oparciu o dane
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w czasie rzeczywistym i wydajno$¢ systemu. Na przyklad, w okresach szczytowego
ruchu, aplikacja moze potrzebowa¢ dynamicznie dostosowac przeptyw pracy, aby
priorytetyzowac okreslone zadania, efektywnie alokowac zasoby i zapewnié¢ plynne

doswiadczenie uzytkownika.

W tym miejscu pojawia si¢ podejicie “Inteligentnej Orkiestracji Przeplywu Pracy”.
Wykorzystujac komponenty Al, programisci moga tworzy¢ przeptywy pracy, ktore sa
inteligentne, adaptacyjne i samooptymalizujace sie. Al moze analizowa¢ ogromne ilosci
danych, uczy¢ sie z przeszlych doswiadczen i podejmowaé $wiadome decyzje w czasie

rzeczywistym, aby efektywnie orkiestrowac przeptyw pracy.

Kluczowe Korzysci

1. Zwiekszona Wydajno$é: Al moze optymalizowaé przydzielanie zadan,
wykorzystanie zasobéw i wykonywanie przeptywu pracy, prowadzac do
szybszego przetwarzania i poprawy ogdlnej efektywnosci.

2. Adaptowalnos$¢: Przeptywy pracy oparte na Al moga dynamicznie
dostosowywaé sie do zmieniajacych sie warunkow, takich jak wahania
w zapotrzebowaniu uzytkownikéw, wydajnodci systemu czy wymaganiach
biznesowych, zapewniajac, ze aplikacja pozostaje responsywna i odporna.

3. Zautomatyzowane Podejmowanie Decyzji: Al moze automatyzowac ztozone
procesy decyzyjne w ramach przeplywu pracy, zmniejszajac potrzebe recznej
interwencji i minimalizujac ryzyko btedow ludzkich.

4. Personalizacja: Al moze analizowa¢ zachowanie uzytkownikéw, preferencje
i kontekst, aby personalizowaé przepltyw pracy i dostarcza¢ spersonalizowane
doswiadczenia poszczegblnym uzytkownikom.

5. Skalowalnos¢: Przepltywy pracy wspierane przez Al moga sie¢ ptynnie skalowac,
aby obstugiwa¢ rosnace wolumeny danych i interakcji uzytkownikéw, bez

kompromiséw w zakresie wydajnosci czy niezawodnosci.
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W kolejnych sekcjach zbadamy kluczowe wzorce i techniki, ktore umozliwiajg
implementacje inteligentnych przeptywoéw pracy i pokazemy rzeczywiste przyklady

tego, jak Al transformuje zarzadzanie przeptywem pracy w nowoczesnych aplikacjach.

Kluczowe Wzorce

Aby zaimplementowaé inteligentng orkiestracje przeptywu pracy w aplikacjach,
programisci moga wykorzystac kilka kluczowych wzorcow, ktére wykorzystujg moc
Al Wzorce te zapewniajg ustrukturyzowane podejscie do projektowania i zarzadzania
przeptywami pracy, umozliwiajac aplikacjom adaptacje, optymalizacje i automatyzacje
procesow w oparciu o dane w czasie rzeczywistym i kontekst. Przyjrzyjmy sie

niektérym z fundamentalnych wzorcéw w inteligentnej orkiestracji przeptywu pracy.

Dynamiczne Trasowanie Zadan

Ten wzorzec polega na wykorzystaniu Al do inteligentnego trasowania zadan w ramach
przeplywu pracy w oparciu o rézne czynniki, takie jak priorytet zadania, dostgpnosc
zasobow i wydajnos¢ systemu. Algorytmy AI moga analizowaé charakterystyke
kazdego zadania, uwzglednia¢ aktualny stan systemu i podejmowaé $wiadome
decyzje w celu przypisania zadan do najbardziej odpowiednich zasobéw lub $ciezek
przetwarzania. Dynamiczne trasowanie zadan zapewnia efektywna dystrybucje

i wykonanie zadan, optymalizujac ogélng wydajnos¢ przeptywu pracy.
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class TaskRouter

include Raix::ChatCompletion

include Raix::FunctionDispatch

attr_accessor :task

# list of functions that can be called by the AI entirely at its

# discretion depending on the task received

function :analyze_task_priority do
TaskPriorityAnalyzer .perform(task)
end

function :check_resource_availability, # ...
function :assess_system_performance, # ...

function :assign_task_to_resource, # ...

DIRECTIVE = "You are a task router, responsible for intelligently
assigning tasks to available resources based on priority, resource

availability, and system performance..."

def initialize(task)
self . task = task
transcript << { system: DIRECTIVE }
transcript << { user: task.to_json }
end

def perform
while task.unassigned?
chat_completion

# todo: add max loop counter and break

end

# capture the transcript for later analysis
task.update(routing_transcript: transcript)
end

end

224

Zwr6¢ uwage na petle utworzong przez wyrazenie while w linii 29, ktéra kontynuuje

wysylanie zapytan do Al, dopéki zadanie nie zostanie przypisane. W linii 35 zapisujemy
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transkrypt zadania do pdzniejszej analizy i debugowania, jesli okaze sie to konieczne.

Podejmowanie Decyzji Kontekstowych

Mozesz uzy¢ bardzo podobnego kodu do podejmowania decyzji uwzgledniajacych
kontekst w przeplywie pracy. Analizujac istotne dane, takie jak preferencje
uzytkownika, wzorce historyczne i dane w czasie rzeczywistym, komponenty Al moga
okresli¢ najbardziej odpowiedni przebieg dzialan w kazdym punkcie decyzyjnym
przeplywu pracy. Dostosuj zachowanie przeplywu pracy na podstawie konkretnego
kontekstu kazdego uzytkownika lub scenariusza, zapewniajac spersonalizowane

i zoptymalizowane do§wiadczenia.

Adaptacyjna Kompozycja Przeptywu Pracy

Ten wzorzec koncentruje sie na dynamicznym komponowaniu i dostosowywaniu
przepltywow pracy w oparciu o zmieniajace si¢ wymagania lub warunki. Al moze
analizowac¢ aktualny stan przeptywu pracy, identyfikowa¢ waskie gardta lub
nieefektywnos$ci i automatycznie modyfikowac strukture przeptywu pracy w celu
optymalizacji wydajnosci. Adaptacyjna kompozycja przepltywu pracy pozwala
aplikacjom na ciagla ewolucje i usprawnianie proceséw bez koniecznosci recznej

interwencji.

Obstuga i Odzyskiwanie po Wyjatkach

Obstuga i odzyskiwanie po wyjatkach sa kluczowymi aspektami inteligentnej
orkiestracji przeptywu pracy. Podczas pracy z komponentami Al i zlozonymi
przeplywami pracy istotne jest przewidywanie i eleganckie obstugiwanie wyjatkéw

w celu zapewnienia stabilnosci i niezawodnosci systemu.

Oto kluczowe aspekty i techniki obstugi i odzyskiwania po wyjatkach w inteligentnych
przeptywach pracy:
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1. Propagacja Wyjatkéw: Zaimplementuj spdjne podejscie do propagacji wyjatkow
miedzy komponentami przeplywu pracy. Gdy wystapi wyjatek w komponencie,
powinien zosta¢ przechwycony, zarejestrowany i przekazany do orkiestratora
lub oddzielnego komponentu odpowiedzialnego za obstuge wyjatkéw. Celem jest
centralizacja obstugi wyjatkéw i zapobieganie ich cichemu pochlanianiu, a takze
otwieranie mozliwosci dla Inteligentnej Obstugi Bledow.

2. Mechanizmy Ponawiania: Mechanizmy ponawiania pomagaja zwiekszyé
odpornos¢ przeptywu pracy i elegancko obstugiwaé tymczasowe awarie.
Zdecydowanie warto zaimplementowa¢ mechanizmy ponawiania dla
przejsciowych lub mozliwych do naprawienia wyjatkow, takich jak problemy
z facznoscig sieciowa lub niedostepnosé zasobow, ktére moga by¢ automatycznie
ponawiane po okreslonym opdznieniu. Posiadanie orkiestratora lub mechanizmu
obstugi wyjatkow opartego na Al oznacza, Ze strategie ponawiania nie muszg
by¢ mechaniczne, opierajace sie na statych algorytmach, takich jak wyktadnicze
wycofywanie. Mozesz pozostawi¢ obstuge ponowient “do uznania” komponentu
Al odpowiedzialnego za decydowanie o sposobie obstugi wyjatku.

3. Strategie awaryjne: Jesli komponent Al nie dostarczy prawidlowej odpowiedzi
lub napotka blad—co jest czestym zjawiskiem, biorac pod uwage jego nowatorski
charakter—nalezy mie¢ przygotowany mechanizm awaryjny, aby zapewnic
cigglto$¢ przeplywu pracy. Moze to obejmowaé uzycie wartosci domyslnych,
alternatywnych algorytméw lub Human In The Loop do podejmowania decyzji
i utrzymania ciagtosci przeptywu pracy.

4. Dzialania kompensacyjne: Dyrektywy orkiestratora powinny zawierac
instrukcje dotyczace dzialan kompensacyjnych w celu obstugi wyjatkow,
ktérych nie mozna rozwigza¢ automatycznie. Dziatania kompensacyjne to kroki
podejmowane w celu cofniecia lub zlagodzenia skutkéw nieudanej operacji.
Na przyklad, jesli nie powiedzie si¢ etap przetwarzania ptatnosci, dzialaniem
kompensacyjnym moze by¢ wycofanie transakeji i powiadomienie uzytkownika.

Dziatania kompensacyjne pomagaja utrzymac sp6jnos¢ i integralno$¢ danych



© 0 N O O B W N =

NN NN NN N P Bl s s
O O B~ W N~ OO0 O N0 O Bk W N =~ o

Inteligentna Orkiestracja Przeptywu Pracy 227

w obliczu wyjatkow.

5. Monitorowanie i alarmowanie o wyjatkach: Skonfiguruj mechanizmy
monitorowania i alarmowania w celu wykrywania i powiadamiania
odpowiednich interesariuszy o krytycznych wyjatkach. Orkiestrator moze zostac
wyposazony w progi i reguly wyzwalajace alarmy, gdy wyjatki przekrocza
okreslone limity lub gdy wystapia okreslone typy wyjatkéw. Umozliwia to
proaktywna identyfikacje i rozwigzywanie problemdéw, zanim wplyng one na

caly system.

Oto przyklad obstugi wyjatkéw i odzyskiwania w komponencie przepltywu pracy
w Ruby:

class InventoryManager
def check_availability(order)
begin
# Perform inventory check logic
inventory = Inventory.find_by(product_id: order.product_id)
if inventory.available_quantity >= order.quantity
return true
else
raise InsufficientInventoryError,
"Insufficient inventory for product #{order.product_id}"
end
rescue InsufficientInventoryError => e
# Log the exception
logger .error("Inventory check failed: #{e.message}")

# Retry the operation after a delay

retry_count |[|= 0

if retry_count < MAX_RETRIES
retry_count += 1
sleep(RETRY_DELAY)
retry

else
# Fallback to manual intervention
NotificationService.admin("Inventory check failed: Order #{order.id}")
return false

end
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end
end

end

W tym przykladzie, komponent InventoryManager sprawdza dostepnos$é produktu
dla danego zamoéwienia. Jesli dostepna ilo$¢ jest niewystarczajaca, zglasza wyjatek
InsufficientInventoryError. Wyjatek jest przechwytywany, rejestrowany,
a nastepnie uruchamiany jest mechanizm ponownych préb. Jesli limit ponownych
prob zostanie przekroczony, komponent przechodzi do interwencji recznej poprzez

powiadomienie administratora.

Poprzez wdrozenie solidnych mechanizméw obstugi i odzyskiwania po wystgpieniu
wyjatkow, mozesz zapewni¢, ze twoje inteligentne przeptywy pracy sa odporne, tatwe

w utrzymaniu i zdolne do elegackiego radzenia sobie z nieoczekiwanymi sytuacjami.

Te wzorce stanowig fundament inteligentnej orkiestracji przeplywu pracy i mogg
by¢ taczone oraz dostosowywane do konkretnych wymagan réznych aplikacji.
Wykorzystujac te wzorce, programisci moga tworzy¢ przeptywy pracy, ktore sg
elastyczne, odporne i zoptymalizowane pod katem wydajnosci oraz do$wiadczenia

uzytkownika.

W nastepnej sekcji zbadamy, jak te wzorce moga by¢ implementowane w praktyce,
uzywajac przykladow z rzeczywistych zastosowan i fragmentéw kodu, aby zilustrowaé

integracje komponentéw Al w zarzadzaniu przeptywem pracy.

Praktyczna implementacja inteligentnej

orkiestracji przeptywu pracy

Teraz, gdy poznaliSmy kluczowe wzorce w inteligentnej orkiestracji przeptywu

pracy, zaglebmy sie w to, jak te wzorce moga by¢ implementowane w aplikacjach
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rzeczywistych. Przedstawimy praktyczne przyktady i fragmenty kodu, aby zilustrowaé

integracje komponentéw Al w zarzadzaniu przeplywem pracy.

Inteligentny procesor zaméwien

Przyjrzyjmy sie praktycznemu przykladowi implementacji inteligentnej orkiestracji
przeplywu pracy przy uzyciu wspomaganego przez Al komponentu OrderProcessor
w aplikacji e-commerce napisanej w Ruby on Rails. OrderProcessor realizuje
koncepcje Process Manager Enterprise Integration, ktorg po raz pierwszy spotkalismy
w Rozdziale 3 podczas omawiania Wielosci Pracownikéw. Komponent bedzie
odpowiedzialny za zarzadzanie przeplywem realizacji zamoéwien, podejmowanie
decyzji dotyczacych routingu na podstawie wynikéw posrednich oraz orkiestracje

wykonania réznych krokéw przetwarzania.

Proces realizacji zamoéwienia obejmuje wiele krokéw, takich jak walidacja zaméwienia,
sprawdzenie stanu magazynu, przetwarzanie platnosci i wysylka. Kazdy krok jest
zaimplementowany jako osobny proces roboczy, ktory wykonuje okreslone zadanie
i zwraca wynik do OrderProcessor. Kroki nie sg obowigzkowe i nie musza by¢ nawet

wykonywane w okreslonej kolejnosci.

Oto przykltadowa implementacja OrderProcessor. Zawiera ona dwa mixiny z Raix.
Pierwszy (ChatCompletion) daje mu mozliwo$¢ wykonywania chat completion, co
czyni go komponentem Al Drugi (FunctionDispatch) umozliwia wywolywanie
funkeji przez Al, pozwalajac na odpowiadanie na prompt wywotaniem funkeji zamiast

wiadomoscig tekstowa.

Funkcje robocze (validate_order, check_inventory i inne) delegujg zadania do
swoich odpowiednich klas roboczych, ktére moga by¢ komponentami SI lub innymi,
z jedynym wymogiem, aby zwracaly wyniki swojej pracy w formacie, ktory mozna

przedstawié jako cigg znakéw.


https://github.com/OlympiaAI/raix-rails
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Podobnie jak wszystkie inne przyktady w tej czesci ksigzki, ten kod jest
praktycznie pseudokodem i ma na celu jedynie przekazanie znaczenia
wzorca oraz zainspirowanie do wlasnych rozwigzan. Pelne opisy wzorcow

i kompletne przyktady kodu znajduja sie w Czesci 2.

class OrderProcessor
include Raix::ChatCompletion
include Raix::FunctionDispatch

SYSTEM_DIRECTIVE = "You are an order processor, tasked with..."

def initialize(order)
self.order = order
transcript << { system: SYSTEM_DIRECTIVE }
transcript << { user: order.to_json }

end

def perform
# will continue looping until “stop_looping!" is called
chat_completion(loop: true)

end

# list of functions available to be called by the AI

# truncated for brevity

def functions

[

name: "validate_order",
description: "Invoke to check validity of order",

parameters: {

}I

]

end

# Iimplementation of functions that can be called by the AI

# entirely at its discretion, depending on the needs of the order
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def validate_order
OrderValidationWorker . per form(@order)
end

def check_inventory
InventoryCheckWorker . per form(@order)
end

def process_payment
PaymentProcessingWorker . per form(@order)
end

def schedule_shipping
ShippingSchedulerWorker . per form(@order)
end

def send_confirmation
OrderConfirmationWorker . per form(@order)
end

def finished_processing
@order .update! (transcript:, processed_at: Time.current)
stop_looping!
end
end

W przyktadzie, OrderProcessor jest inicjalizowany z obiektem zamdwienia i utrzymuje
transkrypt wykonania przeptywu pracy, w typowym formacie transkryptu konwersacji,
ktory jest charakterystyczny dla duzych modeli jezykowych. Al otrzymuje pelng
kontrole nad organizacjg wykonania rdéznych krokéw przetwarzania, takich jak
walidacja zamowienia, sprawdzenie stanu magazynowego, przetwarzanie platnosci

i wysytka.

Za kazdym razem, gdy wywolywana jest metoda chat_completion, transkrypt
jest wysytany do Al w celu uzyskania odpowiedzi w postaci wywotania funkeji.
To catkowicie zalezy od Al, aby przeanalizowaé wynik poprzedniego kroku
i okreslic odpowiednie dzialanie do podjecia. Na przyklad, jesli sprawdzenie stanu

magazynowego wykaze niski poziom zapaséw, OrderProcessor moze zaplanowac
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zadanie uzupelnienia. Jesli przetwarzanie platnosci nie powiedzie sie, moze zainicjowac

ponowna probe lub powiadomi¢ obstuge klienta.

Powyzszy przyklad nie ma zdefiniowanych funkcji do uzupelniania zapasow czy

powiadamiania obstugi klienta, ale absolutnie méglby je miec.

Transkrypt roénie za kazdym razem, gdy funkcja jest wywolywana i stuzy jako zapis
wykonania przeptywu pracy, zawierajacy wyniki kazdego kroku oraz wygenerowane
przez Al instrukcje dla kolejnych krokéw. Ten transkrypt moze by¢ wykorzystywany

do debugowania, audytu i zapewnienia widocznosci procesu realizacji zamoéwienia.

Wykorzystujac Al w OrderProcessor, aplikacja e-commerce moze dynamicznie
dostosowywac przeptyw pracy w oparciu o dane w czasie rzeczywistym i inteligentnie
obstugiwa¢ wyjatki. Komponent AI moze podejmowaé $wiadome decyzje,
optymalizowac przeplyw pracy i zapewnia¢ sprawng realizacje zamdéwien nawet

w zlozonych scenariuszach.

Fakt, ze jedynym wymogiem dla proceséw roboczych jest zwrécenie zrozumiatego
wyniku, ktéry Al moze wzia¢ pod uwage przy podejmowaniu decyzji o kolejnych
krokach, moze uswiadomié ci, jak to podejscie moze zmniejszy¢ naktad pracy zwigzany
z mapowaniem wejscia/wyjscia, ktére zazwyczaj jest wymagane przy integracji ré6znych

systemow ze soba.

Inteligentny Moderator Tresci

Aplikacje mediéw spolecznosciowych zazwyczaj wymagajg przynajmniej minimalne;
moderacji treSci, aby zapewni¢ bezpieczng i zdrowa spolecznosé. Ten przyktadowy
komponent ContentModerator wykorzystuje Al do inteligentnego organizowania
przeplywu moderacji, podejmujac decyzje na podstawie charakterystyki tresci

i wynikéw réznych krokéw moderacji.
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Proces moderacji obejmuje wiele krokéw, takich jak analiza tekstu, rozpoznawanie
obrazéw, ocena reputacji uzytkownika i reczny przeglad. Kazdy krok jest
zaimplementowany jako oddzielny proces roboczy, ktéry wykonuje okreslone

zadanie i zwraca wynik do ContentModerator.

Oto przyktadowa implementacja ContentModerator:

class ContentModerator
include Raix::ChatCompletion
include Raix::FunctionDispatch

SYSTEM_DIRECTIVE = "You are a content moderator process manager,

tasked with the workflow involved in moderating user-generated content..."

def initialize(content)
@content = content
@transcript = |
{ system: SYSTEM_DIRECTIVE 1},
{ user: content.to_json }

]

end

def perform
complete(@transcript)
end

def model
"openai/gpt-4"
end

# list of functions available to be called by the AI

# truncated for brevity

def functions

[

name: "analyze_text",
}I
{

name: "recognize_image",
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description: "Invoke to describe images...",

name: "assess_user_reputation”,

name: "escalate_to_manual_review",

name: "approve_content",

name: "reject_content"”,

end

# implementation of functions that can be called by the AI
# entirely at its discretion, depending on the needs of the order

def analyze_text
result = TextAnalysisWorker.perform(@content)
continue_with(result)

end

def recognize_image
result = ImageRecognitionWorker .perform(@content)
continue_with(result)

end

def assess_user_reputation
result = UserReputationWorker .per form(@content .user)
continue_with(result)

end

def escalate_to_manual_review
ManualReviewWorker . per form(@content)
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@content.update! (status: 'pending', transcript: @transcript)
end

def approve_content
@content.update! (status: 'approved', transcript: @transcript)
end

def reject_content
@content.update! (status: 'rejected', transcript: @transcript)
end

private

def continue_with(result)
@transcript << { function: result }
complete(@transcript)
end
end

W tym przyktadzie ContentModerator jest inicjalizowany z obiektem tresci
i utrzymuje transkrypt moderacji w formacie konwersacji. Komponent Al ma pelng
kontrole nad procesem moderacji, decydujac ktére kroki wykona¢ na podstawie

charakterystyki tresci i wynikéw kazdego etapu.

Dostepne funkcje robocze, ktére Al moze wywola¢, obejmujg analyze_text,
recognize_image, assess_user_reputation oraz escalate_to_manual_-
review. Kazda funkcja deleguje zadanie do odpowiedniego procesu roboczego
(TextAnalysisWorker, ImageRecognitionWorker, itd.) i dodaje wynik do
transkryptu moderacji, z wyjatkiem funkcji eskalacji, ktora dziata jako stan koncowy.
Wreszcie, funkcje approve_content ireject_content réwniez dzialajg jako stany

konicowe.

Komponent Al analizuje tre$¢ i okresla odpowiednie dzialanie do podjecia. Jesli tres¢
zawiera odniesienia do obrazéw, moze wywola¢ proces roboczy recognize_image
w celu pomocy w wizualnej weryfikacji. Jesli ktérykolwiek z proceséw roboczych

ostrzeze o potencjalnie szkodliwej tresci, Al moze zdecydowac o eskalacji tresci
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do recznej weryfikacji lub po prostu ja odrzuci¢. Jednak w zaleznosci od powagi
ostrzezenia, Al moze zdecydowac sie wykorzystaé¢ wyniki oceny reputacji uzytkownika
przy podejmowaniu decyzji o tym, jak obstuzy¢ tres¢, co do ktdrej nie ma pewnosci.
W zaleznosci od przypadku uzycia, by¢ moze zaufani uzytkownicy maja wiegksza

swobode w tym, co mogg publikowa¢. I tak dale;j...

Podobnie jak w poprzednim przykladzie menedzera proceséw, transkrypt moderaciji
stuzy jako zapis wykonania przeplywu pracy, zawierajacy wyniki kazdego kroku
i decyzje generowane przez Al. Ten transkrypt moze by¢ wykorzystywany do audytu,

przejrzystosci i doskonalenia procesu moderacji w czasie.

Wykorzystujac Al w ContentModerator, aplikacja mediéw spoteczno$ciowych
moze dynamicznie dostosowywaé proces moderacji w oparciu o charakterystyke
tredci i inteligentnie obstugiwa¢ zlozone scenariusze moderacji. Komponent Al moze
podejmowac $wiadome decyzje, optymalizowac przeplyw pracy i zapewniaé bezpieczne

i zdrowe doswiadczenie spolecznosci.

Przyjrzyjmy sie dwém kolejnym przykladom, ktére demonstruja predykcyjne
harmonogramowanie zadan oraz obstuge wyjatkéw i odzyskiwanie w kontekscie

inteligentnej orkiestracji przeptywu pracy.

Predykcyjne Harmonogramowanie Zadan w Systemie
Obstugi Klienta

W aplikacji obstugi klienta zbudowanej przy uzyciu Ruby on Rails, efektywne
zarzadzanie i priorytetyzacja zgloszen pomocy technicznej jest kluczowa dla
zapewnienia terminowej pomocy klientom. Komponent SupportTicketScheduler
wykorzystuje Al do predykcyjnego harmonogramowania i przydzielania zgloszen
pomocy technicznej dostepnym agentom w oparciu o rézne czynniki, takie jak pilnosé

zgloszenia, wiedza agenta i obcigzenie praca.
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class SupportTicketScheduler
include Raix::ChatCompletion
include Raix::FunctionDispatch

SYSTEM_DIRECTIVE = "You are a support ticket scheduler,
tasked with intelligently assigning tickets to available agents..."

def initialize(ticket)
@ticket = ticket
@transcript = |
{ system: SYSTEM_DIRECTIVE },
{ user: ticket.to_json }

]

end

def perform
complete(@transcript)
end

def model
"openai/gpt-4"
end

def functions

[

name: "analyze_ticket_urgency",
#...

}I
{
name: "list_available_agents",

description: "Includes expertise of available agents",
#...

}I
{
name: "predict_agent_workload",

description: "Uses historical data to predict upcoming workloads"

}/
{

name: "assign_ticket_to_agent",

7
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}/

name: "reschedule_ticket",

]

end

# implementation of functions that can be called by the AI

# entirely at its discretion, depending on the needs of the order

def analyze_ticket_urgency
result = TicketUrgencyAnalyzer .perform(@ticket)
continue_with(result)

end

def list_available_agents
result = ListAvailableAgents.perform
continue_with(result)

end

def predict_agent_workload
result = AgentWorkloadPredictor .perform
continue_with(result)

end

def assign_ticket_to_agent
TicketAssigner.perform(@ticket, @transcript)
end

def delay_assignment(until)
until = DateTimeStandardizer.process(until)
SupportTicketScheduler.delay(@ticket, @transcript, until)
end

private

def continue_with(result)
@transcript << { function: result }
complete(@transcript)
end
end

238
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W tym przykladzie, SupportTicketScheduler jest inicjalizowany z obiektem
zgloszenia serwisowego i utrzymuje transkrypt harmonogramowania. Komponent
Al analizuje szczegdly zgloszenia i predykcyjnie planuje jego przydzielenie w oparciu
o czynniki takie jak pilnos¢ zgloszenia, kompetencje agenta i przewidywane obciazenie

agenta.

Dostepne funkcje, ktéore Al moze wywotac, obejmujg analyze_ticket_urgency,
list_available_agents, predict_agent_workload i assign_ticket_to_-
agent. Kazda funkcja deleguje zadanie do odpowiedniego komponentu analizujacego
lub przewidujacego i dodaje wynik do transkryptu harmonogramowania. Al ma

réwniez mozliwos¢ opoéznienia przydzielenia za pomoca funkcji delay_assignment.

Komponent Al bada transkrypt harmonogramowania i podejmuje $wiadome decyzje
dotyczace przydzielania zgloszen. Bierze pod uwage pilnos¢ zgloszenia, kompetencje
dostepnych agentéw oraz przewidywane obcigzenie kazdego agenta, aby okresli¢

najbardziej odpowiedniego agenta do obstugi zgloszenia.

Wykorzystujac predykcyjne planowanie zadan, aplikacja obstugi klienta moze
zoptymalizowaé przydzielanie zgloszen, skroci¢ czas reakcji i poprawi¢ ogdlny
poziom zadowolenia klientow. Proaktywne i efektywne zarzadzanie zgloszeniami
serwisowymi zapewnia, ze odpowiednie zgloszenia sa przydzielane odpowiednim

agentom we wlasciwym czasie.

Obstuga Wyjatkow i Odzyskiwanie w Potoku
Przetwarzania Danych

Obstuga wyjatkéw i odzyskiwanie po awariach sg niezbedne do zapewnienia
integralno$ci danych i zapobiegania ich utracie. Komponent DataProcessingOrchestrator
wykorzystuje Al do inteligentnej obstugi wyjatkéw i orkiestracji procesu odzyskiwania

w potoku przetwarzania danych
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class DataProcessingOrchestrator

include Raix::ChatCompletion

include Raix::FunctionDispatch

SYSTEM_DIRECTIVE = "You are a data processing orchestrator..."

def initialize(data_batch)
@data_batch = data_batch
@transcript = |
{ system: SYSTEM_DIRECTIVE },
{ user: data_batch.to_json }

]

end

def perform

complete(@transcript)

end

def model

"openai/gpt-4"

end

def functions

name:

"validate_data",

"process_data",

"request_fix",

"retry_processing",

"mark_data_as_failed",

240
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b
{

name: "finished",

]

end

# implementation of functions that can be called by the AI

# entirely at its discretion, depending on the needs of the order

def validate_data
result = DataValidator.perform(@data_batch)
continue_with(result)

rescue ValidationException => e
handle_validation_exception(e)

end

def process_data
result = DataProcessor .perform(@data_batch)
continue_with(result)

rescue ProcessingException => e
handle_processing_exception(e)

end

def request_fix(description_of_fix)
result = SmartDataFixer.new(description_of_fix, @data_batch)
continue_with(result)

end

def retry_processing(timeout_in_seconds)
wait(timeout_in_seconds)
process_data

end

def mark_data_as_failed
@data_batch.update! (status: 'failed', transcript: @transcript)
end

def finished
@data_batch.update! (status: 'finished', transcript: @transcript)
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end
private

def continue_with(result)
@transcript << { function: result }
complete(@transcript)

end

def handle_validation_exception(exception)
@transcript << { exception: exception.message }
complete(@transcript)

end

def handle_processing_exception(exception)
@transcript << { exception: exception.message }
complete(@transcript)
end
end

W tym przykladzie, DataProcessingOrchestrator jest inicjalizowany z obiektem
wsadu danych i utrzymuje transkrypt przetwarzania. Komponent Al orkiestruje
potokiem przetwarzania danych, obstugujac wyjatki i przywracajac system po

awariach wedlug potrzeb.

Dostepne funkcje, ktore Al moze wywotaé, obejmujgvalidate_data, process_data,
request_fix, retry_processing oraz mark_data_as_failed. Kazda funkcja
deleguje zadanie do odpowiedniego komponentu przetwarzania danych i dodaje wynik

lub szczegdty wyjatku do transkryptu przetwarzania.

Jesli podczas kroku validate_data wystapi wyjatek walidacji, funkcja handle_-
validation_exception dodaje dane wyjatku do transkryptu i przekazuje kontrole
z powrotem do Al Podobnie, jesli podczas kroku process_data wystapi wyjatek

przetwarzania, Al moze zdecydowac o strategii przywracania.

W zaleznosci od charakteru napotkanego wyjatku, Al moze wedlug wlasnego uznania

zdecydowaé o wywolaniu request_fix, ktére deleguje zadanie do napedzanego
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sztuczng inteligencja komponentu SmartDataF ixer (zobacz rozdzial o Samoleczacej
sie Danych). Modut naprawy danych otrzymuje w prostym jezyku angielskim opis tego,
jak powinien zmodyfikowac¢ @data_batch, aby mozna bylo ponowi¢ przetwarzanie.
By¢ moze udane ponowienie proby wymagatoby usunigcia z wsadu danych rekordéw,
ktore nie przeszty walidacji i/lub skopiowania ich do innego potoku przetwarzania do

przegladu przez cztowieka? Mozliwosci sg praktycznie nieograniczone.

Poprzez wlaczenie obstugi wyjatkéw i przywracania systemu sterowanego przez Al,
aplikacja przetwarzajaca dane staje sie bardziej odporna i tolerancyjna na bledy.
DataProcessingOrchestrator inteligentnie zarzadza wyjatkami, minimalizuje

utrate danych i zapewnia ptynne wykonanie przeplywu przetwarzania danych.

Monitorowanie i Rejestrowanie

Monitorowanie i rejestrowanie zapewniaja wglad w postep, wydajnos¢ i kondycje
komponentéw przeplywu pracy napedzanych przez Al, umozliwiajac programistom
$ledzenie i analizowanie zachowania systemu. Wdrozenie efektywnych mechanizméw
monitorowania i rejestrowania jest niezbedne do debugowania, audytu i ciaglego

doskonalenia inteligentnych przeptywoéw pracy.

Monitorowanie Postepu i Wydajnosci Przeptywu Pracy

Aby zapewni¢ ptynne wykonanie inteligentnych przeptywéw pracy, wazne jest
monitorowanie postepu i wydajnosci kazdego komponentu przeptywu pracy. Obejmuje

to $ledzenie kluczowych metryk i zdarzen w calym cyklu zycia przeptywu pracy.
Wazne aspekty do monitorowania obejmuja:

1. Czas Wykonania Przeplywu Pracy: Pomiar czasu potrzebnego kazdemu
komponentowi przeptywu pracy na wykonanie swojego zadania. Pomaga to
zidentyfikowa¢ waskie gardla wydajnosci i zoptymalizowaé ogdlna efektywnosc

przeplywu pracy.
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2. Wykorzystanie Zasobéw: Monitorowanie wykorzystania zasobéw systemowych,
takich jak CPU, pamieé i przestrzen dyskowa, przez kazdy komponent przeplywu pracy.
Pomaga to zapewni¢, ze system dziala w ramach swoich mozliwosci i moze efektywnie

obstuzy¢ obciazenie.

3. Wspélczynniki bledéw i wyjatki: Sled? wystepowanie bledéw i wyjatkow
w komponentach przeptywu pracy. Pomaga to zidentyfikowaé potencjalne problemy

i umozliwia proaktywna obstuge bledéw oraz przywracanie systemu.

4. Punkty decyzyjne i rezultaty: Monitoruj punkty decyzyjne w przeptywie pracy oraz
rezultaty decyzji podejmowanych przez systemy Al Dostarcza to wgladu w zachowanie

i skutecznos$¢ komponentéow Al

Dane przechwycone przez procesy monitorowania mogg by¢ wyswietlane w panelach
kontrolnych lub wykorzystywane jako dane wejsciowe do zaplanowanych raportow,

ktére informuja administratoréw systemu o jego kondycji.

’ Dane z monitorowania moga by¢ przekazywane do procesu administratora

systemu opartego na Al w celu przegladu i potencjalnego dzialania!

Rejestrowanie kluczowych zdarzen i decyzji

Rejestrowanie jest kluczowg praktyka, ktéra polega na przechwytywaniu
i przechowywaniu istotnych informacji o kluczowych zdarzeniach, decyzjach

i wyjatkach wystepujacych podczas wykonywania przeptywu pracy.
Wazne aspekty do rejestrowania obejmuja:

1. Inicjacje i zakoniczenie przeplywu pracy: Rejestruj czas rozpoczecia i zakoniczenia
kazdej instancji przeptywu pracy, wraz z odpowiednimi metadanymi, takimi jak dane

wejsciowe i kontekst uzytkownika.
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2. Wykonanie komponentéw: Rejestruj szczegdly wykonania kazdego komponentu
przeplywu pracy, w tym parametry wejSciowe, wyniki wyjsciowe i wszelkie

wygenerowane dane posrednie.

3. Decyzje Al i rozumowanie: Rejestruj decyzje podejmowane przez komponenty
Al wraz z podstawowym rozumowaniem lub poziomami pewnosci. Zapewnia to

przejrzystos¢ i umozliwia audyt decyzji podejmowanych przez AL

4. Wyjatki i komunikaty o bledach: Rejestruj wszelkie wyjatki lub komunikaty
o btedach napotkane podczas wykonywania przeptywu pracy, w tym $lad stosu i istotne

informacje kontekstowe.

Rejestrowanie moze by¢ implementowane przy uzyciu réznych technik, takich
jak zapisywanie do plikéw logéw, przechowywanie logéw w bazie danych lub
wysylanie logéw do scentralizowanej ustugi rejestrowania. Wazne jest, aby wybrac
framework rejestrowania, ktory zapewnia elastyczno$¢, skalowalno$¢ i tatwa integracje

z architektura aplikacji.

Oto przykiad implementacji rejestrowania w aplikacji Ruby on Rails przy uzyciu klasy

ActiveSupport: :Logger:

class WorkflowlLogger

def self.log(message, severity = :info)
@logger ||= ActiveSupport::Logger.new( 'workflow.log")
@logger . formatter ||= proc do |severity, datetime, progname, msgl|

"#{datetime} [#{severity}] #{msg}\n"
end
@logger .send(severity, message)
end

end

# Usage example
Work flowLogger . log("Workflow initiated for order ##{@order.id}")
Work flowLogger . log("Payment processing completed successfully")

Work flowLogger . log("Inventory check failed for item ##{item.id}", :error)

Poprzez strategiczne rozmieszczenie instrukcji rejestrowania w komponentach
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przeplywu pracy i punktach decyzyjnych Al, programisci mogg gromadzi¢ cenne

informacje do debugowania, audytu i analizy.

Korzysci z Monitorowania i Rejestrowania

Wdrozenie monitorowania i rejestrowania w inteligentnej orkiestracji przeptywu pracy

oferuje kilka korzysci:

1. Debugowanie i Rozwiazywanie Problemow: Szczegélowe logi i dane
z monitorowania pomagaja programistom szybko identyfikowaé¢ i diagnozowac
problemy. Zapewniajg wglad w przebieg wykonania przeptywu pracy, interakcje

miedzy komponentami oraz napotkane btedy i wyjatki.

2. Optymalizacja Wydajnoéci: Monitorowanie metryk wydajnosci pozwala
programistom identyfikowa¢ waskie gardla i optymalizowa¢ komponenty przeptywu
pracy dla lepszej efektywnosci. Analizujac czasy wykonania, wykorzystanie zasobéw
i inne metryki, programisci moga podejmowac $wiadome decyzje w celu poprawy

ogélnej wydajnosci systemu.

3. Audyt i Zgodno$¢: Rejestrowanie kluczowych zdarzen i decyzji zapewnia Sciezke
audytu dla zgodnosci regulacyjnej i odpowiedzialnosci. Umozliwia organizacjom
$ledzenie i weryfikacje dzialan podejmowanych przez komponenty Al oraz zapewnienie

zgodnosci z regutami biznesowymi i wymogami prawnymi.

4. Ciagle Doskonalenie: Dane z monitorowania i rejestrowania stuzg jako cenne Zrodia
informacji do cigglego doskonalenia inteligentnych przeplywow pracy. Analizujac dane
historyczne, identyfikujac wzorce i mierzac efektywnos¢ decyzji Al, programisci moga

iteracyjnie udoskonalac i ulepsza¢ logike orkiestracji przeptywu pracy.

Uwagi i Najlepsze Praktyki

Przy wdrazaniu monitorowania i rejestrowania w inteligentnej orkiestracji przeptywu

pracy, nalezy wzigé pod uwage nastepujace najlepsze praktyki:
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1. Zdefiniowanie Jasnych Metryk Monitorowania: Zidentyfikuj kluczowe metryki
i zdarzenia, ktore nalezy monitorowaé w oparciu o konkretne wymagania przepltywu
pracy. Skup sie na metrykach, ktére dostarczaja znaczacych informacji o wydajnosci,

kondycji i zachowaniu systemu.

2. Wdrozenie Szczegotowego Rejestrowania: Upewnij sig, ze instrukcje rejestrowania
sa umieszczone w odpowiednich punktach w komponentach przeptywu pracy
i punktach decyzyjnych AI Zbieraj istotne informacje kontekstowe, takie jak

parametry wejsciowe, wyniki wyjsciowe i wszelkie generowane dane posrednie.

3. Stosowanie Rejestrowania Strukturalnego: Przyjmij strukturalny format
rejestrowania, aby ulatwi¢ analize i przetwarzanie danych logdéw. Rejestrowanie

strukturalne umozliwia lepsze wyszukiwanie, filtrowanie i agregacje wpiséw w logach.

4. Zarzadzanie Przechowywaniem i Rotacja Logow: Wdréz polityki przechowywania
i rotacji logéw, aby zarzadza¢ przechowywaniem i cyklem zycia plikow logéw. Okresl
odpowiedni okres przechowywania w oparciu o wymagania prawne, ograniczenia
pamieci i potrzeby analityczne. Jesli to mozliwe, przekieruj rejestrowanie do ustugi

zewnetrznej, takiej jak Papertrail.

5. Zabezpiecz wrazliwe informacje: Zachowaj ostrozno$¢ podczas rejestrowania
wrazliwych informacji, takich jak dane osobowe umozliwiajace identyfikacje (PII)
lub poufne dane biznesowe. Wdréz odpowiednie $rodki bezpieczenstwa, takie jak
maskowanie danych lub szyfrowanie, aby chroni¢ wrazliwe informacje w plikach

dziennika.

6. Zintegruj z narzedziami do monitorowania i alertow: Wykorzystaj narzedzia
do monitorowania i alertéw w celu scentralizowania zbierania, analizy i wizualizacji
danych z monitorowania i rejestrowania. Narzedzia te moga zapewnic¢ wglad w czasie
rzeczywistym, generowac alerty na podstawie predefiniowanych progéw oraz ulatwiaé
proaktywne wykrywanie i rozwigzywanie probleméw. Moim ulubionym z tych

narzedzi jest Datadog.

Wdrazajac kompleksowe mechanizmy monitorowania i rejestrowania, programisci
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moga uzyskaé¢ cenne informacje na temat zachowania i wydajnosci inteligentnych
przeplywow pracy. Informacje te umozliwiajg efektywne debugowanie, optymalizacje
i ciagle doskonalenie systemow orkiestracji przeplywow pracy opartych na sztucznej

inteligenciji.

Aspekty skalowalnosci i wydajnosci

Skalowalno$c¢ i wydajnosé to kluczowe aspekty, ktore nalezy wzia¢ pod uwage podczas
projektowania i implementacji inteligentnych systemoéw orkiestracji przeptywow pracy.
Wraz ze wzrostem liczby wspotbieznych przeptywow pracy i ztozonosci komponentow
opartych na sztucznej inteligencji, kluczowe staje sie zapewnienie, zZe system moze
efektywnie obstugiwac obcigzenie i plynnie skalowaé sie w odpowiedzi na rosnace

wymagania.

Obstuga duzej liczby wspétbieznych przeptywoéw pracy

Inteligentne systemy orkiestracji przeplywow pracy czesto muszg obstugiwaé duza
liczbe wspoétbieznych przeptywéw. Aby zapewnic¢ skalowalnos¢, rozwaz nastepujace

strategie:

1. Przetwarzanie asynchroniczne: Zaimplementuj mechanizmy przetwarzania
asynchronicznego, aby rozdzieli¢ wykonywanie komponentéw przeplywu pracy.
Pozwala to systemowi na obstuge wielu przeptywéw pracy jednoczesnie bez blokowania
lub oczekiwania na zakonczenie kazdego komponentu. Przetwarzanie asynchroniczne
mozna osiagnac za pomoca kolejek komunikatow, architektur sterowanych zdarzeniami

lub frameworkéw do przetwarzania zadan w tle, takich jak Sidekiq.

2. Architektura rozproszona: Zaprojektuj architekture systemu tak, aby
wykorzystywata komponenty bezserwerowe (takie jak AWS Lambda) lub po prostu

rozdzielata obcigzenie miedzy wiele wezlow lub serweréw obok glownego serwera
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aplikacji. Umozliwia to skalowalno$¢ pozioma, gdzie mozna dodawa¢ dodatkowe wezty

w celu obstugi zwiekszonej liczby przeptywoéw pracy.

3. Wykonywanie rownolegle: Zidentyfikuj mozliwosci wykonywania réwnoleglego
w ramach przeplywoéw pracy. Niektore komponenty przepltywu pracy moga by¢ od
siebie niezalezne i moga by¢ wykonywane jednoczesnie. Wykorzystujac techniki
przetwarzania rownoleglego, takie jak wielowatkowo$¢ lub rozproszone kolejki
zadan, system moze zoptymalizowaé wykorzystanie zasobdw i skrocié catkowity czas

wykonywania przepltywu pracy.

Optymalizacja wydajnosci komponentéw opartych na
sztucznej inteligencji

Komponenty oparte na sztucznej inteligencji, takie jak modele uczenia maszynowego
czy silniki przetwarzania jezyka naturalnego, mogg by¢ obliczeniowo intensywne
i wplywa¢ na ogélng wydajno$¢ systemu orkiestracji przeptywu pracy. Aby

zoptymalizowaé wydajno$é komponentéw Al, rozwaz nastepujgce techniki:

1. Buforowanie: Jesli twoje przetwarzanie Al jest czysto generatywne i nie wymaga
wyszukiwania informacji w czasie rzeczywistym ani integracji zewnetrznych w celu
generowania odpowiedzi czatu, mozesz rozwazy¢ mechanizmy buforowania do
przechowywania i ponownego wykorzystania wynikéw czesto uzywanych lub

obliczeniowo kosztownych operacji.

2. Optymalizacja Modelu: Ciagle optymalizuj sposéb wykorzystania modeli
Al w komponentach przeptywu pracy. Moze to obejmowaé techniki takie jak
Destylacja Promptéw lub moze to byé po prostu kwestia testowania nowych modeli

w miare ich pojawiania sie.

3. Przetwarzanie Wsadowe: Jesli pracujesz z modelami klasy GPT-4, mozesz
wykorzystaé techniki przetwarzania wsadowego do obstugi wielu punktéw danych

lub zadann w jednej partii, zamiast przetwarzaé je pojedynczo. Przetwarzajac dane
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wsadowo, system moze zoptymalizowa¢ wykorzystanie zasobéw i zmniejszy¢ narzut

zwigzany z powtarzajacymi sie zadaniami do modelu.

Monitorowanie i Profilowanie Wydajnosci

Aby zidentyfikowa¢ waskie gardta wydajnosci i zoptymalizowac¢ skalowalnosé
inteligentnego systemu orkiestracji przeptywu pracy, kluczowe jest wdrozenie

mechanizméw monitorowania i profilowania. Rozwaz nastepujace podejscia:

1. Metryki Wydajnosci: Zdefiniuj i $ledZz kluczowe metryki wydajnosci, takie jak
czas odpowiedzi, przepustowo$¢, wykorzystanie zasobow i opdznienie. Te metryki
dostarczaja wgladu w wydajno$¢ systemu i pomagaja zidentyfikowac obszary do
optymalizacji. Popularny agregator modeli Al OpenRouter zawiera metryki Host!

i Speed? w kazdej odpowiedzi API, co ulatwia $ledzenie tych kluczowych metryk.

2. Narzedzia Profilujace: Wykorzystuj narzedzia profilujace do analizy wydajnosci
poszczegdlnych komponentéw przeptywu pracy i operacji Al. Narzedzia profilujgce
moga pomoéc zidentyfikowac waskie gardla wydajnosci, nieefektywne $ciezki kodu
lub operacje intensywnie wykorzystujace zasoby. Popularne narzedzia profilujace to
New Relic, Scout lub wbudowane profilery dostarczone przez jezyk programowania lub

framework.

3. Testy obciazeniowe: Przeprowadzaj testy obcigzeniowe, aby oceni¢ wydajnos¢
systemu pod rdéznymi poziomami wspoibieznych obcigzen. Testy obcigzeniowe
pomagajg zidentyfikowaé limity skalowalnosci systemu, wykry¢ pogorszenie
wydajnosci i upewni¢ sie, ze system moze obstuzy¢ oczekiwany ruch bez pogorszenia

wydajnosci.

4. Monitoring ciagly: Wdréz mechanizmy ciaglego monitorowania i alertowania,

aby proaktywnie wykrywaé problemy z wydajnoscia i waskie gardla. Skonfiguruj

'Host to czas potrzebny na otrzymanie pierwszego bajtu strumieniowanej generacji od hosta modelu,
tzw. “czas do pierwszego bajtu.”

Speed jest obliczana jako liczba tokenéw uzupehienia podzielona przez catkowity czas generowania.
Dla zadan niestrumieniowanych opdZnienie jest uznawane za cze$¢ czasu generowania.


https://openrouter.ai
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pulpity monitorowania i alerty do $ledzenia kluczowych wskaznikéw wydajnosci (KPI)
oraz otrzymywania powiadomien, gdy przekroczone zostana predefiniowane progi.

Umozliwia to szybka identyfikacje i rozwigzywanie probleméw z wydajnoscia.

Strategie skalowania

Aby obstuzy¢ rosnace obcigzenia i zapewni¢ skalowalno$¢ inteligentnego systemu

orkiestracji przeptywu pracy, rozwaz nastgpujace strategie skalowania:

1. Skalowanie pionowe: Skalowanie pionowe polega na zwiekszaniu zasobéw (np.
CPU, pamieci) pojedynczych weztow lub serwerdéw w celu obstugi wiekszych obcigzen.
To podejscie jest odpowiednie, gdy system wymaga wiekszej mocy obliczeniowej lub

pamieci do obstugi ztozonych przeptywéw pracy lub operacji AL

2. Skalowanie poziome: Skalowanie poziome polega na dodawaniu wiekszej liczby
weztéw lub serweréw do systemu w celu rozlozenia obcigzenia. To podejscie jest
skuteczne, gdy system musi obstuzyé duza liczbe wspotbieznych przepltywéw pracy
lub gdy obciazenie moze by¢ tatwo rozdzielone miedzy wiele weztow. Skalowanie
poziome wymaga architektury rozproszonej i mechanizméw réwnowazenia obcigzenia,

aby zapewni¢ rownomierne rozlozenie ruchu.

3. Automatyczne skalowanie: Wdrdéz mechanizmy automatycznego skalowania,
aby automatycznie dostosowywacé liczbe weztéw lub zasobéw w zaleznosci od
zapotrzebowania na obcigzenie. Automatyczne skalowanie pozwala systemowi
dynamicznie skalowac¢ si¢ w gore lub w doét w zaleznosci od naptywajacego ruchu,
zapewniajac optymalne wykorzystanie zasobéw i efektywnos¢ kosztows. Platformy
chmurowe jak Amazon Web Services (AWS) czy Google Cloud Platform (GCP)
zapewniaja mozliwosci automatycznego skalowania, ktére mozna wykorzystaé

w inteligentnych systemach orkiestracji przeptywu pracy.
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Techniki optymalizacji wydajnosci

Oprécz strategii skalowania, rozwaz nastepujace techniki optymalizacji wydajnosci, aby

zwigkszy¢ efektywnos¢ inteligentnego systemu orkiestracji przeptywu pracy:

1. Efektywne przechowywanie i pobieranie danych: Zoptymalizuj mechanizmy
przechowywania i pobierania danych uzywane przez komponenty przeptywu pracy.
Wykorzystaj wydajne indeksowanie baz danych, techniki optymalizacji zapytan
i buforowanie danych, aby zminimalizowaé¢ opdZnienia i poprawi¢ wydajnos¢ operacji

intensywnie wykorzystujacych dane.

2. Asynchroniczne operacje we/wy: Wykorzystaj asynchroniczne operacje we/wy,
aby zapobiec blokowaniu i poprawié responsywnos¢ systemu. Asynchroniczne operacje
we/wy pozwalaja systemowi obstugiwaé wiele zadan jednoczesnie bez oczekiwania na

zakonczenie operacji we/wy, maksymalizujac tym samym wykorzystanie zasobow.

3. Wydajna serializacja i deserializacja: Zoptymalizuj procesy serializacji
i deserializacji uzywane do wymiany danych miedzy komponentami przeplywu
pracy. Wykorzystuj wydajne formaty serializacji, takie jak Protocol Buffers lub
MessagePack, aby zmniejszy¢ narzut serializacji danych i poprawi¢ wydajnosé¢

komunikacji miedzy komponentami.

P W przypadku aplikacji opartych na Ruby, rozwaz uzycie Universal

ID. Universal ID wykorzystuje zarowno MessagePack, jak i Brotli
(potaczenie stworzone z my$la o szybkosci i najlepszej w swojej klasie
kompresji danych). Polaczenie tych bibliotek jest do 30% szybsze i osiaga
wspotczynniki kompresji w zakresie 2-5% w poréwnaniu do Protocol

Buffers.

4. Kompresja i kodowanie: Zastosuj techniki kompresji i kodowania, aby zmniejszy¢
rozmiar danych przesylanych miedzy komponentami przeptywu pracy. Algorytmy
kompresji, takie jak gzip lub Brotli, moga znaczaco zmniejszy¢ wykorzystanie

przepustowosci sieci i poprawic ogblng wydajnosé¢ systemu.


https://github.com/hopsoft/universalid
https://github.com/hopsoft/universalid
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Biorac pod uwage aspekty skalowalnosci i wydajnosci podczas projektowania
i implementacji systeméw inteligentnej orkiestracji przeplywdéw pracy, mozesz
zapewnié, ze twoj system bedzie w stanie obstuzy¢ duza liczbe wspdibieznych
przeplywow pracy, zoptymalizowac wydajnos¢ komponentéw opartych na Al i ptynnie
skalowac sie, aby sprostaé rosnagcym wymaganiom. Ciagte monitorowanie, profilowanie
i wysitki optymalizacyjne sa niezbedne do utrzymania wydajnosci i responsywnosci

systemu w miare wzrostu obcigzenia i ztozonosci w czasie.

Testowanie i walidacja przeptywoéw pracy

Testowanie i walidacja sg kluczowymi aspektami rozwoju i utrzymania systeméw
inteligentnej orkiestracji przeplywdéw pracy. Biorac pod uwage zlozona nature
przeplywow pracy opartych na Al, istotne jest zapewnienie, ze kazdy komponent
dziata zgodnie z oczekiwaniami, ogélny przeptyw pracy zachowuje sie¢ poprawnie,
a decyzje Al sa dokladne i niezawodne. W tej sekeji przyjrzymy sie réznym technikom

i aspektom testowania i walidacji inteligentnych przeptywoéw pracy.

Testy jednostkowe komponentéw przeptywu pracy

Testy jednostkowe polegaja na testowaniu pojedynczych komponentéw przeptywu
pracy w izolacji, aby zweryfikowa¢ ich poprawnosé i niezawodno$é. Podczas
przeprowadzania testow jednostkowych komponentéw opartych na Al, wez pod uwage

nastepujace aspekty:

1. Walidacja danych wejSciowych: Przetestuj zdolno$¢ komponentu do obstugi
réznych typéw danych wejsciowych, w tym danych poprawnych i niepoprawnych.
Zweryfikuj, czy komponent odpowiednio obstuguje przypadki brzegowe i dostarcza

odpowiednie komunikaty o btedach lub wyjatki.

2. Weryfikacja danych wyjsciowych: Upewnij sie, ze komponent generuje oczekiwane

dane wyjsciowe dla danego zestawu danych wejsciowych. Poréwnaj rzeczywiste wyniki
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z oczekiwanymi, aby zapewni¢ poprawnosc.

3. Obstuga bledow: Przetestuj mechanizmy obstugi btedéw komponentu poprzez
symulowanie réznych scenariuszy btedow, takich jak nieprawidtowe dane wejsciowe,
niedostepno$¢ zasobow czy nieoczekiwane wyjatki. Sprawdz, czy komponent

prawidlowo wychwytuje i obstuguje bledy.

4. Warunki brzegowe: Przetestuj zachowanie komponentu w warunkach brzegowych,
takich jak puste dane wejSciowe, maksymalny rozmiar danych wejsciowych czy
wartosci ekstremalne. Upewnij sie, ze komponent obstuguje te warunki poprawnie, bez

zawieszania sie czy generowania nieprawidlowych wynikéw.

Oto przyklad testu jednostkowego dla komponentu przeptywu pracy w Ruby

z wykorzystaniem frameworka testowego RSpec:

RSpec.describe OrderValidator do
describe '#validate' do
context 'when order is valid' do
let(:order) { build(:order) }

it 'returns true' do
expect(subject.validate(order)).to be true
end
end

context 'when order is invalid' do
let(:order) { build(:order, total_amount: -100) }

it 'returns false' do
expect(subject.validate(order)).to be false
end
end
end

end

W tym przyktadzie, komponent OrderValidator jest testowany przy uzyciu

dwoch przypadkéw testowych: jednego dla prawidlowego zaméwienia i drugiego dla
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nieprawidlowego zamowienia. Przypadki testowe weryfikuja, czy metoda validate

zwraca oczekiwang warto$¢ logiczng w zaleznosci od poprawnosci zamdéwienia.

Testowanie integracyjne interakcji w przeptywie pracy

Testowanie integracyjne koncentruje sie na weryfikacji interakcji i przeptywu
danych miedzy réznymi komponentami przeptywu pracy. Zapewnia, ze komponenty
wspolpracujg ze soba plynnie i generujg oczekiwane rezultaty. Podczas testowania
integracyjnego inteligentnych przeptywéw pracy nalezy wzia¢ pod uwage nastepujace

aspekty:

1. Interakcja komponentéw: Testowanie komunikacji i wymiany danych miedzy
komponentami przeptywu pracy. Weryfikacja, czy dane wyjSciowe jednego
komponentu sg prawidlowo przekazywane jako dane wejsciowe do nastepnego

komponentu w przeptywie pracy.

2. Spojnosé danych: Zapewnienie, ze dane pozostaja spojne i doktadne podczas
przeptywu przez workflow. Weryfikacja, czy transformacje danych, obliczenia

i agregacje sa wykonywane prawidlowo.

3. Propagacja wyjatkow: Testowanie sposobu propagacji i obstugi wyjatkéw
oraz btedéw miedzy komponentami przeptywu pracy. Weryfikacja, czy wyjatki sg
przechwytywane, rejestrowane i odpowiednio obstugiwane, aby zapobiec zakldceniom

w przeplywie pracy.

4**. Zachowanie asynchroniczne:*™ Jesli przepltyw pracy obejmuje komponenty
asynchroniczne lub wykonanie réwnolegle, nalezy przetestowaé mechanizmy
koordynacji i synchronizacji. Upewnienie si¢, ze przepltyw pracy zachowuje sig

prawidlowo w scenariuszach wspoétbieznych i asynchronicznych.

Oto przyktad testu integracyjnego dla przeptywu pracy w Ruby z wykorzystaniem

frameworka testowego RSpec:
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RSpec.describe OrderProcessingWorkflow do
let(:order) { build(:order) }

it 'processes the order successfully' do
expect(OrderValidator).to receive(:validate).and_return(true)
expect(InventoryManager).to receive(:check_availability).and_return(true)
expect(PaymentProcessor).to receive(:process_payment).and_return(true)

expect(ShippingService).to receive(:schedule_shipping).and_return(true)

workflow = OrderProcessingWorkflow.new(order)
result = workflow.process

expect(result).to be true
expect(order.status).to eq('processed')
end

end

W tym przyktadzie, OrderProcessingWork flow jest testowany poprzez weryfikacje
interakcji miedzy ré6znymi komponentami przeptywu pracy. Przypadek testowy ustala
oczekiwania dotyczace zachowania kazdego komponentu i zapewnia, ze przeptyw pracy

przetwarza zamowienie poprawnie, odpowiednio aktualizujgc status zaméwienia.

Testowanie punktéw decyzyjnych Al

Testowanie punktéw decyzyjnych Al jest kluczowe dla zapewnienia dokladnosci
i niezawodno$ci przeplywow pracy opartych na sztucznej inteligencji. Podczas

testowania punktow decyzyjnych Al, nalezy wzia¢ pod uwage nastepujace aspekty:

1. Dokladnos¢ decyzji: Zweryfikuj, czy komponent AI podejmuje trafne decyzje
na podstawie danych wejsciowych i wytrenowanego modelu. Poréwnaj decyzje

Al z oczekiwanymi wynikami lub danymi referencyjnymi.

2. Przypadki brzegowe: Przetestuj zachowanie komponentu Al w przypadkach
brzegowych i nietypowych scenariuszach. Zweryfikuj, czy komponent Al obstuguje te

przypadki plynnie i podejmuje rozsadne decyzje.
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3. Stronniczo$¢ i sprawiedliwo$é: Ocen komponent AI pod katem potencjalnej
stronniczosci i upewnij sie, ze podejmuje sprawiedliwe i bezstronne decyzje. Przetestuj
komponent z réznorodnymi danymi wejSciowymi i przeanalizuj wyniki pod katem

wzorcéw dyskryminacyjnych.

4. Wytlumaczalnosé: Jesli komponent AI dostarcza wyjasnienia lub uzasadnienia
swoich decyzji, zweryfikuj poprawnosc i jasnos¢ tych wyjasnien. Upewnij sie, ze

wyjasnienia sg zgodne z podstawowym procesem podejmowania decyzji.

Oto przyktad testowania punktu decyzyjnego Al w Ruby przy uzyciu frameworka
testowego RSpec:

RSpec.describe FraudDetector do
describe '#detect_fraud' do
context 'when transaction is fraudulent' do
let(:tx) do
build(:transaction, amount: 10_000, location: 'High-Risk Country')
end

it 'returns true' do
expect(subject.detect_fraud(tx)).to be true
end
end

context 'when transaction is legitimate' do
let(:tx) do
build(:transaction, amount: 100, location: 'Low-Risk Country')
end

it 'returns false' do
expect(subject.detect_fraud(tx)).to be false
end
end
end
end

W tym przyktadzie komponent Al FraudDetector jest testowany przy uzyciu dwdch

przypadkow testowych: jednego dla transakcji oszukanczej i drugiego dla transakeji
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prawidlowej. Przypadki testowe weryfikuja, czy metoda detect_fraud zwraca

oczekiwang wartos¢ logiczng na podstawie charakterystyki transakeji.

Testy End-to-End

Testy end-to-end obejmujg testowanie calego przeptywu pracy od poczatku do
konica, symulujac rzeczywiste scenariusze i interakcje uzytkownika. Zapewniaja
one, ze przeplyw pracy dziala poprawnie i przynosi oczekiwane rezultaty. Podczas
przeprowadzania testow end-to-end dla inteligentnych przeptywéw pracy, nalezy

wzigé pod uwage nastepujace aspekty:

1. Scenariusze uzytkownika: Zidentyfikuj typowe scenariusze uzytkownika i przetestuj
zachowanie przeptywu pracy w tych scenariuszach. Zweryfikuj, czy przeptyw pracy
prawidlowo obstuguje dane wejsciowe uzytkownika, podejmuje odpowiednie decyzje

i generuje oczekiwane wyniki.

2. Walidacja danych: Upewnij sie, ze przeplyw pracy waliduje i oczyszcza
dane wejsciowe uzytkownika, aby zapobiec niespdjnosciom danych lub lukom
w zabezpieczeniach. Przetestuj przeptyw pracy z réznymi typami danych wejsciowych,

w tym z danymi prawidlowymi i nieprawidtowymi.

3. Obstuga bledéw: Przetestuj zdolnosé przeptywu pracy do przywracania sprawnosci
po bledach i wyjatkach. Zasymuluj scenariusze bledéw i zweryfikuj, czy przeptyw
pracy obstuguje je prawidlowo, rejestruje bledy i podejmuje odpowiednie dziatania

naprawcze.

4. Wydajnos¢ i skalowalnosé: Ocen wydajnosé i skalowalno$é przeptywu pracy
w roéznych warunkach obcigzenia. Przetestuj przeplyw pracy z duza iloScig
réwnoczesnych zadan i zmierz czasy odpowiedzi, wykorzystanie zasobéw i ogélng

stabilnos¢ systemu.

Oto przyklad testu end-to-end dla przeplywu pracy w Ruby z wykorzystaniem
frameworka testowego RSpec i biblioteki Capybara do symulowania interakeji

uzytkownika:
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RSpec.describe 'Order Processing Workflow' do
scenario 'User places an order successfully' do
visit '/orders/new'
fill_in 'Product', with: 'Sample Product'’
fill_in 'Quantity', with: "2’
fill_in 'Shipping Address', with: '1283 Main St'
click_button 'Place Order'

expect(page).to have_content('Order Placed Successfully')
expect(Order.count).to eq(1)
expect(Order.last.status).to eq('processed")
end
end

W tym przykladzie, test end-to-end symuluje uzytkownika sktadajacego zamoéwienie
przez interfejs internetowy. Wypelnia wymagane pola formularza, przesyta zaméwienie
i weryfikuje, czy zamdwienie zostalo pomyslnie przetworzone, wyswietlajac
odpowiedni komunikat potwierdzajacy i aktualizujac status zamoéwienia w bazie

danych.

Ciagta Integracja i Wdrazanie

Aby zapewni¢ niezawodno$¢ i latwos¢ utrzymania inteligentnych przeplywow
pracy, zaleca sie zintegrowanie testowania i walidacji z potokiem ciaglej integracji
i wdrazania (CI/CD). Umozliwia to zautomatyzowane testowanie i walidacje zmian
w przeptywie pracy przed ich wdrozeniem na $rodowisku produkcyjnym. Warto

rozwazy¢ nastepujace praktyki:

1. Automatyczne Wykonywanie Testéw: Skonfiguruj potok CI/CD tak, aby
automatycznie uruchamiat zestaw testow przy kazdej zmianie w kodzie przepltywu

pracy. Zapewnia to wczesne wykrywanie regresji lub bledow w procesie rozwoju.
2. Monitorowanie Pokrycia Testami: Mierz i monitoruj pokrycie testami
komponentéw przeplywu pracy i punktéw decyzyjnych AL Daz do wysokiego pokrycia

testami, aby zapewni¢ doktadne przetestowanie krytycznych Sciezek i scenariuszy.
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3. Ciagla Informacja Zwrotna: Zintegruj wyniki testow i metryki jakosci kodu
z procesem rozwoju. Zapewnij programistom ciggla informacje zwrotng na temat

statusu testow, jakosci kodu i wszelkich probleméw wykrytych podczas procesu CI/CD.

4. Srodowiska Stagingowe: Wdrazaj przeptyw pracy w $rodowiskach stagingowych,
ktére dokladnie odzwierciedlaja srodowisko produkcyjne. Przeprowadzaj dodatkowe
testy i walidacje w $rodowisku stagingowym, aby wychwyci¢ wszelkie problemy

zwiazane z infrastruktura, konfiguracja lub integracja danych.

5. Mechanizmy Wycofywania Zmian: Zaimplementuj mechanizmy wycofywania
zmian na wypadek niepowodzert wdrozenia lub wykrycia krytycznych probleméw
na produkcji. Upewnij sie, ze przeplyw pracy moze zosta¢ szybko przywrdocony do

poprzedniej stabilnej wersji, aby zminimalizowa¢ przestoje i wpltyw na uzytkownikéw.

Poprzez wlaczenie testowania i walidacji w caly cykl rozwoju inteligentnych
przeplywdw pracy, organizacje mogg zapewni¢ niezawodnos$¢, doktadnos¢ i tatwosé
utrzymania swoich systeméw opartych na Al Regularne testowanie i walidacja
pomagaja wykry¢ bledy, zapobiec regresjom i budowaé zaufanie do zachowania

i rezultatéw przepltywu pracy.



Czesc¢ 2: Wzorce

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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tancuch myslowy

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Przykiady

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Generowanie Tresci

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.
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Tworzenie Jednostek Strukturalnych

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.
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Instruktaz Agentéw LLM

Zawarto$¢ nie jest dostgpna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Korzysci i Uwagi

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Przelaczanie Trybu

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Kiedy tego uzywac

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Przyktad

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Przypisanie Roli

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Kiedy to stosowac

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Przykiady

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.
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Obiekt Promptu

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Prompt Template

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Korzysci i uwagi

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Kiedy go uzywac:

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Przykiad

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

268

w przykladowej ksigzce. Ksigzke mozna zakupic

adresem http://leanpub.com/patterns-of-application-

w przykladowej ksigzce. Ksigzke mozna zakupic

adresem http://leanpub.com/patterns-of-application-

w przykladowej ksigzce. Ksigzke mozna zakupic

adresem http://leanpub.com/patterns-of-application-

w przykladowej ksigzce. Ksigzke mozna zakupic

adresem http://leanpub.com/patterns-of-application-

w przykladowej ksigzce. Ksigzke mozna zakupic

adresem http://leanpub.com/patterns-of-application-


http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl

Inzynieria promptow 269

Structured 10

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Skalowanie Structured IO

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Korzysci i Aspekty do Rozwazenia

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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tancuchowanie promptoéw

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Kiedy tego uzywac

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Przyktad: Proces wdrazania Olympii

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Modut przepisywania promptow

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Przykiad

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Response Fencing

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Korzysci i uwagi

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Obstuga Btedow

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Analizator Zapytan

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Implementacja

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Znakowanie Czesci Mowy (POS) i Rozpoznawanie Jednostek
Nazewniczych (NER)

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Klasyfikacja intencji

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Ekstrakcja stow kluczowych

Zawarto$¢ nie jest dostgpna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Korzysci

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Modyfikator Zapytan

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Jak To Dziata

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Przykiad

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Korzysci

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.
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Ventriloquist

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Kiedy stosowa¢

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Przyktad

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.
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Komponenty dyskretne

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic

na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Komponenty dyskretne

Predykat

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Kiedy go uzywac

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Przyktad

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.
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Fasada API

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Kluczowe Korzysci

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Kiedy Stosowac

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Przykiad

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.
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Uwierzytelnianie i Autoryzacja

Zawarto$¢ nie jest dostgpna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Obstuga Zadan

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Formatowanie Odpowiedzi

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Obstuga Btedéw i Przypadkéw Brzegowych

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Kwestie skalowalnosci i wydajnosci

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Poréwnanie z innymi wzorcami projektowymi

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Interpreter Wynikoéw

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Kiedy go uzywac

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Przyktad

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

w przykladowej ksigzce. Ksigzke mozna zakupic

adresem http://leanpub.com/patterns-of-application-

w przykladowej ksigzce. Ksigzke mozna zakupic

adresem http://leanpub.com/patterns-of-application-

w przykladowej ksigzce. Ksigzke mozna zakupic

adresem http://leanpub.com/patterns-of-application-

w przykladowej ksigzce. Ksigzke mozna zakupic

adresem http://leanpub.com/patterns-of-application-


http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl
http://leanpub.com/patterns-of-application-development-using-ai-pl

Komponenty dyskretne

283

Maszyna Wirtualna

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Kiedy tego uzy¢

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Przyktad

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.

Za Kulisami Magii

Zawarto$¢ nie jest dostepna
na platformie Leanpub pod

development-using-ai-pl.
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Specyfikacja i Testowanie

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

OkresSlanie Zachowania

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Pisanie Przypadkow Testowych

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Przyktad: Testowanie komponentu Translator

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Odtwarzanie interakcji HTTP

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Wzorce wysokiego poziomu

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
Inteligencja hybrydowa

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
Odpowiedz adaptacyjna

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
Zamiana r6l miedzy cztowiekiem a Sl

Zawarto$¢ nie jest dostgpna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Eskalacja

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Kluczowe korzysci

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Zastosowanie w rzeczywistym swiecie: Ochrona zdrowia

Zawarto$¢ nie jest dostgpna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Petla sprzezenia zwrotnego

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Zastosowania i Przyktady

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Zaawansowane Techniki Integracji Informacji Zwrotnej
od Cztowieka

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Pasywna radiacja informacji

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Kontekstowy wyswietlacz informacji

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Powiadomienia Proaktywne

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Wyjasniajace Spostrzezenia

Zawarto$¢ nie jest dostgpna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Interaktywna Eksploracja

Zawarto$¢ nie jest dostgpna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Kluczowe Korzysci

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Zastosowania i Przyktady

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Collaborative Decision Making (CDM)

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Przykiad

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Ciagte uczenie sie

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Zastosowania i przyktady

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Przyktad

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Wzgledy etyczne

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Rola HITL w ograniczaniu ryzyka zwigzanego z Al
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na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-
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Postep technologiczny i perspektywy na
przysztosc
Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
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Wyzwania i ograniczenia systemoéw HITL

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Tradycyjne podejscia do obstugi btedéw
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Kontekstowa Diagnostyka Btedow
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Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
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na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.
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Inteligentne Raportowanie Btedow
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Predykcyjne Zapobieganie Btedom
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Jak to dziata

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-
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Inteligentne przywracanie po btedach
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Spersonalizowana Komunikacja Btedow
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Jak to dziata
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Adaptacyjny Przeptyw Obstugi Btedow
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Jak to dziata
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Kwestie do rozwazenia

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Zrozumienie Wzorcéw Referencyjnych
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Jak dziatajg ewaluacje bezwzorcowe
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Kwestie do rozwazenia

Zawarto$¢ nie jest dostepna w przykladowej ksigzce. Ksigzke mozna zakupic
na platformie Leanpub pod adresem http://leanpub.com/patterns-of-application-

development-using-ai-pl.

Zabezpieczenia i ewaluacje: Dwie strony tego

samego medalu
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Wymiennos¢ zabezpieczen i ewaluacji bez referencji
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Wdrazanie dwufunkcyjnych guardrails i ewaluacji
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