AP BAEEAEHRENE #EY > 7Lk

COPDFICIE. BRI TIINE LTEDNZDFFEFNTVEY, CD2HISE
FHICTR L TWETH RBORENF ICDON. RBNEH TN ZIHEH
HBLETTESEE W,

REIIDVWTOEMP FHIBRIG TR — L — japanesenlp.com® 12T RS
<TEEL,

1https://vvvvw.japanesenlpcom/index—ja.html
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2.1 fugashi DEF

CDETIE. BABOFERENEE MeCab D5 v /X\—TdH 3 fugashi &. &F
E 0 unidic-lite ZEL\. BERBOFERFFOERICOVWTEVET,

surface  posl pos2 pos3 lemma pron kana
23 &5 Bagid —M R Fout Futr
& BEH 25N —f& & TV T
el BhER M&EhEAl * c‘: I~ ~
houx %&F: TERA —M HTz-cafe HTZX hozx
D BhEE M&EhEAl * D / J
EV &5 EagsE —MH EL FHA FHA
I BhEA fRBhEA * & 7 AN
=25 BRE  —f& * =25 AHA AHA
el BhyEa 1&EEA * r b ~
BRRE BREA  —f& * AR X=H"T XAHhY

W EmFIZ fugashi & UniDic DHADFITY, BEEDEIDHHR ST, ZHEE
ICDOVWTHRABRBRDLDEENTVET, UETRRTNTLSBERD £
UniDic DIERO—EBTLHLH D £t A

EalElR

F9 fugashi L ZOHEE A VI M—ILTIHELHD T,

fugashi (3ED 55 5 A DR RERMEITEE MeCab D 5 v /N— [Awrapper_ja]
TY, Cython ZFL\T MeCab @ CAPI Z Python " 5fF X 3 & SIC L7z kI,
Python H'SERICEZ 2 & SICHENMVEEAMZ SN TUVET,

goshu

i
P
#

#
#
#
pi-d
#
pi-d
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unidic-lite [Z. UniDic2.1.2 #R—XICEBZ MR W RERBIFBOFHET
T UniDicD/N—2 3 > & LTUIRPHWLWT A, FROBICAEIZHL. &
DN=T 3V EERTT—REDLDEL TR TVEVSEFEELHD £,
PyPI @ unidic /N 7 — P ZEX SRR D UniDic HbRIFATE £ 91 S
DORE LEBENAZICEI L VWTREBEBELSD LIS D EM RO T, AF 2
—rUTZIITIEERLEE A

AERERFTO fugashi DEFhiIE 1.1.0. unidic-lite I 1.0.8 T, unidic-lite
IFHIC T — 2 DADSBEINTE D CORETHRATE XY, fugashi
I& OSX - Linux » Win64 @ Twheely ZIRMHELTVWETDT. ZOVWTIODER
BTHNIIMOBFERBIZIFTETYT, (ORETIHY —INSEILRT I
ENHDET, DLEILRRIAHIEELHD LS. BRI issue &1L
TTLREEW,)

%%capture
!pip install fugashi unidic-lite

CNTfugashiB M > A b—ILENFLT=DT. ELLA YA b=)LENTW
BZHERTBDIC—ETIHERITLTHAELL S, £91E. fugashi
-0 wakati #RITLBEHBRXEBXAALTHELLS. XEEZANDLLRIC
HITEANT B ANXDIR—IARXPD TR TEET, HAODHESREHD
OB CTRLHD TTOT T LERTTEET, BHIEUTOLSICZHRD £
ER

lecho "BERMATRADLEOIHEMEEIAEI" | fugashi -0
wakati

BE R WM T & »HL 8D B HE T h 7

CCTfEo AT a v wakati i TPHBEEF DI e®BLTVLET, 9
HEEE) ik, FEHETOERP. BREEOEEY X ICOSHBDOHTEHL
NEXERETREONE. AR—ARXYD TEHINIEHEABEOIXEDZ LT
I, AR, PHBEEZIIXEHZ AR—IATXYZDONEEBETIH. MeCab T
DODEEZIFHEE (FPER) BN TNEZRYINE T,

ZNTIFO—RH 5 fugashi ZF>THEL £ 5o A— FTIREICEHZEDER
HEEBY D Tagger ATV FEFEWVET, Tagger EAARICHERT 3L

1https://github.com/polm/fugashi
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Node D) X FHYR->TE X T, Node DT F X M surface BEEICIEIAS L
HEOTEFIERBRIL feature BEICHRMHINTUVLE T,

import fugashi
tagger = fugashi.Tagger()

text = "WRRBINZX > THRE"
words = tagger (text)
print(words)

print("=====")

for word 1in words:
print(word.surface, word.feature.lemma, word.feature.kana
; sep="\t")

[FeR&, =, B, 2, ®o2, T, &, ]

I R 1 - - e B e
ES ES Vi

Rt fRiF ATt F
z = El

o ED Vv

T T T

& R3 =

/= o 4

HBAZBOSHBUIETIE. EXDORIEEDEFFOcxIELT KBy (&:
surface) LR EHZWVNTT, CHISHEHEEEFODAHET. BEEL
PREDEVAEDH S, EXDEFD TREFN OMic. HE2EORHL
BRETHEDND. LT TFBEFRR (558 lexicalform) BB D £,

BEANLGHEEDEOLEDBMNIULETT, ROFTIE. IV LEERTRE
R OISAZBAL. TR, BEICEEREVALBREZHALZ Y,

RERBHZE-THELS HBREFIOISLORE

RKEFLIF. XEO—POXFE. MOXFICESTH]R. BEO—HERYC
EZELEY, BABCERBOBAEZEITE LD, XENLEZBITZD.
REBEHT DI, BE HRABRBRICEDNE Y,

SEIN. MEREOFIEERORZ/NLZ8IT27-0IC. BENICKREFZE
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A$37005L288WELEL& S, BICANTXED—FOXFZRE
TEWEITTHNE. XFESVALICBRTZ D TETIIH Mmasdic
BOVWTEZZREZDZRDB & BROEDBEARICED XY, UniDic @
APV REAIFRCEENEOBRZERAL. FTIIERRAZRETHEL &

50

from fugashi import Tagger
from random import sample

tagger = Tagger()

def

def

print(fuseji_text("IBAEV X
print(fuseji_text("®R®E & 7 —

fuseji_node(text, ratio=1.0):

"MAHEEZIORER/ - FERITRO. XFIO—HEZ 4
LiZOTEBEEHRZR 3 """

11 = len(text)

idxs = sample(range(ll), max(1l, int(ratio x 11)))

out = []

for ii, cc in enumerate(text):
out.append("J" if ii in idxs else cc)

return "".join(out)

fuseji_text(text, ratio=1.0):

"MAANEZRITERD, BYIREIA3ZREFICESHEZSZ "
out = []

for node 1in tagger(text):

# MIBRBBAEOTFRAMNEIZAR—ESEFRVN, HEE
DTHFAMNECEEZIBEREICBEIZR 3,
# AR—ZIFENBEEKT/ —RICASBRLVWD T, T TH

THICEMT Z2HEND .
out.append(node.white_space)
if node.feature.pos2 != "ElE & HA":
out.append(node.surface)
else:
out.append(fuseji_node(node.surface))
return "".join(out)

u))
D& T IE333m"))

A GO

QD27 — DB T 1E333m

COTOVSLIZCDELETHENARDICERI LT HEBORMISE/TE-
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TVEY, BRICK>TREBRALITTEL, —REFAPHRZRELWL
TBHLET,

RECV@RFEAIZE S P> TRHEITNUERWVWTL & 5% mEaRDSHARGND
CEHARERTID PIXZEWVS ODRBICHETL THT. Z0ERZRZAD
ETHRNTY, RET—SZWELTHB L. CABRT—IATREF IOV
SLBSESCVLKHESHDEDRCIERTEE Y,

cFHEYSO THIYV) ZERICEETE

« ITILTFOKROMI TISIFZ Y ZL2ILHSRILB B
TEERIWTH B OERIZEBRA

TEALZEL (b Arebours) 3. 75V RDERSIUR=HILIL 2
AAIVRAICE BINER

fugashi DERMTIERDSRFIE. BY node.pos’ ERBZICL > THRTE
79, CORAFERIGUniDic DHDICETVTED. 42D LANILHSHER
INET, ELAJIIE. node. feature.posl,node. feature.pos2,... =ff
S>TEBRBTEZXYI, node.posid4 DETDLARILDERZ—DDXZFFICE
CHTBETT. ETOLARILICERNHZ CIFRST . BRAGWVEE. €
DLARIIE *IZBED F T,

AIXD@mARTNES TILDSHERTEXRT, ETHLAEDLIIFERD, -0
wakati ZHEELBVEE. FITILIC. RABRACZSCEFBOBRINE
REhFET,

lecho "BERMATRADLEDHHAESINET" | fugashi

BE <AL XAbh> BF %HA-EELFA-BIFATHE
0
® EAY EAY R HA-EELA-—K 0,3
Bm THT TYT THYI LFA-EELFA-ME-—K
0]

< F F T HA-KHA

TN id HE-EHE

PHL AHS ANR RAT BFA-—M HER-H17 ERK-—
% 0,2

mp wvly TV 8D LA-BZAELA-—K 0

®OA O H N AR

2posi¥ Mpart of speech (R3) 1 DT,
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HfEg HAvAa hAa5A fE %A-BELA-TETE

(0]
T U R KRB BFE-EEILTRE HITER KA -
v o0
n L LIL n3 B#aE BhEsE-LIIL EREE-—K
¥FY YR YR FY BHEHA BHFFA-YR KLEB-—K
EOS

KRIEEREFICERTS

RABNEE> THERBIFZE L TAD L. MEPEEDF VY I72—0D
IR, BEICEEFNTULARVEEICH<DLEY, LofixFo TITIL
T1 BREDBFADEEN) HEFD—DTT, REA/NLEZBITZI=HIC. ThHD
BELBENICREZVOT, COBERATIEALC MEEICAVWC L] IR
DVWTREFORRICLET, Tho MEFEICHRVEEE] & TRAFEI. E53B
TlF Tunkl (unknown DBE) & IFIEN £ T, fugashi Tldnode.is_unk D&
HERZ T, TOHEBHIRMBEINESHHERTIET,

NS DFIXEREREL TV & BRETZ@ALDH > TEE Y. BFICOL
TIE BEELDDLES THVWHDZEALITTIZERTE LD TELZLD
T BRALBVWADRVTL & S50 Hic. BERARSEREFHRICLES
MNREESTY, —RBAEFHEER. REFICLEVDBOEZESTEVD
DHHZDT. EDHAIHRMLEL &5,

REFHROXENPPEMEL TVWEIDT. CCT—EBEBICFEHEL &
50

def should_hide(node):
"MEZSoh/ —FZREFORRICTEZIHNE S D ZiRYT """
if node.is_unk:
return True
ff = node.feature
if ff.posl == "% " and ff.pos2 == "EH%H":
return True
return False

def fuseji_text(text, ratio=1.0):
"MEZSNTEXFHICK LT, REFEERT S """
out = []
for node 1in tagger(text):
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out.append(node.white_space)

word = fuseji_node(node.surface) if should_hide(node)
else node.surface

out.append(word)

return "".join(out)
texts = [
"BAEY R,

"EEOEEIEESS IR,
"TFEAL EFS (h: Arebours) F. TSV RDAERT I3 U R
=ANII - A14RAIVRICKBNE",
"BARABR TRVICBERITZIBEHIETANAODEELTWVS",
]

for text in texts:
print(fuseji_text(text))

B ABCO
&% 0§ ¥ (3C000D
?éﬁbiﬂjﬁuCK@ﬂﬁDL&CHI@W%IH)@&)@E&D
IC& BN
CORRETHRNICEBAETZIBBRIFDADEZLTWVS

RBEE> THEDO—BEREFICTS

CORRT. COTAYILIBREARXETHENEDICREFZEATSC
EHTEFRT, L. REFHREABSTBEOLTOXFELREREICRE
BDIFPYLHRIHENT IR, —HDOXFRITZRE. RAFHNEEDED =
DLETHATERLSICTRESICEBVWERDNET,

LD L. —EOXFRITZREZ CHENREL T Y, EFOHFERL. XF
—DRIFTROEENIN>TLESCHHD. ChHIEACHD EFt Ao
CNzEEY 37D, FTEFEZHHRGBICERL. ZORADO—EZRE
NUFESTL &S 253U —BOXFZRELBS TH. E5BHICRX
MNALB T EEFEBWET TS,

UniDic ICIEFRABHROE XA CWNEINTWVWAD T, COTHRIES eh
TE XY, UniDic TlE. 2 TCHOHERBRICXFLTkana 71 —ILRHHD,. KE%:
CNICESIHRRZ L > THRAMRBICEBRTETET, (TNEIERIZ pron
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T4—LEBBDEIH. ChIE—RHLBTARBTIIH < HEF| S RBEL
ZESREDHDTY,)

ARRE LT, FiHERIT UniDic ICIEREN VB BEEICLIMER BV I L &,
FENTVWBEETH>TH, HAADPNMICES LEDLETVLDODBIEL
WEIIRSBWI DB D ET, HIAHMRBHEL K BVHRIFRIHDIFT2
2HHET,

3. RAFEDBE
4. HiH A D BB B

RHFBOHE. MREBELRCZf > THRAMRGZHET S TOT 7 L2ECC
CIFFIRET I ETRHD ELA. LA > TSEIE. KRB REHT 58
TREZZOFREREVE T,

BEREEE (MIEEL THHRAHADERGEE) (FRFESL D DRGHEL W
TYo ERETFOFUCIIUATOLSBHONBD Y,

« R UPL. BIFR. &S
o RHE: BHE. BHT

o RE: DR DL
 BUZ IEK L &S, FER
c @ BHLB. BHLB

« BE:IZIFA. IE01EA

XD SFHAADADBHBEDLEZVTIH ARETEDOE  IFALRPHMRE
EDEFHFABDT. EDA - HBHAICKH L TEDNTLWSDZRASHWE. Ft
HHHBITERVIEDHDET, BICKERT LIS, MeCab DENZER S
RIITIE. HBZHEEBEOZHADEERDE SHIEIDDD T A

EfREEOZAOHAIE. —RBFADHEIIEROBEIEAE (word sense
disambiguation). BIE&FADHBEIFIIT 1 T * Y 2 F 2% (entity linking)
DRARVTHBDEIMRABEHTEERT . CNSDXRVIFEAEBLED S
HFTIFENSZ L OMBENTONTEHFEETT,

FEREREEEOHRANEEALHETETHEVDOTHNIE. ESWETNFRWVWT
L&S. RIBZOBHEMBAENHZBOPWICHE>TVET, SiaAHERA
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FBrR. ANBTOHHAZMERZ A HBZDT. FOYJ S LHEE > TH
HEH L THLHAFHHBIREDD > TINE T, ZiAEEVDFTFEINBRVEL
SHRISADBEZLLHDETH SEOREFTAOTSLTIE. ChZHEODR
ICLBRS TOHRICHBICIERD £H Ao

NLP > X F LDBEFICABEICE< D LEIBE. TORBEDRRAEERE
TRIDHHRENTIEBWBELRHD £7, FIRIECOREF IO S LDIF
&, AFEESEORADOERMEEZMETZ OIS LEES T EIEARETT
H BESKBRIIBDEREEZER. AEFTOJ 5 LOMOES % LE>T
LESTL&LS, EL. BEBZIELLERE L TLNE. SFVHABVES
HEACESVWSHEEERIFTHEEZEZ. TDTOTSLERET R HE%H
CCHHBLET, BEICL > TIHARZMIE I3 2[RV CHHDET
B BICEBEE RN SEE T ZHEABATEZIHEDHHDET,

ENTIIRE, RARBICER TR EIBZZERELEL LS,

def fuseji_text(text, ratio=1.0):
"MAANXICKREFEERT S """
out = []
for node 1in tagger(text):
out.append(node.white_space)
node_text = node.surface if node.is_unk else node.
feature.kana
word = fuseji_node(node_text, ratio=0.5) if
should_hide(node) else node.surface
out.append(word)
return "".join(out)

texts = [
"EEOEMRKIEFHA—F VR,
]

for text in texts:
print(fuseji_text(text))

2R D EMRKIZO— 30K

CNTESEDREFTOT I LISTREBD £9. TRIFRLTELEHD X
HTAD. ThzeEBRET. TROKENEVWSZBNLE LT,

1. XNEQHEZ—DTDNEBT B35
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PIXEFE->TCENORAZREY 5%
. A DEEDHR

. RAFEOHF)

. B RBE

NSO ESE S HERNBLELOT, HAEDEICEI>TTETESR
IOV S LB N TEEY,

SEOREFTOV S LIREMTEUNARDDICBE LEAD. CTTEL
Bz T S5ICKREE. RRNABEABRERMSLEY —/LORELTETT,
CDESBY - ALTDE S BERBRPENEREDENEZER
PEITICHIRNIC. BABREZRE - HIFR T 3 oHICLfEDNTVE T,

MeCab @ APl #BI|ES BT 37-DIC. FREDBE. 5P >TIDRE
FIOVILEZEETEINEZITHEL LS.

g b~ wN

ZHEDSHAPERLEORFEHET
mlc L o TTIRAL BEFEREREDBEEZNRES
g e A RBICERT S

10



ESB FIVRTA—XR—ZAVBAETFEREEH

FSURT7 = —2BVW-BAERER L TR

51 FSYR73=3—CTFXAMER
FSYRT A==t

FSYRT4+—<—Id. Devlin BICk>T 2017 FEICEEIhIIZa—3F)
XY NT—IODT—FTIF¥TYo COT—FTIVFvDATERDZDIE
B AR (self-attention) I ENZ XN ZXLT. EBER =TI VITFE
BL. ADRBOEAIEMERBZZLICE>T. AWM= DR %EEAH
RRANCEBRLET, M YR T+ =T —OFMBFEFEMICDOVLWTIEEAEZ TIZF
LLBEHLEEA. BEDHZIFHEDAIE. Jay Almmar EORES LW O
4'58% The Illustrated Transformer? #8BEN3 rBLWTL & S5, I Tl
AN (b= > DBHIAA) Z. ALRETDORRRIICEHRLTINBZIEEIC
RERBEEZF HTBNBZa2a—FIXYNT—D - T—FTIVF v EX
THEIFIEHATLELS. COKRBERYE. BIFRP. £, SEBETVVIRY
BRABNLP RR U ERLLTEDICES M TEET,

FSYRTA—T—IENLPERICEREZE X, lcBE5. RABEAVILH
WT IF770 k1 ELTBRTNZBETILICED E LTz AEDFED TlE.
CDRSYRTA—T—%FAL. EBERSLUVEHRETRBALF T,

1 https://arxiv.org/abs/1706.03762
2 https://jalammar.github.io/illustrated-transformer/



https://arxiv.org/abs/1706.03762
https://jalammar.github.io/illustrated-transformer/

ESB FIVRTA—XR—ZAVBERAERER X

B3 . xisx <
output [ [ | || ¢ LT[ T]  CLTT] @ LTI
e \ \ ; \ ; \ N
- ‘ Feed Forward ’
]
E 5
sg| 1 f f f
2 e
ouw
[ a
Self-Attention
— f f —
wput [T [ [] ¢ LLTTT]  CLLT] @ CLTT]
ohLThL H3 £EZAs Iz
mukashimukashi aru tokoro ni
“Once upon a lime” “some” “‘place” Loc

A 4 4

LISV RTA—R—DT7—F 7T Fvo RO b—0 > ZBEEERNICT
ALEY

AETIE. FBETINEZFE>THAEOTF R bEER L. BRLEE (QA) D
RRVEBVWTHET, FH/ETIL LR ANDTHFI IR L TRSHOE
R (FR) 5B IZHRAMNBETINOI L2 LEY, SEETIIFER. X
RED—NZX (BASTETFZALOT—2tEv k) H5FBEETNZDT. BK
DBBZX. §BOE. TOEFBICEWVWT TBAL) XCBVERZMEL. T
BAGXICEVWEXRZENESLET,

EOLFELNTVEZEEETIILOBEIC. AR S5EET /L (causal language
model; CLM) 5% D £7, CLM i3 BEEFRMEEETIL L BFIEh. H3A
HoEEz, RO =27 > ORINCHEL. XiREERLIF—I 2D
BROBL LTETIMELET,




ESB FIVRTA—XR—ZAVBAETFEREEH

LtORIE. FSYRTA—=T—ICBETICCMERLTVWETY, THLDH
L1 EWSXlREEZ 2. RCHBIRIZ =0 > 0REDEm (L) » MH3)
BRENEEFNTVWS) 2HELE T, ETI/ILORHIE. T —2ICHENB +
— I ORIMNIBVEREFETELSICEAE T,

NLP Tlk. SEBETI/ILIEEEN IS LOHEETIL. B L IE LSTM (long
short-term memory) D& S% ) ALY bZa—F )Ly T —7 (recurrent
neural network; RNN) (2 &k > TERETZDOIMEHIICTHONTEFEL T L
M L. REHERS (2021 F) TlF. REBOEZBETILOZH. FFUX
THA#—X—DF7—FTIFvICEDVWTEEINTVET,

T¥AMER

ETREKSIC. CIM G, XRHBEZ SNIcL & b= Y DEENTHZESX
BES5ICEBEINET, ChE. b—I 2 Z 1EATOERCLICEL>T. S5
ETNEE>THLULWTF R ZERTBENTEZ L ZBHLE T,

SEETNOIRICIGEE. KRELIRT—2 L5HEE (A+HE. AEES
D GPU) U BICHR BT, B DRI T, JIBEEHDEFTETINLES
YYO—RLTES DHF—BRINTY,. L<ELPNBEEBEDOEFETINELT,
OpenAl IZ& > THIRENT GPT-2° L GPT-3' B'H D £7,

AETlE. FEBNP ETIILOBRRBICEBICARDODH 21TV THB
HuggingFace Transformers® Z MIBEWE T, TD 54 75 U ld. BERT
(BB6ETHHR) P GPT2HRE. YR T+—I—R—ADIFEASEET
WEZEYR—FLTWETD,

UTTIRET. SBERCERRBICHERSATIVEEDa—ILZEAIVR
F—JLL. 1YR=—FLET, CTN5ICIE. Transformers ¥ datasets’. A&
EET¥ R % b—2 21T B SentencePiece®. £ L TPyTorchH% D £9,

3 https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervi
sed_multitask_learners.pdf

4https://a rxiv.org/abs/2005.14165

5 https://github.com/huggingface/transformers
6 https://arxiv.org/abs/1810.04805

7 https://github.com/huggingface/datasets

8 https://github.com/google/sentencepiece



https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/abs/2005.14165
https://github.com/huggingface/transformers
https://arxiv.org/abs/1810.04805
https://github.com/huggingface/datasets
https://github.com/google/sentencepiece

ESB FIVRTA—XR—ZAVBERAERER X

%%capture

lapt-get install jq

!pip install datasets==1.11.0

!pip install transformers==4.9.0
Ipip install sentencepiece==0.1.96
!'pip install torch==1.9.0

from collections +import Counter
import json

import logging

from datasets import load_dataset
import torch

from transformers import T5Tokenizer, AutoModelForCausallLM,
Trainer, TrainingArguments

# transformers M O 2 H 1% &R

logging.getlLogger("transformers").setLevel(logging.ERROR)

logging.getlLogger ("transformers.trainer").setLevel(logging.
ERROR)

logging.getLogger ("datasets") .setLevel(logging.ERROR)

_ = torch.manual_seed(42)

HAZOBZERMWEEETINE LT, =TV —XDHEAKEGPT2 EF
JLT#% Rinna® (rinna k&I & - THIR) £EVE T,

CDETILIF HuggingFace Hub (2T rinna/japanese-gpt2-medium & L)
SHAFEFES>TERBTEET, F51C1E. UTFDLSIC from_pretrained
O XYY RO SIEEAETINZO—RTELETTY, £l WETS b—
21— (Tokenizer) Z#HAL T 2D EENHEVELSICLEL &S5, ETIL
DANERDZTHEFIANZWEBTEDICHEICHED T,

device = torch.device("cuda" if torch.cuda.is_available()
else "cpu")

# HASE GPT-2 EFJ/)L® Rinna #O0— R 3 3

tokenizer = T5Tokenizer.from_pretrained("rinna/japanese-gpt2-
medium')

tokenizer.do_lower_case = True # due to some bug of
tokenizer config loading

9 https://github.com/rinnakk/japanese-pretrained-models
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B58 I URT3—X—ZRVIBASEEREER

model = AutoModelForCausalLM.from_pretrained("rinna/japanese-
gpt2-medium") .to(device)

FTIILDIC, IFEAETNZFE>THARBOTF A MZERL THEL &
S5, EONSTHFRAMZERTZIEHTTEI L. OV T eIn 31t
DTFRAMMEIT B TERTZEDTETET, UTTIE THrLTH
L. 323121 tWSTFOYT MBS TFRMZERL THET,

LTSI AR (FAY T ) & b= b LT=4&I& model.generate()
XYy RZFE> TR T I TFIMZERL T, generate XV v RIF%
CONFA—BRZMOFITH. CCTREETIEFLRVOTIEBLEY, BR
. tokenizer.decode()ZfFE>TCFA—RKL. 7TFXMNIRIEHTE
£7,

inputs = tokenizer("THALEL N L. H5 3| Wy
return_tensors="pt", add_special_tokens= False) to(device

)

result = model.generate(
**xinputs,
do_sample=True,
top_p=0.9,
temperature=0.8,
max_length=100,
pad_token_id=2,
repetition_penalty=1.2

)

tokenizer.decode(result[0])

FRFVRONDLH DO FL 7=,
CHLUrIFEL0VSLTWVDS

FL %o I'®% 72 7= @
AT &) t%ﬂlzbh
ABRRICBETCONTEARRZ... §TLELE

ot ot e
m

S kAN

NS

feo </s>!

COBO. TECHLETD L. HBETBIC. ALTFRFYROFRLHD £ L1
hoHEZ. TNSLVWAN—=U—% TOAR| ZFE>TERTZIEHTE
Fl7To
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5.2 BRKE

ERETNZFE>THABZERL THBZDIFENLEITTHHERERCELL
DTIH, SBETINZFE-T. THICEBLBRHEERC LD TEET,

ZD& S BEEDO—DIC. BREISELNHDFT, CITR EFETINEE-
T, HLBEDOHFOICABET B DS HLBEDANE] ZLED. INVHA
—THABEBHIRILE I BEDF—TYRAACONIETHRERICER
THELLS BERZRDDDEITHD)

CCTIE FIRIE. TERRIROEBRFAAEIZE S 21 D& S BEEBICH L. #
ZIE THLIR) Mla) TRR) TREE) TRB) OLS5BBEIDBRHDY X bH
BEThTED, ETILEEOHRNSELVWEZERRBOELELLD, C
D7 #—<v b, ERICKSKERBET, ExzEO05ERTZDTIE
B BETADBEOHBIRICBEFEZLVEZ 2BENBD £,

Question Candidates

LR »

BHARORFFE L2 Spporosh T
Aichi-ken no kenché shozaichi wa? + R —
“Where is the prefectual capital of Aichi?"  10k¥0 Model

ZHEH ™

Nagoya-shi

2L EEETIEFE->TEMICERS

EEETIEFEOTCIDLSHBEBEMICEZRBICIFES LIESEBVWTL L Sh%
ABRREADA—NIATEEINLSEBETIE. &D TERE] ADICHLTE
WHER (DD, BLELEROME ZRICEBVWHLTIETL, k£
DEICHRLIEELSIC BREOVXNZMVEZX BICIE. HBEHIIDOWVWT,
[ERx] [BH] CWSRINZEETILICAAL. BEEHOE (SBETILH.
ZOANEEDSSW TBEASLEB-oTVWED ICHIGT 3) #EHETIIET
HETY, COBRXCBREODESNERERTDODTHNIE. ETILIEFED N
SVEABHBOEERLET, INE. 2STORMICHT L TRITL. BRBEHK
DEH—BNESLKBZIDHDEERIEBVD T, LUTD rank_answer XV v
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Rig. BROUR b, BRCETIVCEDZIUVERIET (XV vy FOFH
ICDOVWTRBEDEETEHHD FHEA),

def rank_answers(question, candidates, model, tokenizer,
top_n=10):
"""Gijven a question and a list of answer candidates, rank
them based on the language model score

(negative log likelihood) and return the ranked top N
candidates."""

losses = Counter()

inputs_question = tokenizer(
question, return_tensors="pt", add_special_tokens=

False

) .to(model.device)

labels_question = -100 * torch.ones_like(
inputs_question["input_ids"], device=model.device

results = model(**inputs_question, use_cache=True)
past = results.past_key_values
for candidate in candidates:
inputs_candidate = tokenizer(
candidate, return_tensors="pt",
add_special_tokens=True
) .to(model.device)
attention_mask = torch.cat(
(inputs_question["attention_mask"],
inputs_candidate["attention_mask"]),
dim=1,

results = model(
input_ids=inputs_candidate["input_ids"],
attention_mask=attention_mask,
labels=inputs_candidate["input_ids"],
past_key_values=past,

loss = results.loss.detach().item()
losses[candidate] = -loss
return [a for a, v in losses.most_common(top_n)]

9. TBENRORTAAEMIZ?) tWSHERERZHL TH#ELLS, A
ROFEFEFTFAEROTH D) X FEBRHE LTEVET,

question = "EMEBE QR FRAEMIE?"

answers = ["HLIRH", "KET", "FHEF", "KF", "SRF",
"R, "REEW", "AZH", "KEB", "HLUH", "
*ﬁl_'ﬁ", "ﬁ’:ﬂnﬁi", ll"g"mﬁl—.ﬁll]
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rank_answers(question, answers, model, tokenizer)

['Eg®m', 'ZHEW', '€RS', 'REH', 'FHEMH', 'KH
m, ELW, 'eRTE, 'EEWH, EES]

RToesbh, EFETINIG NEEM) £ by TORBISEY, ERTH S
TZHE] I32FBTY, CIHH. EF/ETILIE. RETREWILS. 3
BEOEH. YL ERORTAEMICEY 3R 5H DIERZHFIFLTL
BZIrHDhDET, RE DARIIERBBEICEDOSCSVEFCERZSND
DTL&OID?UTTR, EREZSHSIVLEIBALFHMELTAHEL &5,

JAQKET 7¥=—4t v b Z AW/l

CCTld BIEKRRBICK > THE - BHRAIN TV A —T Y R X1 VOB
EF—42ty hTH3 JAQKET F—4ty MO 2FVET, COF—4ty
RMoid. UTOLSICEBRIBr Z0BINSENTH D, BX LBERHIINT
Wikipedia SBEED R A MLICRIE T 3L SICHR>TVET:

- B EBEORDICABT B eHS HEBEDANE] ZRED. IN
YH—THRLBHHIFEI?

« BEX: ERH®

- &% ERE™, BEFm, =%, BHlET, LR, ..

FP. T2ty b ART—2ERAET—XOW|A) LT O—F. T4—
Y L. BAHRAAT, EEBETINOI A XABBRENDCZAETETZLSICLE
L&

fcurl "https://jagket.s3-ap-northeast-1.amazonaws.com/data/
train_questions.json" -s —-output train_questions.json

# "original_answer" O * —%ZHIlF (AlRECEELY FOBTH—
BHORRACHZ1=D)

!jq 'del(.original_answer)' -c train_questions.json >
train_questions.nooa.json

10 https://www.nlp.ecei.tohoku.ac.jp/projects/jagket/
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tcurl "https://jagket.s3-ap-northeast-1.amazonaws.com/data/
devl_questions.json" -s --output devl_questions.json

evaluate() XV v RiZ. BEICEZEZOUZ M EZITWD. EFILE =0 F
IH—ZE>TEEZFTEL. EFTIHZDOS5EM. ELKEBETEch %
RLET,

gas = []
with open("devl_questions.json") as f:
for line in f:
gas.append(json.loads(line))

def evaluate(qas, model, tokenizer, stop_at=None,
show_preview=False) :
num_correct = 0
num_questions = 0
for ga in qas:
question = ga["question"]
candidates = ga["answer_candidates'"]
gold = ga["answer_entity"]
preds = rank_answers(question, candidates, model,
tokenizer)
is_correct = preds[0] == gold
if is_correct:
num_correct += 1
if show_preview and num_questions < 5:
print(
f"Q: {question}, pred: {preds[:5]}, gold: {
gold}, is_correct: {is_correct}"
)

num_questions += 1

if stop_at is not None and num_questions == stop_at:
break
print(
f"Success rate = {100 * num_correct / num_questions}%
({num_correct} / {num_questions})"

)

evaluate(qas, model, tokenizer, stop_at=100, show_preview=
True)

Q: HAERRICAELNSEL > IF—TIL-2—=2J) ICERZ
FO2HEVLWDO—BT. 50BRABEZRALICEZES. BMEL
BOAZELEZIAVICBEVWTITISORMAMTL & 57, pred: [




B58 I URT3—X—ZRVIBASEEREER

NER (
_correct:

'TUTTY, VRV FU0E', 'O
%), ‘3//\/\],gold :1/7') A
False

Q: fnon+noy TAFFLAKR—a1 TAFDVDES Y>> Ty EWVWZ
[F. BITLTWVWAHEMRAEIFEZITLELES?
Ax#t', '"HR#', 'EEH', 'HAXEHR', '4%F'], gold
: %ﬁ*i, is_correct: False

Q: TRA 7RS4 —1 % TEDIULDEE)] REDBEMNDH S. TBS
R TAEHICKETNA TVSIEBESMEOTVEME A TL
&£5?, pred: ['REOBIFHLIHBHANNILIIZA—-YT
YNo.LAREH', "RBOBIFHLI?ERBAAR—VYBEFELRE
'y 'SASUKE', 'EHMEEHA A - ILAEZ—DERICEEREROEL
IHRAFTARI VI, "VA4 X EREBREEH~THE OPEN~"
], gold: SASUKE, 1is_correct: False

P REHATERDPEVEEZRHO>FRTHHZ. AOIKHS TE
Fi) THERBBNEAIEATL L S?, pred: ['XEEF (B
X)', ‘jtﬁ'é% (RE#LIAX)', '"AAF (BEX)', "REF
(XRmK)', &i#],@w ®EF, is_correct: False

Q: riF’JL._OL\T._ 1 CVWSEKOEENBRTHDI TN B,
EIK‘CLi?ﬁD ZESTDHON—MNBFEFREBIEIATL £
572, pred: ['FLLY', "EFrHSL, '"O—LF v Y
, 'TLYFE=Rb", "ZINT YT 1"'], gold: ¥R,
is_correct: False

Success rate = 13.0% (13 / 100)

-
-
(/)
r)\.

=]

LOBERDESFDB LIS WEABLTLWARVLWDABRDETILIE. BAELY
FORFID 100BDS55. 13%ICELKEXSNZ A TEHELT, BE
RICIE 20 EDBRFHHAZENTVWBD T, COERRIES >V H LIRFEE (1/20=
5%) £DHFVWTTI HEDRBSLWEREREFEA. ChELDHET
BILIFAREETLLSH?

BEEETIEWARLTHERREZRICR

DABRBEEBETINERETZ—D2DHEIF. ELOHIERRL. TN5D
BRECBEORTICHLT. SDBLEENEISND LS. EEBETILO
NFA—RERBELTZETT,. COFOERIE. MR (fine-tuning)
CFENTHD. JIFEEAES %T)L%ET{E@’FZ7KJEFL‘R?’%K"—’L_TE5E§¥)
—REBRF AT,

TR TIE £ 9. HuggingFace @ dataset 51 75 ) &L, JSONL Tz D
JAQKET 7 =4t v b ZFTAHRAAE T, IRAIC. JET— 4 (train) LB

10
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T—23 (dev) DA ZO— R LTWBRITFELTLEETL,

dataset = load_dataset('json',
data_files={'train': 'train_questions.nooa.json',
'valid': 'devl_questions.json'})

Downloading and preparing dataset json/default (download:
Unknown size, generated: Unknown size, post-processed:
Unknown size, total: Unknown size) to /home/mhagiwara/.
cache/huggingface/datasets/json/default-2f5c57cecad4651d1
/0.0.0/45636811569
ec4a6630521c18235dfbbab83b7ab572e3393c5ba68ccabe98264. . .

{"version_major":2,"version_minor":0,"model_id":""}
{"version_major":2,"version_minor":0,"model_id":""}

Dataset json downloaded and prepared to /home/mhagiwara/.
cache/huggingface/datasets/json/default-2f5c57ceca4651d1l
/0.0.0/45636811569
ec4a6630521c18235dfbbab83b7ab572e3393c5ba68ccabe98264.
Subsequent calls will reuse this data.

HUFOESIELT, F—8Ey hOA YRRV REBRTFTYITEILD
TEET.

dataset['train'][0]

{'qid': 'ABCO1-01-0003',
'question': '"BREARKRT -y JTOHBERIEFE LI TLLS?',
'answer_entity': '7 XU HhERE",
'answer_candidates': ['7 XU Ah&%E",
IRV AN,
'R UFM,
TRYSILRZTM,
AL IoMme,
a3 -—gM,
'agos RMeY,
'"F—=bZUT,
A=y = =M,

2
THFa—tv UM,
"ThFAT,
YFE Y M,

T HUMY,
oYY kUMY,

11
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'Za-—U—5YR,

"ANAAM,

'"AUTFILZTMN!

TXU =SS R,

EUPEL L

YR,

'original_question': "#®ERAKT - Hy TOHBEIFE I TL &
57'}

[Bfx] [Bx] EWSRTZEFETIICRRL THARTZDOT. 7—%
Y bD map() XV REHBV, BENEEZZEREL. HLLWIr—ILR
CLTEMLEY,

dataset = dataset.map(
lambda example: {"text": example["question"] + example["
answer_entity"]}

)

{"version_major":2,"version_minor":0,"model_id":"389
f6bc2b792482787blbde5bf14737f"}

{"version_major":2,"version_minor":0,"model_id":"5025
e0fc274f414abdb22a89581514b31"}

CCT. COBBLIETEAMND 74 —ILRZ = LLEL LS, B
—E .map() XV Y REFEWN T—2ENYFTUELEXYT, EDEX LT,
input_ids 74 =)L REEAMICZFOFFOAE—L7 label 71 —JLR%EIR
TOZENHEWVWEIICLELELDS, SEBETIIE. COARLRILINILE,
=Y CICBRTEZHDESHICETVWTREILEINE D,

max_length = 256

def tokenize_function(examples):

inputs = tokenizer(
examples["text"],
max_length=max_length,
padding="max_length",
truncation=True,
return_tensors="np",

)

labels = dnputs.input_ids.copy()

labels[labels == tokenizer.pad_token_id] = -100

return {
"input_ids": dnputs["input_ids"],

12
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"attention_mask": inputs["attention_mask"],
"labels": labels,
}

tokenized_dataset = dataset.map(
tokenize_function, batched=True, batch_size=8, num_proc=4
)

WMIBENTEANR UTDOESICHEDET, AR NTc Y TRHO =T Y
(id: ) ICF > TEHESNTVBRITEREL TLEET L. ThiE. Za—F)L=x
Y b T=OIL@ASHDT—EEANT BEICIZ. NYFRADA Y XE Y ANME
TRLRSICAZBEDHBZHDS5TT,

print(tokenized_dataset['train'][0]['input_ids'])

[9, 8355, 149, 9255, 13, 209, 2872, 10, 550, 115, 11, 5964,
16744, 3017, 886, 2, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3,
3,3,3,3,3,3,3,3,3,3,3,3, 3, 3, 3, 3, 3, 3,
3,3,3,3,3,3,3,3,3,3,3, 3,3, 3, 3, 3, 3, 3, 3,
3, 3,3,3,3,3,3,3,3,3,3, 3, 3, 3, 3, 3, 3, 3,
3,3,3,3,3,3,3,3,3,3,3, 3,3, 3, 3, 3, 3, 3, 3,
3,3,3,3,3,3,3, 3,3, 3, 3,3, 3, 3, 3, 3, 3, 3,
3,3,3,3,3,3,3,3,3,3,3, 3,3, 3, 3, 3, 3, 3, 3,
3, 3,3,3,3,3,3,3,3,3, 3, 3, 3, 3, 3, 3, 3, 3,
3,3,3,3,3,3,3,3,3,3,3, 3,3, 3, 3, 3, 3, 3, 3,
3,3,3,3,3,3,3,3,3, 3,3, 3, 3, 3, 3, 3, 3, 3
3,3,3,3,3,3,3, 3,3, 3,3, 3, 3, 3, 3, 3, 3, 3, 3,
3’ 3’ 3’ 3’ 3? 3’ 3’ 3’ 3) 3? 3) 3’ 3’ 3) 3? 3) 3’ 3’
3,3,3,3,3,3,3,3,3,3,3,3,3, 3, 3, 3, 3, 3, 3,
3, 3, 3, 3, 3, 3]

STCETINZWRART ZERM©EVE Lo Z T Tld TrainingArguments
ZES>TNAN—NFTA—FEIJEL. Trainer 1V XEZYXAEER L.
train() XV v RZEITLET, CHUlIF. SFRBZEGPUZFE->THHIREE
DOFFE (1 FFEREE) M2 EIZEBRL TR EL, CPUTIFIIRE X TE
TUHhbLNhEEA.

training_args = TrainingArguments(

output_dir = 'rinna-japanese-gpt2-medium-finetuned',
num_train_epochs = 3,
evaluation_strategy = "steps",

learning_rate=5e-5,
warmup_steps=1000,
per_device_train_batch_size = 6,
eval_steps = 200,

13
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logging_steps
save_strategy

200,
|ln0l|,

)

trainer = Trainer(
model=model,
args=training_args,
train_dataset=tokenized_dataset['train'],
eval_dataset=tokenized_dataset['valid'],

trainer.train()

CCTOBSS—EBETFINEFMLTAHAEL & S50 SEIF. 51% DIEMREEER
TBIENTTEHL IRBCHMERT -2ty FORMICIIRI KBRS
NTLHRWVD T, EFLEEICIRREINHEZABELOTIEARL, EF
IWDNFA—4%[{E L T BRFOERBEICHIEES FMELTES
LSBT EXSNET,
evaluate(qas, model, tokenizer, stop_at=100, show_preview=
True)

RDRTYT

SEEETINEEST. Lo UBRABNIP RV ERS ZENTEEXT, 70
T hERELIED. BBICECTHABLIEOLT, 5% 268X 0%
BCELSICTERDZEZZDDEAVTLL S, fIZRIE. UTDERIZ#
CIKIRESLEBRVWTL&SH?

« R, DALZEE>T. AIZIE. BXRBCEFEOMRZIZLIFTE

BTL&LEOM?
 HE, DARIK 6+7T=?2 DL S HBHEABROBBICEZR S LN TE
3TL&LOM?

. BEQEH, AA> M. PXUD S? 0L S HEHBBICEZ B D
TE3TL&LOIN?
HLEY FEPRETHNE. GPT-3DHX N ICCDE S BHINT TAS-
TVETD,

n https://arxiv.org/abs/2005.14165
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