—— — &’
F25 HETIEE
FREELENZMES R BIREAEIE S — AR EGREE, sE& R — (AR ENREER R EE LR AETE, KiE

RENREEAREL—(EHRENHEE, BEERKEERARENRE (BE) BE RESETHEREET
bEER IS E R B E SR EEEL 2 5,

AERREBENVEIFHENETHRE TR EEEVERRE. BAREBEERABER, W METHE FREETEK
REE (28) ETEFIAEELRE.

2.1 REMBERGE(FF

Ry = f(x)ERER EBYSHBIVE: RIEFAERELER, FEHRER(zo — € zo + o) IEEERE
f(zo) < f(z). z FBRREEOBIVER, Tf(zo)BARENMEIME.

Ry = f(x)ERER T RESEXE: RIEFARELER., EEHRER (1o — € 0 + ) NEEENRE
f(z) < f(zo). zoBRRBAMEXER, /(v BRERERMEXE.

1o/ EFIEAERTERIEE, VBRI ERRTERIERER.
SNRERE S (=) EREIFTBEERRE f (z0) < f(z), BlzBRREHIRIMER, Mf(z) BRREHIRIME.
WNRERE S (z) WESRARFTEERES (z) < f(z0), BlzBRREMIRKAER, Mf(z))BRREHIEXE.

As/VER—ExBeE/IVE, RXER—ELBEENBAE. KIMENRXNERHEARE, S/IMERNEAE
AR ERER.

REBERSEGM: R RRES (¢)VEESE, BREUEx E, BB S (z0) = ORMBESRNEHENAS
0,

FINBTERRE f () = »*fEr = OBYSHR/IME (EAEEIVE) BaE, EitfEr = 0EEsE
£(0) = 2 x 0 = 040,

EEGERSSEN, Bl 2RSS (z)WiBEss, BFEEER(zo — € 0 + €)BRf(x0) < f(z), Bt
f(x) — f(zo) >0,
Ay

F(z0) = lim 2% = lim f(zotAz)—f(zo) _
Az—0 BT Az—0 Az Az—z T=Zo

EtramiEgai.g, AzHBIEREEMES, MY FERES, MdtaE8a e, EMRERZ> 0, 1
WEEBRRT,, EMERERZ< 0, MEEEREFEN, FEit, EERER0.

HRIBEIRAT, ELISRE—ERE, WREr SRR, RPEERMNIREI)2ERELER, R < o2
c BUf(z1) < f(z2), BRf(x)BEZBXROEATIEX, HERACHRZES, BERAYLZIEE, 540

y= f(z) = ’MWEHE [ (x) = 2z, ExKHRO0E, BEHEFY, A, RBENRISEINELN, Tx/\iioks, &
R as, Fit, REEERENNERN, BNRs, < o, KAf(z1) > f(z2).

BN, RES (z) = 233229z + 2., SHEHKSf' (z) = 0:
f(@)=0, = (233292 +2) =0, =32 629=0, =2°223=0, =>2=-1, 2,=3

HLMSRIEER0MMIER T, = -1, 2 = 3, ZREFIHERYS' (z)WERSUBRINE2-1F7~:

)+ = +

>
X


af://n0
af://n4

2-1 f'(x) > ORUREERLF, f'(x) < OBIREERFTE

FEER)(—o0, — 1], f'(ac),—EIE%Z EIRE (S ERMEER, FEB(-1,3)+, f'(z)288, ERSf\IE
AERN, EER([3, co)d, f'(x)RES, FILREf(x)SEFRELE.

TEAHER T EEREMESRNVHE, TIAEEEEHERECAIBERER.

import numpy as np
import matplotlib.pyplot as plt
%matplotlib inline

X = np.arange(-3, 4, 0.01)
f_x = np.power(x,3)-3%*x*%2-9%x+2
df_x = 3*x**2-6%x-9

plt.plot(x,f_x)
plt.plot(x,df_x)
plt.xlabel('x axis Tabel")
plt.ylabel('y axis Tlabel')
plt.legend(['f(x)", "df(x)"1)
plt.axvline(x=0, color="k")
plt.axhline(y=0, color="k")

plt.show()
\ = fix}
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x axis labe

2.2 f(z) = ¢3¢0z + PREERB S (z) WREEHE

AR, DAGERERPTREEESRIOVERY, ERERD R, BHER, —(ERSw BIEE f (1) =0
iR —ER—EEEE. 0f(z) = *fFr = ORMESf'(0)thE0, EREIREREHIBES:. B,
EEREE—EEFIEGHNMAR, NE2-3F7x.

x = np.arange(-3, 3, 0.01)
f_x = np.power(x,3)

plt.plot(x,f_x)
plt.xlabel('x axis Tlabel')
plt.ylabel('y axis Tlabel")
plt.axvline(x=0, color="k")
plt.axhline(y=0, color="k")
plt.show()
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y axis label
(=]

3 =2 a1 0 1 2 3
® axis label

2-3 f(z) = z3HRBHLR
REARSIBEN VBT LUEER S S ERE, I —(EASERRE (11, T2, -, T,), WMRZRBUTFEL

*

z* = (z], 5, -, z, ) BUSBEEZIRIBERT (MAEREEGFE)  BEZERORELRR0 (BISERE
HIEEBZ0) . AD:

Of(z1,2, -~ Tn) _ .
et =0, i=1,2,,n

|z

2.2 #BE T P#ix(gradient descent)

HR—E—TTRE(x), WRERIHIEMNE LAz, AIfORNEMWf(x + Az) — f(z) TR FRIHO T
=

flz+ Az) — f(z) ~ f'(z) Az

BfExBiE, MRACHS' (x)FFERER, BRES' () AzBlf(x + Az) — f(z)HEES, WMRAHS (z)FFRER,
BES (2)AzBIf(z + Az) — f(z)fREE. Az = —af'(z) (HPa2—E/NOIER) , BFE

f(x+ Az) — f(z) = —af'(z)*HEQ8, Bf(r + Az)ERLf(2)FN, FERCBE S (z)HBRHH
—f(x)iEE Az, HEREBES(x + Az)LLEKRE f(z)E/N.

@24, EES(z) = 22 + 0.27Fx = 1.5MRBEf (z)R2.45, BHES (z)23.0, B—EEY, 7f(z)MEnE
Bz sl HiSmesiiIIER, E SRR,

&

5_

_q__

0+ = +

_]. T T T T T
-4 -2 0 2 4

2-4 f'(1.5) = 2.45 > 0, Azfif'(z)FERERBERIREMEIEN, HBRAIRSIERD

$a =015, Az = —af'(z) = —0.449, #xEEEEAr (NEFEEEESMR) BEIF
Tnew = ¢ + Az = 1.05, BEIRUHAIz = 1.0552A9f(1.05)REUER1.3025, BIEFEG CEERMYyMEE BE
Azff'(z)5EER (—B—IE) , EEf(1.05)8E/INRSRIA.5).
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RERENEEEEERE, IEGOERES S (¢)NRAE (—f'(z)) BE—EHNMUSE—of ' (z)REEEIE—EH
2 new = & — af'(z), EEHIIT 0 IRBUES (Tnew) BENRZRINREES (). HEEXREESR NE%EE’JX
B, BHFothEL0 (RAREER NEHf(z*) = 0) , BERIEE ArHERMIELAO,

ERERRE FREEREE, BIE—ERrIxHEE, FERTENATNENEIE:
z=z—af(x)

HEFNe, AEHANES BE) Am (80— f'(z)) BEe, MEES (o) Reg), BEERT, E2RIVE
f(x)Bz, Wesf'(z) = 0. BEKEFHz, HENREEN, WE2-5FR, cRENEREN, {EiAEELBE
Rh.

5

0

_]. T T T T T
-3 -2 -1 0 1 2 3

2-5 AE— f/(x)E8), FSUEREHD

%??*E{IEI%@JE’\JZ%& (BD—af'(z)) FEEAK, AARBEHNES, ERELAXRBRAR2MIE, WRBESEAR
K, HJeEBREENT, FBciENEIRERER. WE2-6F7.

5

_]. T T T T T
-3 -2 -1 0 1 2 3

2-6 2EUEMIEE —of () AKX, REESIRE

BETEERA—EELNRER, RTER—BEEATE, JLATMILERESEELRER:
o EH (BE) f'(z)RVEHESKETEL.
o IXURENEZR T RIS ERIRAEIOREL

THEHEBE FEEORE, HEPNS8dfARHERERS f (o) NEE S (1), 2EEAE, alphalBT=,
iterationsZR7IEREL, epsilont&Edf=f'(z)BEEEERO.



def gradient_descent(df,x,alpha=0.01, iterations = 100,epsilon = le-8):
history=[x]
for i in range(iterations):
if abs(df(x))<epsilon:
print("EREE RN ")
break
x = x-alpha* df(x)
history.append(x)
return history

EEEE T EREERIBRETRIRTE B ERRFE—(EpythonfllistESRhistoryi, MHRENEEEIS.

SR EENRES (z) = 23-322-9z + 2, HEHf' (z) = 322629, BUER: = IMHARES () AIHEIVE,
AILAFR FAE ERSigradient_descent():

df = Tambda x: 3*x**2-6%*x-9
path = gradient_descent(df,1.,0.01,200)
print(path[-1])

B B AR M /)N !
2.999999999256501

527 f () H9tB{EEEX=2.999999999256501, BILAIEIBIEFHIXE FERIMLAR EABH @SR :

f = lambda x: np.power(x,3)-3*x**2-9%x+2
X = np.arange(-3, 4, 0.01)

y= f(x)

plt.plot(x,y)

path_x = np.asarray(path) #.reshape(-1,1)

path_y=f(path_x)

plt.quiver(path_x[:-1], path_y[:-1], path_x[1l:]-path_x[:-1], path_y[1l:]-path_y[:-1],
scale_units="xy', angles="'xy', scale=1, color="k")

plt.scatter(path[-1],f(path[-1]))

plt.show()

M_
L
e

3 2 A 0 1
2-7 xR B ) MEE

Hr, matplotlibfy quiverREFT LIRS ERIEERNE, HREERXE:

quiver([x, Y1, u, v, [c], **kw)



HepX Y21D82D8A, FraisriIuE, MU, VIBERERAY1DE2DEE, FraisErERE (R8) . Hitt28HEE
BT XIE,

HRSEERE, HE FEANREE—HN, RANBARERETES,
f@+ Az) — f(z) ~ Vf(z)Az

TEEwikiBRlaY Beale's functionREy,

flz,y) = (1.5 —z + zy)® + (2.25 — = + zy?)? + (2.625 — = + zy°)?

EERENLHB/IMER(3,0.5). BJLAATENpythonfXiBE T EREIE:

f = Tambda x, y: (1.5 - x + x*y)**2 + (2.25 - X + Xx¥y**2)**2 1 (2.625 - X + x¥y**3)*%2

ATEREEMHE, SoEx. v ER—EY IS MhRIAERE:

xmin, xmax, xstep = -4.5, 4.5, .2
ymin, ymax, ystep = -4.5, 4.5, .2
x_list = np.arange(xmin, xmax + Xxstep, xstep)
y_list = np.arange(ymin, ymax + ystep, ystep)

SR1EFAnp.meshgrid ) EREMRIE_EIARRIx_listFy_list, BZEITFIREERRIFIEEL(x,y), HatEHIELAEAMERLE FERY R
HE:

X, Yy = np.meshgrid(x_Tlist, y_Tist)
z = f(x, y)

=ERTLAFAAplot_surface()REUEEISE/E:

ax.plot_surface(x, y, z, norm=LogNorm(), rstride=1l, cstride=1,
edgecolor="none', alpha=.8, cmap=plt.cm.jet)

SEEAEBANT

import numpy as np

import matplotlib.pyplot as plt

from mpl_toolkits.mplot3d import Axes3D
from matplotlib.colors import LogNorm
import random

%matplotlib inline
f = lambda x, y: (1.5 - X + X*y)**2 + (2.25 - X + X¥y**2)**2 4+ (2.625 - X + X¥y**3)**)

minima = np.array([3., .5])
minima_ = minima.reshape(-1, 1)

xmin, xmax, xstep = -4.5, 4.5, .2

ymin, ymax, ystep = -4.5, 4.5, .2

x_list = np.arange(xmin, xmax + Xstep, Xxstep)
y_list = np.arange(ymin, ymax + ystep, ystep)
X, Yy = np.meshgrid(x_list, y_Tlist)

z = f(x, y)

fig = plt.figure(figsize=(8, 5))



ax = plt.axes(projection="'3d', elev=50, azim=-50)

ax.plot_surface(x, y, z, norm=LogNorm(), rstride=1, cstride=1,
edgecolor="none', alpha=.8, cmap=plt.cm.jet)
ax.plot(*minima_, f(*minima_), 'r*', markersize=10)

ax.set_xlabel('$x$")
ax.set_ylabel('$y$")

ax.set_zlabel('$z$")

ax.set_x1im((xmin, xmax))
ax.set_ylim((ymin, ymax))

plt.show()

2-8 @BUAYf(x,y) FRE

f(z, y)BEitz, yHOlREER:
of(z,y)

v 215 —z +2y)(y — 1) +2(2.25 —z + z¢®) (y* — 1) + 2(2.625 — z + zy®) (y® — 1)
% =2(1.5 — z + zy)z + 2(2.25 — = + zy?) (2yz) + 2(2.625 — = + zy°)(3y?z)

AILAAmatplotlibAgquiver BREME2 DAMEE_HES HIE LAtE BARRAIEEE T3 A,

df_x = Tambda x, y: 2*(1.5 - X + x*y)*(y-1) + 2*%(2.25 - X + X*y**2)*(y**2-1) + 2%(2.625 - x
+ X:“:y:“::‘:3) :“:(y:“:?‘:?’_l)

df_y = lambda x, y: 2*(1.5 - X + X*y)*X + 2%(2.25 - X + X*y**2)*(2*x*y) + 2%(2.625 - X +
X*y** 3) *(3*)(*y**2)

dz_dx = df_x(x, y)

dz_dy = df_y(x, y)

fig, ax = plt.subplots(figsize=(10, 6))

ax.contour(x, y, z, levels=np.logspace(0, 5, 35), norm=LogNorm(), cmap=plt.cm.jet)
ax.quiver(x, y, x - dz_dx, y - dz_dy, alpha=.5)

ax.plot(*minima_, 'r*', markersize=18)
ax.set_xlabel('$x$")
ax.set_ylabel('$y$")

ax.set_x1im((xmin, xmax))
ax.set_ylim((ymin, ymax))



plt.show()
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2-9 RE(xy) BRI E R A TR B S R RAI R E T3 )
RTEEFBEIEREE AR, TLWSZAMERE MEEABTRExXAB—EnumpyRERR, #

if abs(df(x))<epsilon:

B8

if np.max(np.abs(df(x)))<epsilon:

TS ERAIX, yAEEHRAES R —EEE:

print(x.shape)
print(y.shape)

X_ = np.vstack((x.reshape(l, -1) ,y.reshape(l, -1) ))
print(x_.shape)

(46, 46)
(46, 46)
2, 2116)

ALIER—EFHHEERECHATRRIBERE, TEABEGH TIEENEEMRAEE NeEEER:

df = lambda x: np.array( [2*(1.5 - x[0] + x[0]*x[1])*(x[1]-1) + 2*(2.25 - x[0] +
x[01*x [1]%%2)* (x[1]**2-1)
+ 2%(2.625 - x[0] + x[0]*x[1]**3)*(x[1]**3-1),
2*(1.5 - x[0] + x[0]*x[1])*x[0] + 2*(2.25 - x[0] + x[0]*x[1]**2)*
(2*x[0]*x[11)
+ 2%(2.625 - x[0] + x[0]*x[1]**3)*(3*x[0]*x[1]**2)])

def gradient_descent(df,x,alpha=0.01, iterations = 100,epsilon = le-8):



history=[x]
for i in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print("BAEEE N )
break
x = x-alpha* df(x)
history.append(x)
return history

TEHHEX0=(3., 4. HEEKFSEMEAVEERS:

x0=np.array([3., 4.])
print("¥IgES", x0, "R, df (x0))

path = gradient_descent(df,x0,0.000005,300000)
print("HefEsk: ", path[-1])

wikaR [3. 4.1 MIBREE [25625.25 57519. ]
MfEs:  [2.70735828 0.41689171]

RO EERRRA, WIRER/NEIER (!ll]O 000005) FRAGEHREEEANE, KEWEHE
[2.70735828 0.41689171] , { f E—’{&Eﬁ AILUBIBEIRIEIBRETIIXRIELER, FESNESEEER
e

def plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax):
fig, ax = plt.subplots(figsize=(10, 6))
ax.contour(x, y, z, levels=np.logspace(0, 5, 35), norm=LogNorm(), cmap=plt.cm.jet)
#ax.scatter(path[0],path[1]);
ax.quiver(path[:-1,0], path[:-1,1], path[1l:,0]-path[:-1,0], path[1l:,1]-path[:-1,1],
scale_units='xy', angles='xy', scale=1, color='k")

ax.plot(*minima_, 'r*', markersize=18)

ax.set_xTlabel('$x$")
ax.set_ylabel('$y$")
ax.set_xTim((xmin, xmax))
ax.set_ylim((ymin, ymax))

path = np.asarray(path)
plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax)
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2-10 ERIBET, BEESGHAH)N, KRB

EAURIES, BEEEGENGH/), RFNSERGEEcNEFREGEIERRE, BMEETI108R, HAKERLIRE
. —REEXRMNEARRAEERNSEER, IERESERING, BINREXR, (FRME, EEYUEREISBET
PEEIE, IMEEFERISEIRER.

2.3 BETHEFERNZRUBRE

EANBE MEEEPNEERE—ERENE, MERBETEENNSFTHELN, BERBRGENTREEE
KERE, SERE), FRPEAFRRIEESER, BERINSEERET, ERZNRLRER, EREDER
0, BEIEAIEH. REARN, SBRXRE/REANEETD, BEFHMETHE, MEERBETR—ETLEY
RSB IR E TR E X,

RTRBHEEFERINELRER, AMRYTHSHRE NEENSE, EESENIRAEUNRERRISEKE

2E (LERAZ2E) EITEH. HEE (28 IEHRIKEJIIEE: Momentum, Nesterov accelerated
gradient, Adagrad. Adadelta, RMSprop. Adam, AdaMax, Nadam, AMSGrad<:,

FERBPNE, REUREE(ESEENRY, BEit, HEE-rLESEEERNEE:. THESHP—LERRY
BURISEITRIA.

2.3.1 MomentumE&;%

BE T EEERARERIBENES BN —oV f(2)Efc, MEHFcEE—aV f(z)T2BURK ERTETEIH
E. MMomentumBIE75AEHcHIAENMEERBERNIBE, BEE DREHRRE, MRAEFNREESENE. R
R BREI—RAREHFHRE, AIEREFNEER:

vy = -1 + aV f(z)

FiEEvEH:
T =T — UV

EEARENcNOERREE. BELSEFNEENE—EESEEE, MEEEHIEMN. ARESTZE
MEFEENERRIEE, CEE 7 ARIZBENBZEY, FEEEFNREENGE, BMRFT ZRESRIEN,
(EEERBE/TS, MAERRARESEE, NAERBENRAEADRE, 2o ENE—EEEEER/ K
KTRE), SRR TERENERERS T —EEE. MEBENEE NEREIRBENEEREEREE, WE
BERHBTT ISR, SRR TS T AED,


af://n99
af://n103

vH¥IEAERO, MpythonIBRIERRA:
v= np.zeros_like(x)
BloRfz—FxAREWIREE0RRE. mERIBREF, L&EHHv, BENMRESE:

gamma*v+alpha* df(x)

X-V

TEEERBEEIEE TRE:

def gradient_descent_momentum(df,x,alpha=0.01,gamma = 0.8, iterations = 100,epsilon = le-6):
history=[x]
v= np.zeros_like(x) #5))5
for i in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print("EREERE /N ")

break
= gamma*v+alpha* df(x) #Ufish=
X = X-V #EHAE (S50

history.append(x)
return history

FIEEEEARIEEE FhEAKE_CIARIE:
path = gradient_descent_momentum(df,x0,0.000005,0.8,300000)

print(path[-1])
path = np.asarray(path)

[2.96324633 0.49067782]

ALER, BEZNRECIFEROIRERT. WERFTR.

plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax)



2-11 BEFRRIHEE AR ER
2.3.2 Adagradi%

REBE TR INEEENH AR = ¢ — oV f(z), FEEEEFTNESTXRMBENFREQV f(z), BEBAR
B/VNSEERIBAE/N—R SR EEERINEL.

HR—(ESLBRY, SELSEOREMIANTEEEERA, MAASBORE S (01, o) ERE(11, 7,) HRER
2L DL msrE BT AR RA,

HEMRAR—ESERERAEN, H—ESESENSSREE—ESRRARMAAREN, AHammEmnes
., EEATAEREAEEN:

ml—xl—aam

of

$2—CE2—058$2

Adagrad%ﬁé&ﬂ?ﬂ ER BiERda)iEE(grad)’, CRHESEREDERZBESENERRINGE, EMILIER
RS ERBEANIEHIRE. HR2AESE (11, 22), MESBHEHSESENELRINE (G, G2), BI2{E
g \E'EI’JETE’ N= WK

1 Of
331:331—OZG1

Bz,
1 of
LTo = Iy —aG—Za—m

FBEERRG:; = Vof (ze)Fmbihierhs Be MREB L, 4t =1 B v =t MFTEHANRS BRETTLIS BT
ROSAFD:

YA W 2
Gt7i — Zt/:]_ gt/ﬂ:

g1 UG, EEF LB

/7Zt, 5 Gt

RTMILREUR0, AIEEES & EEIN—ER/\AIERe, fEMAdaGradiIZEEHRAR:

Tti15 = Ttg — A

1
=Gt
\/ 22'11 gf,,i—ke

HEANZSEERA:

Ti+1 — Tty — O

Ti41,i = Tti — OGeg


af://n121

ALAEL, AdaGradikiBkR T D EREA/NIFIERE. AdaGradiZHEH AN RBRER:

1
—— 0O g:
v/ Zile 9?I+E

I RAERONE B FISEBNGT , SRS, AdaGradIZEEHAIpythonfRiBAIT:

Tl =Tt — @

gl += df(x)**2
x = x-alpha* df(x)/(sqrt(gl1)+epsilon)

AdaGradiZVEEBHEER T AESEENNERNTE, ML EERRER—AREEMAFTEEENB
EhRERESER, —REBRRER001, AdaGraditiiTEMESMESEIBR, BN, 9> Sk
R, BRHPEIRHEEH. ESENEEEERE, EEEF. 3, EBESEREES SIS KIENMES
BEIER, SERnES RRRERERIIIE.

HiRAdagrad 2EEHTARIBEE TIEEABUT

def gradient_descent_Adagrad(df,x,alpha=0.01,iterations = 100,epsilon = le-8):
history=[x]
#v= np.zeros_like(x)
gl = np.ones_1like(x)
for i in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print("EEE AN )
break
grad = df(x)
gl += grad**2
x = x-alpha* grad/(np.sqrt(gl)+epsilon)
history.append(x)
return history

H OARRE, PUTHRETREEL:

path = gradient_descent_Adagrad(df,x0,0.1,300000,1e-8)
print(path[-1])
path = np.asarray(path)

[-0.69240717 1.76233766]

LIRS, ARSERERIYEX, HEEEFEMNRNES PR T RERIITE, MERET BINVEEBRRER.

plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax)



2-12 AdagradiZ I B MY EERE/IME
2.3.3 Adadeltajx

EREEANSEENE, BATRr2BNENHE:

Az; = -n-g;
T =T+ Az,

AdaGradiZEFHAER :

n
Az, = — ® g¢
\/Gt—|—€

BENG, = Y g} R MBS, MESERIER, BEEG MIHA, BRAT M), MRS,
BRIERBIHNEY), = S TARTATIREG,. BREQ] ABETAS 5, B E—RIFY
R IERIEE M —ET:

E[g’]; = YE[g*]i1 + (1 — 7)g?
Adadeltai£EIE—, HEFHRELRAEFBEI IO EMEFEERRENEWEINEE.
E[Az?; = vyE[Az?);_1 + (1 — v)Az?

RENEHRER:
E[Az%; 1+ €
Aa:t = — 5 gt
E[g ]t +€

SBIARMS[Az]; 1, RMS[gl,FRE[Az?]; 1 + eHIE[g%], + €, BIEFHERTRTA:

A RMS|Az],_,
T = | ————
t RMS[g,

HMmBEEH LA
Ty = T + oAz,

AdadeltaiEZfpythonfXESaN T :


af://n148

Eg = rho*Eg+(1-rho)*(grad**2) ## 50 B 0] SRR 5 A
delta = np.sqrt((Edelta+epsilon)/(Eg+epsilon))*grad # THHEENNE
x = x- alpha* delta

Edelta = rho*Edelta+(1-rho)*(delta**2) F# T ) B 1 BN EE T

AdadeltaiZHIZERRS HOBHRER0.9, Az, E[Az?];, E[g®| AEHEEC, EitAdadelta2BEIANBET
P EACEBAN T :

def gradient_descent_Adadelta(df,x,alpha = 0.1,rho=0.9,1iterations = 100,epsilon = 1le-8):
history=[x]
Eg = np.ones_like(x)
Edelta = np.ones_like(x)
for i in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print("HEEEZHE/AN )
break
grad = df(x)
Eg = rho*Eg+(1-rho)*(grad**2)
delta = np.sqrt((Edelta+epsilon)/(Eg+epsilon))*grad
x = X- alpha*delta
Edelta = rho*Edelta+(1-rho)*(delta**2)
history.append(x)
return history

path = gradient_descent_Adadelta(df,x0,1.0,0.9,300000,1e-8)
print(path[-1])
path = np.asarray(path)

[2.9386002 0.45044889]
AJLIEEIAdadeltaiZ SR BRI AR B R

plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax)
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2.3.4 RMSpropix

MIBNEIZERIL, RMSpropfRR TIIANEFHENESE

v = Bue1+ (1= BV S(x)”
r=2z—a——Vf(z)

'Ut+€

HEEZSHEENSESESRURE (BENEHE)  IBCREURE, {MEEERUEESRAEHMZEX,
BTHERENSESBNRE, RMSpropiBIlEiRix S ERENEE TIRENTSE, Bf(x)’

RMSpropiZE#r&EA 288IpythonfUHSaI T :

v= np.ones_Tlike(x)

#...

grad = df(x)

v = beta*v+(1l-beta)* grad**2

x = x-alpha*(1/(np.sqrt(v)+epsilon))*grad

ERRRMSprop 2 EE AR E AT :

def gradient_descent_RMSprop(df,x,alpha=0.01,beta = 0.9, iterations = 100,epsilon = 1le-8):
history=[x]
v= np.ones_Tlike(x)
for i in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print("EREE RN ")

break
grad = df(x)
v = beta*v+(1l-beta)*grad**2
x = x-alpha*grad/(np.sqrt(v)+epsilon)

history.append(x)
return history


af://n171

DA, PUTHRE TEEE:

path = gradient_descent_RMSprop(df,x0,0.000005,0.99999999999,300000,1e-8)
print(path[-1])
path = np.asarray(path)

[2.70162562 0.41500366]

RESHAERERNT, JLUBREORE:

path = gradient_descent_RMSprop(df,x0,0.000005,0.99999999999,900000,1e-8)
print(path[-1])
path = np.asarray(path)

[2.9082809 0.47616156]

ALIEE, BRI T RER, ME2-14FTR:

plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax)

2-14 RMSprop;AthEARRRIEL
2.3.5 Adami%x

BRTHIRMSprop7sii—tk, FiE—EEEERMIBEHENFSNREETY, Eflmomentumigiz—iREFRH T HERN
FEEY, ESEDEAILUEFR—EEERIREAEK, BAdamAEMTAG—EFEERANEK, ELEESHFE
AtE/IME. Fme, v R RIS RS R TR ENTY:

my = fimy—1 + (1 — B1)g:
vy = Bovyq1 + (1 - /32).9?

EfEERBEN—IEFI_IEEE, RAEMRER0, AdamiWEEERRE: BERRERR/NGE, 81, BR800
K, BfRERE, SRIEmERE. RTHESEME, FERT TEANMEAT:


af://n188

N my

my = 1_—ﬂi
By = —t

t — 1— ,Bg
FEIERE FERx:
Op1 =06 —

S E—
\/’f)—t+e

#https://towardsdatascience.com/adam-latest-trends-in-deep-learning-optimization-6be9a291375c
def gradient_descent_Adam(df,x,alpha=0.01,beta_1 = 0.9,beta_2 = 0.999, iterations =
100,epsilon = l1le-8):
history=[x]
m = np.zeros_like(x)
v = np.zeros_like(x)
for t in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print ("BEEE AN )
break
grad = df(x)
m = beta_1*m+(1-beta_1)*grad
v = beta_2*v+(1l-beta_2)*grad**2

#m_1 = m/(1-beta_1l)
#v_1 = v/(1-beta_2)
t = t+l
if True:
m_1l = m/(1l-np.power(beta_1, t+1))
v_1l = v/(1-np.power(beta_2, t+1))
else:
m_1l=m/ (1 - np.power(beta_1l, t)) + (1 - beta_1l) * grad / (1 - np.power(beta_1,
)
v_l=v / (1 - np.power(beta_2, t))

x = x-alpha*m_1/(np.sqrt(v_1)+epsilon)
#print(x)
history.append(x)

return history

¥ FARIRE, PITHAE FREELgradient_descent_Adam:

path = gradient_descent_Adam(df,x0,0.001,0.9,0.8,100000,1e-8)

#path = gradient_descent_Adam(df,x0,0.000005,0.9,0.9999,300000,1e-8)
print(path[-1])

path = np.asarray(path)

#plt.plot(path)

[2.99999653 0.50000329]

plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax)
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2.4 BEERE
2.4.1 LbEBEEEHEMDERE

RERETEELER, EAZENEREAERERE, ENEXERR, R, RRRaER, BEZGEER
ERtEERIERE. Alt, TTLURBEHNES, NEHERHENR, B TAHEHREE— S ERES (55
E) :

0f(z)

) _ Jiy, o datdtle=0)

2¢

RAANAENMRIULNFRf (2) ErRRR0EE () , MR/, SESENES (BE) BRFoEND
B8 (HBE) BERMZRIA.

FEtt, EERE TREEISERRT, ATLSCIEEREERT BRIBEMOIEE, LERE ORISR R DI,

BINEHBTEN —TRE f (v, y) = tpo° + 9y°, BETREITZRSE—ERT = (v, 21) DERBENDTIEER
BiE TEAETER.

f = lambda x: (1/16)*x[0]**2+9*x[1]**2
df = Tambda x: np.array( ((1/8)*x[0],18*x[1]))

TEZEr = (zo, 21 ) NEMEBET LN FEE:

df_approx = lambda x,eps: ((f([x[0]+eps,x[1]]1)-f([x[0]-eps,x[1]11) )/(2*eps),(
f([x[0],x[1]+epsI)-f([x[0],x[1]-eps]) )/(2*eps))

THRBRERE R = [2., 3.| RO ITHISERERNRE:


af://n201
af://n202

x = [2.,3.]

eps = le-8

grad = df(x)

grad_approx = df_approx(x,eps)
print(grad)

print(grad_approx)
print(abs(grad-grad_approx))

[ 0.25 54. ]
(0.2500001983207767, 54.00000020472362)
[1.98320777e-07 2.04723619e-07]

JRABAEHERENHIMNERepsESY), BESEREMESHBOOTHEE, MELREHNESR: BEREY
DIBSIEIADITIRE. RERMERELERATRK, RBPOTEESREESEERENEUEEME, R
RoNEEsREENEERE.

ERBE N EKRBRERNAEEZARERENDERRESTEEN RS ENERGIER. EERE, B
RERE NEENSEEZSENEE RGN EZHE.

2.4.2 ERANEEREE

HESEAERENRESETNERRRBEIFEZHNZ2Y, JUS—(EERNEEREAERE:

def numerical_gradient(f,params,eps = le-6):
numerical_grads = []
for x in params:
# XATReR— N2, WNHEA LR, FEHEUE RS
grad = np.zeros(x.shape)
it = np.nditer(x, flags=['multi_index'], op_flags=['readwrite']) #
while not it.finished:
idx = it.multi_index
old_value = x[idx]
x[idx] = old_value + eps # x[idx]+eps

fx = fO

x[idx] = old_value - eps # x[idx]-eps

fx_ = fO

grad[idx] = (fx - fx_) / (2*eps)

x[idx] = old_value #HER: — BB ZBUESHIKE 2R (E .
it.iternext() # TEARV X T —AICE

numerical_grads.append(grad)
return numerical_grads

ZRAEIEZN S HERTETEHEAAMERE, MparamsBIRTZRERIZE, RRAEESESE, params&R
EZESLUEAA—ESES (Wpythonflist, tupleFHEEIIS) . RTEE—RM, Ri&paramsiIBETENZES
BEETEN—ES R,

NEERPEXEE MRddEmTERL [idr], SBIINERNIEE2[idz] + epstlz[idz] — epstHEtEHEREAIR
BES), AEREENEDBIEANFEEEr [idr HENRESNRERgrad(idz]. T2 BRE[idx]IEX1E,
BEREREHRNE, FREFERMREHVHEICRIEEREUESE T paramsi{E.

AL BEEERNEEREEREEEAENREEERE


af://n216

x = np.array([2.,3.])

param = np.array(x) #numerical_gradientIZ$parambIUE numpy £ 2
numerical_grads = numerical_gradient(lambda:f(param), [param],le-6)
print(numerical_grads[0])

[ 0.25 54.00000001]
iER, numerical_gradientfE—EZ2Efw/EER—EAREESMARREERNGER, Lm0 1ambda: f(param)
Bk f(param) 2iERHY.
H—(EEE—L2EWparamIRESf, BEEY B LENlambdaZFiEX s FEAISEREfun, RE—EEZ2Eparam
EHITETERIREESR,

def fun(Q:
return f(param)

numerical_grads = numerical_gradient(fun, [param],le-6)
print(numerical_grads[0])

[ 0.25 54.00000001]

HEEENESF, KEEREEERNEERESERSnumerical_gradient(FHEIEERENIEERE. ZRERE
bR B RTEARERIRAIBIrutil.pyR,

2.5 HEEHE TIEEARSEBREE

2.5.1 2HBit=R

MESEE (28) NENFREEISERE TESET, FREIRIRE TR TS EER A, B
O PRI e — 00, B TSRS IS, TTLUG 2 BB TR AR B

ALERE—ARTSHENRIBAIE:

class Optimizator:
def __init__(self,params):
self.params = params

def step(self,grads):
pass
def parameters(self):
return self.params

paramsEEf (28) MFIR, stepMIMRBREadsEMEL 2 Yparams, WMAILIEZBEER DRETHIRAE
AR N2 BB RIS BUBLBS4ESGD:


af://n229
af://n230

class sGD(Optimizator):
def _init__(self,params,learning_rate):
super().__init__(params)
self.1r = Tearning_rate

def step(self,grads):
for i in range(len(self.params)):
self.params[i] -= self.lr*grads[i]
return self.params

Bk, TLUEHREMMHN2EEEE, WEEZASGD_Momentum:

class SGD_Momentum(Optimizator):
def __init__(self,params,learning_rate,gamma):
super().__init__(params)
self.1r = Tearning_rate
self.gamma= gamma
self.v = []
for param in params:
self.v.append(np.zeros_1like(param) )

def step(self,grads):
for i in range(len(self.params)):
self.v[i] = self.gamma*self.v[i]+self.lr* grads[i]
self.params[i] -= self.v[i]
return self.params

2.5.2 FRSHIBAERIBE TEE

BE T EEERERTHSHUE TS HEN SR LR BRI B RIS S EUE T BT

def gradient_descent_(df,optimizator,iterations,epsilon = le-8):
X, = optimizator.parameters()
X = x.copy(Q)
history=[x]
for i in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print("HHEE SN )

break
grad = df(x)
x, = optimizator.step([grad])
x = x.copy()

history.append(x)
return history

E— ARG RE T,
flz,y) = =22+ 9y°
EE—EfamE, WE2-16, EE/IMEERIE, BI0,0)2EERENR/IVEEE, &/IVER0,


af://n238

1B

0.0
-0.2

1 04

x 2
2-16 BEf(z,y) = 1—16.1'2 + 9y’ HHE

HRE, BRLASGDSEEES:

df = Tambda x: np.array( ((1/8)*x[0],18*x[1]))
x0=np.array([-2.4, 0.2])

optimizator = SGD([x0],0.1)

path = gradient_descent_(df,optimizator,100)
print(path[-1])

path = np.asarray(path)

path = path.transpose()

[-8.26638332e-06 2.46046384e-98]

ETRER, BFASGD_Momentum{B{¥SE:

x0=np.array([-2.4, 0.2])

optimizator = SGD_Momentum([x0],0.1,0.8)

path = gradient_descent_(df,optimizator,1000)
print(path[-1])

path = np.asarray(path)

path = path.transpose()

ERE I IEL T R ERE.

BRI /N
[-1.49829905e-08 -4.74284398e-10]
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