$ 2 &5 QfiFE T

TA—T I—=V50FDNBRRY . YV TL T—2EEFEHLTERETLE N —ZV T35, TEE
oYY T TR EaRBELEHBPT 2 -OORELBHEROTSH L TT. RROBEETILEHE(L
(&, BFMNHEEWREE. & YIEHEICE, FEIBKEHOREXE BE) R0 2MECIFELEY. REFET

(&, AEETEEZFERALT. CORKEBEREETEETIL NTA-—2RLET,

CNETE, BHOMEBEOVNESZENSIBH T, GEFRT7Z7ILI) XLOERBNER. 7LJYXLRE, LU0
— RERFANL . FEETEOBEI (NNTA—E ) EEHMT OO SESETRRBUEHEEANLET.

2.1 EIENBIE O W EF=

By = f(z) . BEOSz) CRMEEZIELEY. Chid, BEDEN enHD L eEKL. BIF
(xg — epsilon,xy + epsilon) & x & f(zo) < f(z) EBELET. o (XD Jhvsm EFEN, f(xo) (£E8
O BIR EHERET,

By = f(z) 2. FEDHRz) TRAEZHELET. Chid. FENENHecnHD LeBH®RL. MR
(zg — epsilon, g + epsilon) & x (& f(z) < f(xo) ZMELET. zo (FEHO 8RR LIFEN. f(xo) (I
O BRKE &L FERETS,

RMELRKEEZF L O THEE WY, RMERERKEREE L O TBEREFA,

BBE f(x) D RAAVRDTRTO XM f(zg) < f(z) E2R/ETIEE. o (EEBHO BIE EFEN, f(xo) (&, B
o BIME LT ENET,

BB f(z) D RAYAOTRTO XA f(z) < fz0) EHBETHA. zo (XBHO BAE LFEN. f(zo) (&, &
HO BKAIE & FENET,

b5, RIMEFT/O—NLL U ORIMETH Y. RAEFXTA—NILL YD DHEXETHD. RIMBLEHRKXE
% £ & H T Most Value LT, B/NRERARE T L HT Most Value Points & IFUET,

RIEMBIE IS B L RM: o /B f(2) OBESRTH Y. BN z) TEHATEETH IIBE. f(x)) = 0 (FHBETO
MOMEX O THRTAERY FEA,

BIZIE, BIOBE f(z) =22 2z =0 CRAME(LEAAB/METHHYET) £BUEL. BHTEZ =, =0
TlEZNERAHEE f(0) =2 x0=0(&0 ThHThIERY FEA.

COMEEBBICHATEET. 2o KB f(z) OBETH DIBE, f(x) < %z 37 XH(x_0-
\epsilon,x_0+\epsilon)B/77EL & §. f(z). LA >T f(z) — f(zo) > 0. —F:

' o Ay s fzot+Az)—f(zo) 7. f(z)—f(z0)
Floo) = Do ae = % s T, e

x BNEGH D xg DIEEIZH PI5E. Az FFAFREOHEEDHTHY . DFEIEICIETHY . xhbAMD g
DIEMA®H BIBE. FORFEE > 0, fromx EAD zo DIERAICH Y. FORFEE <0 DEET T, ZORFEH
FET D=0, TOEX0OLADY FHA.

BRI (S LD &, o TOERBHMNIEDIHTH H155. B () A O[REFOICEHFEML TS, DFY

T < T2 THIEWSHABROMNYFET, OIFE. f(z1) < f(z2). 2FY. xdMEINT B & f(z) AEINL F
T, TEE Az AEHOBE. Ay IEHTY. Ex@ y= f(z) = 2? OEREHE f/(z) = 22 TT. xH0
FUKREWZE., BEFBIIETY. LA > T, ARSI TO OIS, BT INTANKTHS=H. BE
HREEMTRHROLES. 2F Y. o1 < zo DIBA. KDYIS f(z1) > f(z2) .

f&ZIE. BB f () = 23-322-92 + 2. OERS f' (z) =0

f'(z) =0, = (a:3—3w2—9a: + 2) =0, =322629=0, =>222c-3=0, =>x,=-1, z9=3
r1=-1, 22 =3 LLSEEHA 0D 2 DDEANELNET. COEKEFOMOEH f/(z) DERLBTHER 2-
112RLEFT,


af://n0
af://n4

x4 - +

>

1 3 X
®2-1 f/(z) > 0, EREEBEM. f/(z) < 0. AIELEERL

XM (—oo, —1] TlE, f'(z) FECHEDT, B x) EEMEML. X (—1,3) TR, f'(z) FEOHTHD
2. BBEL fix) (XXM [3, 00) THERHAL. f'(z) ZIEDQHTH B8, BHEAx) (XEFFENTT.

RDA—RiE COBEHEEOEBHOMREHE. BERGEULBEDRRE & YERRIICHERETEEY,

import numpy as np
import matplotlib.pyplot as plt
%matplotTib inline

X = np.arange(-3, 4, 0.01)
f_x = np.power(x,3)-3*x**2-9%x+2
df_x = 3*x**2-6%x-9

plt.plot(x,f_x)
plt.plot(x,df_x)
plt.xlabel('x axis Tabel')
plt.ylabel('y axis Tabel")
plt.Tegend(['f(x)", "df()"1)
plt.axvline(x=0, color="k")
plt.axhline(y=0, color="k")

plt.show()
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x axis label

2-2 f(z) = 2°-32%-9z + 2 & = DERF f'(z) DRIEENLE

R, BHOBEICES T 2VERHOHERLTHY . THEHERLTOAN I EITERL TLEEL,
2FY, B z) TOERBE f(zo) =0 &, o HBETHRTIERY ELA, EEZE z=07TO f(z) =23
DERE f/(0) £ 0 TEA. COLGBHOBETESH Y TtA. EB. COBEE. 23 (RT LSS, BEFEIC
#hNd 2R T



X = np.arange(-3, 3, 0.01)
f_x = np.power(x,3)

plt.plot(x,f_x)

plt.xlabel('x axis Tabel")
plt.ylabel('y axis Tlabel')
plt.axvline(x=0, color="k")
plt.axhline(y=0, color="k")

plt.show()
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% axis label

2-3 f(z) = x° ORIENER

LA, BEEOBECLECRSSTRBRICIERTE Y, OF Y. BESREON " = (¢, 25+, 2})
PHBEZEISEL . CORTOHAEMNFES S (0F Y. INTOREBHNEFET ) HBE. CORTOIEFX0 TH
5 (0FY., BREEBHOMEEO0TY). o715

ot ) g j=1,2,

Ox; |z

2.2 Q)figfE Ti% (gradient descent)

1 ZHEAE () DIFE. BEDM X DILL T Az DINEREUNH BIBE. f(X) DEX f(x + Az) — f(z) DD
= :

f(a+ Az) — f(z) ~ f'(z)Aa

2F Y, z MIEL T, Az & f'(z) "EILFEDERSE. f(2)Az (& f(z + Az) — f(z) EO¥TT. Az & f'(x)
OFENFELRDL f(2)Az 2FY f(x + Az) — f(z) FEOKTT., Az = —af'(z) (@ ZNEWEDOE) DI
B. flz+ Az) — f(z) = —af'(z)? FEOHTT. 2FY. f(zr+ Az) OfER f(z) LYBMSHRYET,
2FY. x& fl(z) oRWEE —f'(z) SiB-T Az BE L. TOBKIE f(z + Az) @D f(z) BAsWT
7.

24(1TRT &£S(2, o= 1.5 (23208 f(z) = 2% + 0.2 OBFKIE f(z) (£ 245 THY. HH1E f/'(z)& 3.0
T, MORWKEITRENRTNS LSS, f(z) DRAC Y ED zdh, DFY c HIOEDHAZEIETIENHTT.

..’n


af://n29

0 - - +

_]. T T T T T
-4 -2 0 2 4

2-4 f'(1.5) = 2.45 > 0, Az & f'(z) A"EILHSTEUEE. BHEREML. ThLUI0BE, BEIBER
PLET

a=0.15 Az = —af'(z) = —-0449 £ L. 20 Az [SH> T (MOBFNKEIOHHEIC) x &

r - BEL £9. new=xz+ Az =105 L33, BohizfLiz = 1.05 To f(1.05) BEEEK 1.3025 T,
CAEROMEEOBTORO Yy BHEETT. Az & f/(z) AREARE (—ANETHAMNE) THdd, 0
f(1.05) (ZTTD f(1.5) &Y H/hEL RIFNEGRY FEA,

COTOERERYVIRLEGH T EEL, 2F Y., #D f/(z) oA (—f'(2)) S55> T x ENSHRES
—af'(x) EHBEILET. FLO Tpew = — af () TETDE. SOFL Ty OBEBEUE f/(Thew) [FBID
BEELY NS BFRERYFERBAS (2). x BRSO X BISIED < &, B f(x) £ 0 ISEL A Y ET (9%
TBE =* OBRBE f(2*) = 0 OFz8). xEENOEME Az FFETET 0CESLTOET,

A DEETENEZSTY, 2F Y. RO x M BEHAL T, x OERRON CHEGHIICEFHR SN ET,
z=1z—af(z)

BED z (WL T, BORD (@) AE (0FY. —f'(2)) ISB>T e #BET L. f(z) NS B YET 2T
gEM S Y ET. BENCE, f/(z) =0 0F/ f(z) Dz (CEFELET, RIS, z #Q@VIRLEFT DL,  OE
FEFESNACAYET, 25 TRT LS, 2z FECERERYVIRLTW S8, BITBEICESOTOET,

5

4

-1

-3 _Iz -1 0 1 2 3
25 x 1% —f'(2) (5> TREIL. EMERED LG £ T
L5234, COBMEOA—X (DFY. —af () AAETESCLEHY EA, HELRD, BEKOERIC LA

(X, FEE0EMHE z DIEK TLABRETZ RN LTY, BEAIR—IANKEZTTEIHES. © ORBENRAFY TS
. T OENEICEHEICHRENT SR8eMMNH Y E T, K 2-6 (TRT LI,



-1

=3 —I_'E -1 o 1 2 3
2-6 x DEMHWOKRES —af(z) NKETED-0H. BEEIIREIL TS

HEETEE, SRLEOREREROTICLTY RIEZEITSHIC. ROTTEEFEAL T, REFICTDISE
WhNESHERRTEEY:

o BRI () f'(z) DETIBEDITNE N,
o RIEEHNFRRE S N BRARBEEICEL F L1,

UTEAERETENT— RT, /85 4—4 df £FAL T f(v) DERHE f/(z) £5tEL TS, o (EZTEOIER
B, 7L77TY., FFEEHE iterations (XREEEEZFRL. epsilon (& df=f'(z) OEA 0 [SIELMNE SHEF
vy LEY,

def gradient_descent(df,x,alpha=0.01, iterations = 100,epsilon = le-8):
history=[x]
for i in range(iterations):
if abs(df(x))<epsilon:
print("AltE eI Tdl ")
break
x = x-alpha* df(x)
history.append(x)
return history

COAEETERE. RETOEARICTEHRENEZTRTO ¢ % Python YR N ATV x5 NOBEIZFEL, D
7oy bEIRLET,

RO f (z) = 233229z + 2 DIFE. TOEEE [ (z) = 32629 F v . x=11ZIL L BEI(x)$ OB
ENMERIESE. OB gradient_descent() EFFOHI CEMNTEET,

df = Tambda x: 3*x**2-6%*x-9
path = gradient_descent(df,1.,0.01,200)
print(path[-1])

AR T3NS BT
2.999999999256501

f(z) DIBIE x=2.999999999256501 ZBUSL 9. RETAELAT X [T MR EORERH CeNTESE
-g—o



f = lambda x: np.power(x,3)-3*x*%2-9%x+2
X = np.arange(-3, 4, 0.01)

y= ()

plt.plot(x,y)

path_x = np.asarray(path) #.reshape(-1,1)

path_y=f(path_x)

plt.quiver(path_x[:-1], path_y[:-1], path_x[1l:]-path_x[:-1], path_y[1l:]-path_y[:-1],
scale_units="xy', angles="'xy', scale=1, color='k")

plt.scatter(path[-1],f(path[-1]))

plt.show()

-3 2 A 0 1 2 3 3
B 2-7 x (R4 [CER/INRICYERL £

Z O T, matplotlib @ quiver BBEIFERENZ({FER L THEEAY MLARETE. OB ER0EHY TT,
quiver([X, Y], U, v, [c], **kw)

ST X YIX1D F& 2D EHIT, KEIDMEZERL. U, VIZEL 1D F£7=(& 2D Ee7I T, REDDEE (R7 b

W ERLES, FOMD/NRTA—2IZDU0TIE, A RF 2 AV FESBLTLEEL,

STHEHOIES. JRETNEOFIREEL TTA., EBHORLY AN ERENET,

flz+ Az) — f(z) ~ Vf(z)Az
LUITRIED 4 FRF 4 TOE—LOMEETT,

f(z,y) = (1.5 —z + zy)? + (2.25 — z + zy?)% + (2.625 — z + zy3)?
OO 0—/NILEIMER (3,0.5) TY., BBEUEE. XD python O— RTEFHETEET,

f = Tambda x, y: (1.5 - x + X*y)**2 + (2.25 - X + XFy¥*¥2)*¥2 4 (2.625 - X + x¥y**3)*¥*

COHY—7 c AEHMET DI2E, T3 xEhE yEHICHS OB -EEEEREL T,

-4.5, 4.5, .2
ymin, ymax, ystep = -4.5, 4.5, .2

xmin, xmax, xstep

x_Tlist = np.arange(xmin, xmax + xstep, xstep)
y_list = np.arange(ymin, ymax + ystep, ystep)

WRIZ. np.meshgrid() BB# &AL T, E520 x_list & y_list ITfE> TARmD T Uy R RA 2 b (x,y) #BHYEL. Th
BDT Yy REFERA > MG T 2EEEEZTELET.



X, Y = np.meshgrid(x_list, y_Tlist)
z = f(x, y)

B®i&IZ. plot_surface() BEEZFVHL T, COY—T z R EHEETEZET,

ax.plot_surface(x, y, z, norm=LogNorm(), rstride=1, cstride=1,
edgecolor="none', alpha=.8, cmap=plt.cm.jet)

=eAEa1—RIRDEBYTY,

import numpy as np

import matplotlib.pyplot as plt

from mpl_toolkits.mplot3d import Axes3D
from matplotlib.colors import LogNorm
import random

%matplotlib inline

f = lambda x, y: (1.5 - X + X*y)**2 + (2.25 - X + X¥y**2)**2 4+ (2.625 - X + X¥y**3)%**

minima = np.array([3., .5])
minima_ = minima.reshape(-1, 1)

xmin, xmax, xstep = -4.5, 4.5, .2

ymin, ymax, ystep = -4.5, 4.5, .2

x_list = np.arange(xmin, xmax + xstep, xstep)
y_list = np.arange(ymin, ymax + ystep, ystep)
X, Yy = np.meshgrid(x_list, y_Tlist)

z = f(x, y)

fig = plt.figure(figsize=(8, 5))
ax = plt.axes(projection="'3d', elev=50, azim=-50)

ax.plot_surface(x, y, z, norm=LogNorm(), rstride=1, cstride=1,
edgecolor="none', alpha=.8, cmap=plt.cm.jet)

ax.plot(*minima_, f(*minima_), 'r*', markersize=10)
ax.set_xlabel('$x$")
ax.set_ylabel('$y$")

ax.set_zlabel('$z$")

ax.set_x1im((xmin, xmax))
ax.set_ylim((ymin, ymax))

plt.show()



2-8 fhh T fixy) H
z,y (CET 3 f(z,y) OREBELROLEBY TT,

—aféz’y) =2(15—z+xy)(y—1)+2(2.25 —z + 2¢?)(y* — 1) +2(2.625 — =z + zp®)(v® — 1)

%”;’y) =2(1.5 — z + zy)z + 2(2.25 — = + zy?)(2yz) + 2(2.625 — = + zy°®)(3y>x)
hong )y R RS> b TOAEMAEE. matplotlib @ quiver BI#i &AL T 2D FFEEE (T Oy hTEE

ERP

df_x = lambda x, y: 2*(1.5 - X + x*y)*(y-1) + 2%(2.25 - X + x*y**2)*(y**2-1) + 2%(2.625 - x
+ XFyF*3)*(y**3-1)

df_y = lambda x, y: 2*(1.5 - X + X*y)*x + 2%(2.25 - X + X¥y**2)*(2*x*y) + 2%(2.625 - x +
X:‘:y**a) * (3*X*y**2)

dz_dx = df_x(x, y)

dz_dy = df_y(x, y)

fig, ax = plt.subplots(figsize=(10, 6))

ax.contour(x, y, z, levels=np.logspace(0, 5, 35), norm=LogNorm(), cmap=plt.cm.jet)
ax.quiver(x, y, x - dz_dx, y - dz_dy, alpha=.5)

[N |

ax.plot(*minima_, 'r*', markersize=18)

ax.set_xlabel('$x$")
ax.set_ylabel('$y$")

ax.set_x1im((xmin, xmax))
ax.set_ylim((ymin, ymax))

plt.show()



T I e S s Tt gy gt g |
I g O 1um-m {ﬂhﬂﬁ A/ ﬂb"ﬂw ot 17 mﬂ'Wi:

4 N"““lﬁ""‘.}“{"‘m* “"“R““ S \ "ffrr "’#ﬂw i,
I'I'I"u TR o -

-, ? ik’

-3 —— )
- ﬁ.-":'".'w - e S iy
b i, 7 -,-_;ph H By ¢| L W e s ﬁw |.‘|'|-'|""
-"-'l'!-f ‘-’Hm Y b gy 0 Fpg T e i ul"’“ e i gt
« s A
W
R L o SRR R

2-9. BB f(xy) DFHEEDIEFRICHE T 2 R A A VEEEESR E QiR

VIRI OBl AN D — REEEERT 72012, LIBIOAERFE AN I — RO x & numpy NI MLTRT A
TE,

if abs(df(x))<epsilon:
=
if np.max(np.abs(df(x)))<epsilon:

BAIC. DEtEShiz x BEIRE y EER DB E 1 DDESIICEEL T,

print(x.shape)
print(y.shape)

Xx_ = np.vstack((x.reshape(l, -1) ,y.reshape(l, -1) ))
print(x_.shape)

(46, 46)
(46, 46)
(2,2116)

CORY ML ENF=EEZER x [CXF L TABRBE df £ EHRCTEF T RO — R, QEET7ILIT ) XLOEIES
NFERT ML= 3 0 ORELREL I

df = Tambda x: np.array( [2*(1.5 - x[0] + x[0]*x[1])*(x[1]-1) + 2*(2.25 - x[0] +
x[01#x[1]%%2)* (x[1]**2-1)
+ 2%(2.625 - x[0] + x[0]*x[1]**3)*(x[1]**3-1),
2*(1.5 - x[0] + x[0]*x[1]1)*x[0] + 2*(2.25 - x[0] + x[0]*x[1]**2)*
(2*x[0]*x[1])
+ 2%(2.625 - x[0] + x[0]*x[1]**3)*(3*x[0]*x[1]**2)])

def gradient_descent(df,x,alpha=0.01, iterations = 100,epsilon = le-8):
history=[x]



for i in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print("AfRE e hSsHuTEr ")
break
x = x-alpha* df(x)
history.append(x)
return history

RDOO— K&, x0=3.,4) M BEAL T, COY—T7 t ADBEERELET.

x0=np.array([3., 4.1)
print("4a", x0, AR, df (x0))

path = gradient_descent(df,x0,0.000005,300000)
print("fkdi: ", path[-1])

fh [3. 4.] Afic [25625.25 57519. ]
fiksi:  [2.70735828 0.41689171]

X DEPAERENIEEICKE L R VIBDH =0, FER o [FT/NE0VEYE (0.000005 742 &) B2 MEAH Y ET, £
SLENE, Yav s FEEERENARE L. &AM [2.70735828 0.41689171 1, LA L. FhIZREROATIE
HYFBARETOEAFTOXOEUEHEL LT, CORRELYVERNICEZZENTEET.

def plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax):
fig, ax = plt.subplots(figsize=(10, 6))
ax.contour(x, y, z, levels=np.logspace(0, 5, 35), norm=LogNorm(), cmap=plt.cm.jet)
#ax.scatter(path[0],path[1]);
ax.quiver(path[:-1,0], path[:-1,1], path[1l:,0]-path[:-1,0], path[1l:,1]-path[:-1,1],
scale_units="xy', angles="'xy', scale=1, color="k")

ax.plot(*minima_, 'r*', markersize=18)
ax.set_xlabel('$x$")
ax.set_ylabel('$y$")
ax.set_xTim((xmin, xmax))
ax.set_ylim((ymin, ymax))

path = np.asarray(path)
plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax)



2-10 RIESMEH, BB EALANSKBY WRIFEAEABSBYET

BYRLOBET., ABBERXEALEANSCRY AILEBERTH z OFFHFIFFSTELC A Y. 100,000 E4£YIRL
THEERBIDEDI S ENTEE A, BRET7O0—F &, BOFEREFETILETT., 2FY . GFHNE
K33 LFERRELTFET, BHLL T, B ETYEET7ILITIVILEZELT, FELZY Va—>arveELYiE
TN DOREICHET 5 EMNTEET,

2.3 QFCPETED /8T A — 2 RIEICERRE

BEANGAEE T 7 LI ) ALOFBERIEEEBTHY . RETACRARICGEORETSFIECRULFT. FBE
DREFTED L, BRTITENFECIREIL £ FBFRNNSTED L, ERNIEECEC &50. FiHdT 5T
LEAHYET. YHOFBFREFEETI N, PERARBERECIED IO T, Z0FEESL 0 (TE<ARY. CThb
EHESIERILETHROLANS, RETOERAPITHRLICPIERT B £ 5 ICFEREFEITILENHY F
¥, DF Y, UBFEREFAL T, RIETOEADPICERT ITHx cE\HLET.

BERICIYRC, JYBRUEIKIENTEDLS(CTBHIC. FEETENS K DHENMERSATHET
CNEOMETIE, BT 2FERELSHIEEFEAL T BEH(XTA—2 L BENFS) 2FHLETE
(XN A—4 —) OFEFFEIEE = (EF5EC L. Momentum, Nesterov JIRZES. Adagrad. Adadelta,
RMSprop, Adam. AdaMax, Nadam, AMSGrad R &EMNHY £

RS S HEI T H 2oTeMEN H 5=, T DX = (FEHOETER SNSRI Ml x THHAREMENH S =
EISERL TLESN, —RIICFERSh 2RENHIEO—DHELITNICHBL IS,

2.3.1 EF=EESEx

AEETEAR. FEE o LABROEOHEHA, 2FY —aVf(z) #FALT. BEz 2FHLET. 2FY. XU b
L ETHL £3. —aVf(z)ofx) &, BEFESN TP PEICTLICKF L. Momentum Momentum *
v RE, BREOCDEET TG, REOEHFRY MLHEEBL Tz ORI MLEEHLEY., DFY. BifichiN
7 MLVICKIEMAH D ERBENET ., v ABIBRIOEFHICERSAEZAY MLTHI ERET S L. REEHS
NTUBRY MLRD LS 2R YET,

vy = -1 + aV f(z)
rEZDvTEFRLET,


af://n93
af://n97

T =T — V¢

T EEFTBEHIFEHENAEZZOAY ML momentum & IEEhES., BEEFELE. FFAY ML EBEWIK

DRELRAL, BEICKEMNHY FT. LRIOFHNY MLEREOAROEA+GHLEICLY., SEIFLEFR
TOAMOIBRBENEZML ., BEFchERI MLELYBLMCLET., DF Y. LFIOEE OEMEHET S
=&, DRSNS WNBF, FERERBELAHY T IROEEENIC L > TERENA —N—>a— b F BT L(E
HYFEBA.COFEI. HHBULNENYEEDZR—LDLIG0H0OT, RBILTEEZEERL AN L—EEDIEMN
EHERFLET. BEOAERMERE. AL IAERE. FoRLEIARFLAEHLLUDLEAL LSS, 8L
2 FRERTRET DIEENREDLITTT.

v OWEAEIX 0 T, Python I—RTIRIRD LS IZRIRTEZET,
v= np.zeros_Tlike(x)

2FY. vk EALBROTY VLT, PHHEER O TY., RETOERATRE, B v NEFHEh, RICEHD
NIA—2—z AEFHEShFT,

gamma*v+alpha* df(x)

X-V

LU, EBEXRCEDCGEFETETY.

def gradient_descent_momentum(df,x,alpha=0.01,gamma = 0.8, iterations = 100,epsilon = le-6):
history=[x]
v= np.zeros_Tlike(x) #HEIEIE O wylfhah £
for i in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print("AEE ST EE ™)

break
= gamma*v+alpha* df(x) #Hw x5+ 2
= X-v #FEHALE (N7 A—K—)

history.append(x)
return history

COEHEEOAEFTEEEMAL T, LRLOBBEEHRALTY.

path = gradient_descent_momentum(df,x0,0.000005,0.8,300000)
print(path[-1])
path = np.asarray(path)

[2.96324633 0.49067782]

EFEEOBINRERCIFRICENCENDMY TS, BENRT LIS,

plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax)



& 2-11 BFHEEE T CITREBICIEOERICINERY %
23275 5—NK;

AFETEOBHETE ¢ = ¢ — aVf(z) CohE, BHEF-CHBL52 50, $ERL QR
aOFTT. Vf(z). GRARETEINNETED, FEEARETEINNSTEDE, 7ATY XLOE
cEELETS,

SLEFHOEES. STHOREBHOKE SFKRECERDITEEAHY ET, L AL Féﬁﬁaﬁ,fg2
DHESHEIFAE K BRDIBENHY ET,

FhDICEAULEFEREFET I EFERBITT —ANI Y R—% > FOBYAFEERAMEF O Y R— > MMXE
LTREFTELYNSTELYTBRLE, YavibEERNELET. 2F Y., ROXTEEEHRT S L (ERET
I

:cl—ml—agf

wQ—mz—a;f;
TRYTT— REFEREN D [BIG (ada) DBC (grad)] LRI EMNTE, FAEMD % AECHkD DiBE O RFE(E Tk
HY 2L T, BRIRDORIERAEY 1 XOMEEMRHET 2 ENTEET, 2D (21,22) 20T, &

RS OEERREIE (G, Go) 2ThThEET B L. 2 BPOTFRLRO &5 <4 Y £T,

1 0
1T = T1 — O[Glaq':f

_ 10
Ir9g = L9 — aG—Z—MZ

gei = Vof(zii) W SFREEAL T, fP o OREBE ;2 £ XL £ THHEAORMA, t'=1 b t'=t FT
DITRTDTTY ROEDAEIE, RDOLSICFHETEET,

_ t 2
Gri = 4/ 2v=1 90,

g1; % Gy TEIY, avAK—%> NETHLET,

1

v/ Zt’ 1 gt' gt

FREIM O ICHBDEHCEDIZ, INSKRIEDE € £ ZDOHRHZIBIL T, AdaGrad M/XT A —4 —FHRERD &
S5I1ZLEY.

T4l — Tty — O

1

=5 9t
t
A/ Zt’zl th/ﬂﬂLe '

BRI NT A -2 —FHNERLET.

Ti+1, — Tty — &


af://n113

Ttir15 = Tti — AGts
AdaGrad A v KX, aYvR—%> bOBEHY A XOFRIELRHELBET 2 enNbnYET, AdaGrad B/¥5
A—aEHFRE. XY MK TR TEE T,

1
\/ 2?:1 9?/'“ '
FREEh GF (&, {IHIE O OZH gl TIERTEE Y. RIEOKT Y KT, AdaGrad /85 * — 2 B D Python
a—REROEHBY T,

Ti1 =Tt — &

gl += df(x)**2
x = x-alpha* df(x)/(sqrt(gl)+epsilon)

AdaGrad JZDELGFRF, ST CFTLAEIEOTELHIRT 5L T, RET Ot A TEEREMGHICHAET S
e, FERLEFEBICRETES L TY., —BRAFERF 0.01 ISRESNTIWET, AdaGrad iZDFER
RlE, RETOERATE, BB Y. 90 REALARELRBLETYT, REOHTY, Chizky . FBA
B gozY, ELELEYVSTZEEEMEASHYES, o BFAVR—RY MOGEE—EDR—RITT BT LI(FRE
NTREL<. RHEROARANSETAAEZE L IaNrH Y ET,

Adagrad /85 A =& —BF AV v RIZEDCYEETENI— FIRDELEY T,

def gradient_descent_Adagrad(df,x,alpha=0.01,iterations = 100,epsilon = le-8):
history=[x]
#v= np.zeros_like(x)
gl = np.ones_1like(x)
for i in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print (AR TS HTE )
break
grad = df(x)
gl += grad**2
x = x-alpha* grad/(np.sqrt(gl)+epsilon)
history.append(x)
return history

LFEEORREICXIL T, AfETR7ILITY XLEZERTLET.

path = gradient_descent_Adagrad(df,x0,0.1,300000,1le-8)
print(path[-1])
path = np.asarray(path)

[-0.69240717 1.76233766]

R BAEOFIZ LY BEEHOIRSEARBREN IR L. BIOBMEBRICIERT 52 LMY FET,

plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax)
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2337 TINAE
HAWBRNRTA—2 —OEFHTEEERL,. Az 2FEALTRATA—L2—DOFHRRY MLEXRLET,
Az, = —n- gt

Ti = T + Az,
AdaGrad AV v ROBEFHFRY MLIZIRDEHY TT,

n
Az = ——— 0O gy
vV Gt + €
TG =971 g DBEN_FNTY. RIETOERIZLY, COEBG FEAEARELE>TLETER

Y, BRELTAZ, NEAEANELBE>TULKDT, REFEALAEL B>TLEET, BREE. G ¥
T IS Elg?), = S CBEHRASILETY., S0 Eg%; k. BBTOLEERAL THETES
¥. 2F Y. REOHIELRECEOTFHIEIEHLET.

E[¢*): = vE[g%t-1 + (1 — v)g?
FEFIAEGE D C— AT, BHAY MUZC O &S ABEHTISEEEREL T, THEAY MLOBKE & U8
BMIZLET.

E[Aa:2]t = 'yE[Aaz2]t,1 +(1-— 'y)Aa:?
BERAEHRRY MLRRDEHBYTY,

A E[Az%; 1+ €
ry = —
t Elg?; + € gt

RMS[Az]; 1, RMS|g|; AL T E[Az?); 1 + e %L, E[g%]; + ¢ DIES. BHAY MLRRD &5 I12%
TOENTEET,

A RMS[AZD]t_l
T = | ————
' RMS|g]: gt

LEA->T, XTA-ADOEHRIRDELY TY,

Ty =Ty + alzy
Adadelta A% v R® Python 23— RIFxDEHY TH,


af://n133

Eg = rho*Eg+(1l-rho)*(grad**2) #EAND BFE _fA 2 HH T 2
delta = np.sqrt((Edelta+epsilon)/(Eg+epsilon))*grad # FHR7 PVERTHET 2
x = x- alpha* delta

Edelta = rho*Edelta+(1l-rho)*(delta**2) #HFR 7 N LD BFREHE T

BE. 7EATILAEORERNATA—4 p(d0.9 (SRRESH. YEHED Az, E[Az?);, E[g?]:$0TY, Adadelta
INTA=BEFHAY v RIZEDCGEENENI— RITRDLEBY TY,
def gradient_descent_Adadelta(df,x,alpha = 0.1,rho=0.9,1iterations = 100,epsilon = 1le-8):
history=[x]
Eg = np.ones_like(x)
Edelta = np.ones_like(x)
for i in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print("ARE HchSHuTEr ")
break
grad = df(x)
Eg = rho*Eg+(1-rho)*(grad**2)
delta = np.sqrt((Edelta+epsilon)/(Eg+epsilon))*grad
x = X- alpha*delta
Edelta = rho*Edelta+(1-rho)*(delta**2)
history.append(x)
return history

path = gradient_descent_Adadelta(df,x0,1.0,0.9,300000,1e-8)
print(path[-1])
path = np.asarray(path)

[2.9386002 0.45044889]

TEATILAEDRBREC ETIERL TL S T &b S,

plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax)



2-13 Adadelta ;X b FRBERICIERTE %
2.3.4 RMSprop *¥ v R
EEEIAL FERIC. RMSprop (RO ZEFRAL TEHEL /NTA -2 —2EFHLFT,

v = Boe1 + (1 - BV f(x)?

rT=T—Q Ult+€Vf(:I:)

TATT & DEOSEEZRS (EOEIHE) TES. DTYBURICEIRT S LTY., chlcky, ATA-5—
XEECEERT YT Y4 X a TEHFIFTY. AROEXDDREEFTET 7282, RMSprop (FEHEELH

B, IREOBRESTHNESD 2 EE. o%Y f(z)’ E5ELET.

RMSprop AV v RICK>TETI NT AL —%2FFHT H7=HD Python I— RFRDEHY T,

v= np.ones_like(x)

#...

grad = df(x)

v = beta*v+(l-beta)* grad**2

x = x-alpha*(1/(np.sqrt(v)+epsilon))*grad

RMSprop /X5 A—RE#HAY v RICED K QAEETEDOI— RIPXRDEHY TT,

def gradient_descent_RMSprop(df,x,alpha=0.01,beta = 0.9, iterations = 100,epsilon = le-8):
history=[x]
v= np.ones_Tlike(x)
for i in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print("AlE ST dl ")
break
grad = df(x)
v = beta*v+(1l-beta)*grad**2
x = x-alpha*grad/(np.sqrt(v)+epsilon)

history.append(x)
return history


af://n149

LFEEOREICXTL T, AEFET7ALT) XLERITLET.

path = gradient_descent_RMSprop(df,x0,0.000005,0.99999999999,300000,1e-8)
print(path[-1])
path = np.asarray(path)

[2.70162562 0.41500366]

ETINRTA-—BZOERFITDTEDHY TRA., REBEEECITENTEET,

path = gradient_descent_RMSprop(df,x0,0.000005,0.99999999999,900000,1e-8)
print(path[-1])
path = np.asarray(path)

[2.9082809 0.47616156]

2-14 (27T & S 12, BERANRYGENRERICIEONC ENDbMY ET,

plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax)

2-14 RMSprop ;& THEARRIZFUERT %
2.3.5 7 X Lk

RMSprop AV v R0 & 3 [CIBEDAED 2 ROEHEFHNICHRT 2 REFIEHBWT 20T, EFEAY
v RO&S CHEROREFIL AL T, BEIEEGREZENDIRERLT T ENTEIRIA, Adam JRFER
DHBERODESITHRDEES =, FHEGRIMBEICEL TWET., my, v ZFERAL T, BEOAR L AR _FEOBEE
FHERLET,


af://n165

my = Bime_1 + (1 — B1)g:

vy = Bavy1 + (1 — 52)9?

FhbE, YIHBEN O THEH. A0 1 XB LV 2 XROEEEICHEH L ET. Adam OEZFRD LS5 ITRRT
WET, BICREOVHIRME T, FOCfE-oTWET., CORBEEBIET 2012, EFXROBEREFERAL
L=,

N my
my =
18
~ Ut
UVt =
1- 8
ChIZEDSW Tz 2E8HHLET,
Ori1 = 0, —

n X
V ’lA)t —|— €

#https://towardsdatascience.com/adam-Tatest-trends-in-deep-learning-optimization-6be9a291375c
def gradient_descent_Adam(df,x,alpha=0.01,beta_1 = 0.9,beta_2 = 0.999, qiterations =
100,epsilon = 1le-8):
history=[x]
m = np.zeros_like(x)
v = np.zeros_like(x)
for t in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print("AlE FarichsoTdl ")
break
grad = df(x)
beta_1*m+(1l-beta_1)*grad
beta_2*v+(1-beta_2)*grad**2

m

\%

#m_1
#v_1
t = t+l
if True:
m_1
v_1l
else:
m_1l=m/ (1 - np.power(beta_l, t)) + (1 - beta_1l) * grad / (1 - np.power(beta_1,

m/(1-beta_1)
v/ (1l-beta_2)

m/(1-np.power(beta_1, t+1))
v/(1-np.power(beta_2, t+1))

1))
v_1l

v / (1 - np.power(beta_2, t))

x = x-alpha*m_1/(np.sqrt(v_1)+epsilon)
#print(x)
history.append(x)

return history

FEEnRREICTT L T, AfEE T 7T X L gradient_descent_ Adam £E4TL E T,

path = gradient_descent_Adam(df,x0,0.001,0.9,0.8,100000,1e-8)

#path = gradient_descent_Adam(df,x0,0.000005,0.9,0.9999,300000,1e-8)
print(path[-1])

path = np.asarray(path)

#plt.plot(path)

[2.99999653 0.50000329]



plot_path(path,x,y,z,minima_,xmin, xmax,ymin, ymax)

[ 2-15 Addam £ H REREICIRTE %

2.4 G)ECRGE
2.4.1 BEDE & BITDE O LLE:

AEFER7ILI) X L0OD— REECES. RLUEMEOBVEENFIEAENEL AW ETHY, 7Tl
ALDPERTERWC LZDANYFT.LEN> T, FEREZFHES ST THRL. FEETENEL 1T TS
NESHEERTIVNEAHYETTIELL, COBRNDESDIC, BEERHOES. 2T Y. ERFHEBHROZHLRTH
B1=%. R T TORRMOERSE (Q) X, ROXTHEHEETEET,

) _ Ji, et Sla=

2FY, XOBLOREEFERAL T, = TO f(z) 0B (AE) £IEULFT. e MHRIhSVBE. COE0E
RBE (WED) (RD & 5 (272 Y FT . EDDHTERE (W) LEL THIVENH Y XY) (E+TICIENTT,

Lo T, GEETECTETLE bL—ZV T 3RS, HENCFHESh DB L BTAREIERL T, #ifg
BMEL KEEEI TR LEERTEEY,

f&zlE BIONA FUBH f(z,y) = 52’ + 9y° OIBE. TEEETE. BEES z = (v, z1) ORIMEL
RITARE. ROD— RTHEShET,

f = Tambda x: (1/16)*x[0]**249*x[1]**2
df = Tambda x: np.array( ((1/8)*x[0],18*x[1]))

RAY b &= (2, 21) TOBBEDEE. ROLSIFHETEET,

df_approx = Tambda x,eps:((f([x[0]+eps,x[1]1]1)-fF([x[0]-eps,x[1]1]1) )/(2*eps),(
f([x[0],x[1]+eps])-f([x[0],x[1]-eps]) )/(2*eps))

ROA— K R=Ry M. Az = [2.,3.] CORFOR L SBEAROEEEHEL £,


af://n176
af://n177

x = [2.,3.]

eps = le-8

grad = df(x)

grad_approx = df_approx(x,eps)
print(grad)

print(grad_approx)
print(abs(grad-grad_approx))

[ 0.25 54. ]

(0.2500001983207767, 54.00000020472362)
[1.98320777e-07 2.04723619e-07]

HEDEEFTE S NS RIED eps NSNS RY . C OHIBEDE XFETAEC 2L .

CNHEREHDER

THIZENDOMYFET, BEDEE. DTAE. 2D DREMNBHIARE OAKRE NS EAHBAL ZIFEE. D
AEE = (SEIUE T - FHEDER OB CEENH I TREMNH I L EERLET. IT7—DERF LA LR, DT

BCOSTEICREA & Y F T QFCE 7= (XRERUE.

[EFTEZER L TRERZR CRIC. OEREEEZERL T, BTl BEEOREAIEL (2 L 22T 5
RERHYET, CHICESWT, ZFEROEHE/ T A -2 —REDAERBETEDNA R—RTA -2 —%FHEL

ESEP
2.4.2 —RgRY G EE QT

BWFE (X, Z2LONTA-2—Z2RCREFBOREBHENEETIATEY . —RAVGEEDETEREEIXRD &

SRR TEET.

def numerical_gradient(f,params,eps = le-6):
numerical_grads = []
for x in params:
# X EZRTWHNOLERH Y &4 FEFRCOOT, ZOHEMEHEFTHEL £ 5
grad = np.zeros(x.shape)
it = np.nditer(x, flags=['multi_index'], op_flags=['readwrite']) #
while not it.finished:
idx = it.multi_index
old_value = x[idx]
x[idx] = old_value + eps # x[idx]+eps

fx = fO

x[idx] = old_value - eps # x[idx]-eps

fx_ = fO

grad[idx] = (fx - fx_) / (2*eps)

x[idx] = old_value #F: BHANRNSA—RZR—%UFILOMHEICREL TLESL
it.iternext() # X ORODBEERIET 3

numerical_grads.append(grad)
return numerical_grads

COBHTZFANLOND NI A= — (X, AlcEstRET %R, params FEHD/NKTA -2 —%RLE

T, ChlE. FOEHONITA—2 -2 DBENHS-HTT, params (. Th b DEFHD /N

TA=—BR—DtY

N (python YR K, BTILAEE)ERLET, ¥IK) . &Y—RRRYICE, params DERER x ', EHOEEES

LBIRTETI TH D EIRELFT,


af://n190

REIDIL—T T, x DEFAF idx NMETEE zlidr] (LT, INEhA 25 AV b zlide] + eps &

zlide] — eps EZNZTHIBIML . MIGT HREEE f) £5HEL . BEBHOMDELNEFERL T, 20 zlidz] (<33
5F HREEEESEL . gradlide] RALET. i ofids] 28 3101, TOBCRTREASYET.
5 LavE OREEFHOARICHEL. CORGEERET LZED params DEICFZEL X,

C O—RNEHIBDEABEBHEERL T AIOBMOMEBEIELHETEET.

x = np.array([2.,3.])

param = np.array(x) #numeric_gradient ® /X5 x—X— param & numpy BAITLZUNIE LD €A
numerical_grads = numerical_gradient(lambda:f(param), [param],le-6)

print(numerical_grads[0])

[ 0.25 54.00000001]

numeric_gradient ODRFIND/AT A —4 f (L, BHFCHL OERTEIHRBEBEA TV 29 NERERTAER S AL
CEISGFELTLEEL. 2D Tambda: f(param) & “f(param) & HLDUEROTT .

param R E DN DO D/NRT A= —EZCH f 0IFS. BE. LEBOTLXXEL(ERO T v /-G8 fun &
LT, T A—8—param CHEZERTTIEHA TV NERT CENTEET.

def fun(Q:
return f(param)

numerical_grads = numerical_gradient(fun, [param],le-6)
print(numerical_grads[0])

[ 0.25 54.00000001]

LIEDETE, & 0—MRAVGEIBAESTEREL numeric_gradient() ZFAL T, ETLEHOHEAREZAEL T
. CORKLE ZOMOEEIE. A0 —X 3— R 771 L utilpy ESERTOET,

2.5 DERAEET 7N TV XL ENRT A —4 —RiE(CEERE
251 NRFTA=BFTT 144 Y —

TE (/N5 A—4) OEBERRE. FEET7ILIVZALATN—RI—T 4 VTSN TWET. BH 255D
BDEETEE. XTA—2OFFERNTCRALIL—LT =Y 2FE->TWFET.0—- ROBFBE L ZHMEELSE
B1=H2, RIA - —RBUHIEEDIEER7ILITY XLLDHETEET,

NI A - RBEUHIRERTV JREERCELT,

class Optimizator:
def __init__(self,params):
self.params = params

def step(self,grads):
pass
def parameters(self):
return self.params

params (FZEL (NT A=K —)DURA R THY. step() ZFERAL T, ARG TIhbD/NRTA—48—
params ZEfLE T, LA, ERNGAEETNEEZFERAL TN A -4 —REVHIEEERT S5/ TA -4 —
TTTF4RAYF— U ZRASGD (F, TOYFTRIZEDWTEHTEET,


af://n203
af://n204

class sGD(Optimizator):
def _init__(self,params,learning_rate):
super().__init__(params)
self.1r = Tearning_rate

def step(self,grads):
for i in range(len(self.params)):
self.params[i] -= self.lr*grads[i]

return self.params

EEEIC. BEIEAY v RO SGD_Momentum 72 &, BMD/RT A —4 —

class SGD_Momentum(Optimizator):
def __init__(self,params,learning_rate,gamma):
super().__init__(params)
self.lr = learning_rate
self.gamma= gamma
self.v = []
for param in params:
self.v.append(np.zeros_1like(param) )
def step(self,grads):
for i in range(len(self.params)):
self.v[i] =
self.params[i] -= self.v[i]
return self.params

FTTTARAY—EERCTEFT,

self.gamma*self.v[i]+self.1r* grads[i]

252N FTA—RFTT 4 A P EZT NN B TEIETE

BERERT LT ZLDRAS A — 8 — T T BT A8 — FTT 4 XA F—EZFHINNBRY. #7714 <A Y

— DERBWEIEICE> TNXITA—2 —EFHTEET,

def gradient_descent_(df,optimizator,iterations,epsilon
optimizator.parameters()

x.copy )

history=[x]

X, =
X =

for i in range(iterations):
if np.max(np.abs(df(x)))<epsilon:
print("AiE ST dl ")

break
grad = df(x)
X, = optimizator.step([grad])
x = x.copy(Q

history.append(x)
return history

BROREEHEERD L.

flz,y) = 22+ 9y°

= le-8):

Chix, 216 12" &SI, HBEEOHETY. TORIMEEHBHDEICHY ., DF Y. (0,0) (XEHEERDEFR/N

BRA> bTHY, BRAMEFRDESY TY., 0.
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0.0
-0.2
-0.4

2-16 B8 f(,y) = 152° + 99" &
COBKIZ. EEBDOSGD NI A -4 A TTF4 A Y EBEALET,

df = Tambda x: np.array( ((1/8)*x[0],18*x[1]))
x0=np.array([-2.4, 0.2])

optimizator = SGD([x0],0.1)

path = gradient_descent_(df,optimizator,100)
print(path[-1])

path = np.asarray(path)

path = path.transpose()

[-8.26638332e-06 2.46046384e-98]
SIEfRICIE DV V=5, SGD_Momentum #7714 A FIZYJYEZET.

x0=np.array([-2.4, 0.2])

optimizator = SGD_Momentum([x0],0.1,0.8)

path = gradient_descent_(df,optimizator,1000)
print(path[-1])

path = np.asarray(path)

path = path.transpose()

T, HERE S YEDISEULET,

A T NS wT !
[-1.49829905e-08 -4.74284398e-10]
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