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Onsoz

“Eyleme engel olan sey, eylemi ilerletir. Yolda duran sey, yolun kendisi olur.” — Marcus
Aurelius, Disiinceler

Bugiin yabanci goriinen her kavram, sabir ve cabayla tamdik hale gelecek. Simdi zor goériinen seyler
kitabin sonunda dogal goriinecek. Ozel biri olman gerekmiyor. Tek yapman gereken baslamak.

Bu kitap sana sifirdan bir Biiyiik Dil Modeli (Large Language Model, LLM) olugturmay1 6gretecek.
Yapay zekay1 sadece kullanmay1 degil, nasil g¢aligtigini anlamayi, kendi ellerinle insa etmeyi ve
caligtirmay da.

Yapay zekanin nasil calistigini merak ediyorsan, bu kitap tam sana gére. Onceden programlama
deneyimi ya da ileri matematik bilgisi beklemiyoruz. En temel kavramlardan baglayip, adim adim,
her seyi agiklayarak ilerliyoruz.

Ihtiyacin olan tek sey merak ve her boliimii adim adim calismaya istekli olmak.

Ne Olusturacaksin

Bu kitabin sonunda calisan bir dil modeli olugturmus olacaksin. Modelin metni nasil igledigini,
oriintiileri nasil 6grendigini ve yanitlar: nasil iirettigini anlayacaksin. Daha da onemlisi, sadece
caligtigini degil, neden caligtigini kavrayacaksin.

Bu Kitab1 Nasil Kullanmalisin

Her boliimiin yaninda Google Colab’da ¢aligan bir not defteri (notebook) var. Higbir kurulum
yapmana gerek yok, bilgisayarinda bir sey ayarlamana da. Sadece tikla ve kodlamaya basla.

Her boliim, 6grendiklerini pekisgtirmek icin sorularla bitiyor. Tiim cevaplar1 Ek D’de bulabilirsin;
bdylece bir sonraki béliime ge¢cmeden 6nce kendini kontrol edebilirsin.

Kitabin Yapisi

Boliim I: Temeller ile yapay zeka ve BDM’lerin (LLM) ashinda ne oldugunu, makinelerin dili nasil
igledigini ve bunu miimkiin kilan yenilikleri kesfedeceksin.

1



Yaklasimimiz 2

Boliim IT: Python Temelleri sana ihtiyacin olacak programlama araglarini 6gretir; ne eksik ne
fazla.

Boliim III: ilk Dil Modelini Olustur, kitabm kalbi. Burada sifirdan, adim adim bir dil modeli
inga ediyoruz.

Boéliim IV: Kullanmishh Hale Getir boliimiinde ince ayar (fine-tuning), prompt mithendisligi ve
modelini gergek hayatta kullanmay1 6greneceksin.

Bo6liim V: Diinyayla Paylas ise olusturdugun modeli bagkalarimin kullanabilmesi i¢in nasil
dagitacagini gosterir.

Yaklagimimiz

Birkag temel prensibe bagh kaliyoruz:

¢ Koddan 6nce kavramlar: Nasil yapildigindan 6nce neden yapildigini anla

¢ Her yer benzetme dolu: Karmagik fikirleri tamidik érneklerle agikliyoruz

¢ Atlanan adim yok: Her kod satirim tek tek acikliyoruz

o Tek proje, bastan sona: Tiim kitap boyunca ayni projeyi birlikte inga ediyoruz

En iyi 6grenme yolu yapmaktir. Kavramlar kafanda oturacak, ¢linkii onlar: kendin insa edeceksin.
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Kisim 1

Kisim I: Temeller



Bolim 1

Dil Modelleri Nedir?

“Bir bilgisayar, eger bir insani kendisinin de insan olduguna inandirabiliyorsa, akilli

olarak adlandirilmay1 hak eder.” — Alan Turing, Bilgisayar Bilimci

Bu Boliimde Ogreneceklerin - Film yapimlarindaki yapay zekanin gercek yapay zeka ile neden
hicbir ilgisi olmadig1 - Yapay zekanin gergekte ne oldugu (ipucu: biiyiik olgekte oriintii tanmma)
- Biiytik dil modellerinin (LLM) daha genis yapay zeka manzarasina nasil uydugu - Biytk dil
modellerinin neler yapip yapamadigi (ve neden hata yaptiklari) - Kendi dil modelini neden inga
etmen gerektigi

Temel Kavramlar

Yapay Zeka (Artificial Intelligence, Al): Insan zekasi gerektiren gorevleri yerine getiren bilgisayar
sistemleri Sozliige bak

Makine Ogrenmesi (Machine Learning, ML): Agik programlama yerine veriden dgrenen yapay
zeka sistemleri Sozliige bak

Derin Ogrenme (Deep Learning, DL): Cok katmanli sinir aglar1 kullanan makine égrenmesi
Sozliige bak

Biiyiik Dil Modeli (Large Language Model, LLM): Dili iiretmek ve anlamak igin devasa metinler
izerinde egitilmis derin 6grenme sistemleri Sozliige bak

Parametreler/Agqurliklar (Parameters/Weights): Egitim sirasinda ayarlanan yapay zeka mode-
lindeki sayilar Sozliige bak

Egitim (Training): Performansi artirmak igin model parametrelerini veri kullanarak ayarlama
siireci Sozliige bak

Beliren Yetenek (Emergence): Yeterli 6lgekte basit egitim hedeflerinden ortaya gikan karmagik
yetenekler Sozliige bak

Haliisinasyon (Hallucination): Bir dil modelinin yanhg bilgiyi giivenle iiretmesi Sozliige bak

Kontrol Noktasi

Bu boliimiin sonunda sunlar1 anlayacaksin:
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1. Film yapimlarindaki yapay zeka ile gercek yapay zeka arasindaki fark (6riintii tamima vs. biling)

2. Yapay zekanin geri bildirime dayali sayilar1 ayarlayarak nasil 6grendigi

3. Biiyiik dil modellerinin yapay zeka hiyerarsisinde nereye oturdugu (AI - ML - DL - LLM)

4. Biiytk dil modellerinin neler yapabildigi (yazma, kodlama, muhakeme) ve neler yapamadigi
(gergek zamanl bilgiye erigim, giivenilir hesaplama)

5. Haliisinasyonun neden gergeklestigi (egitim verisinin kayipli sikigtirmast)

6. Kendi dil modelini ingsa etmenin anlayigini ve kariyer beklentilerini nasil derinlegtirdigi

Son zamanlarda yapay zeka hakkinda ¢ok sey duymugsundur. Haberlerde, sosyal medyada... Bir de
ig arkadagin var, ChatGPT hakkinda konugmaktan bir tiirlii vazge¢gmiyor. Belki sen de kullandin ve
aklina takildi: Bu sey gercekte nasil calisiyor?

Iste bu kitap sana bunu 6gretecek. Sadece yapay zekay: nasil kullanacagimi degil, nasil inga edecegini
de. Kitabin sonunda, ChatGPT, Claude ve mansetleri siisleyen tiim yapay zeka asistanlarinin
arkasindaki temel teknolojiyi, yani kendi dil modelini sifirdan olusturmusg olacaksin.

Ama tek bir satir kod yazmadan Once, gergekte ne inga ettigimizi anlamamiz gerekiyor. Bu da baz
yanlis anlamalar: ortadan kaldirmakla basliyor.

1.1 Filmleri Unutun

Hemen bir seyi acikliga kavugturalim: Hollywood’un sana yapay zeka hakkinda 6grettigi hemen
hemen her gey yanls.

Filmlerde yapay zeka soyle goriiniiyor: - Insanhgm yikimi planlayan parlak kirmizi gozlii bir robot
(Terminator) - Yavagca deliren ve astronotlar: 6ldiiren sakin bir ses (HAL 9000) - Agsik olan ve
bilincin dogasini sorgulayan gekici bir insansi robot (Ex Machina)

Bunlar harika hikayeler yaratiyor. Ayrica gercek yapay zeka ile neredeyse hicbir ilgileri yok.

Iste yapay zekanm olmadigi seyler: - Bilingli. Giiniimiiz yapay zekas: duygu, arzu veya deneyim kanit:
gostermiyor. Hicbir sey “istemiyor” - Duyarli. I¢ yagsam kanit1 yok. Kapatildiginda diisiince yok.
Riiya yok. - Bize kars1 komplo kuruyor. Giiniimiiz yapay zeka sistemleri filmlerde gosterilen tiirden
bilingli entrikaya sahip degil (yapay zeka uyumlamasi, yapay zekanin amacimizi gergeklegtirmesini
saglamak, aktif bir aragtirma alani olmaya devam ediyor). - Sihir. Yapay zekanin yaptig1 her sey
matematik, veri ve hesaplamadan kaynaklaniyor. Gizem yok.

Film yapimlarindaki yapay zeka ile gercek yapay zeka arasindaki fark, kabaca bir ejderha ile bir
kertenkele arasindaki farka benziyor. Evet, ikisi de siiriingen. Ancak biri ateg piiskiirtiiyor ve altin
biriktiriyor, digeri ise circir bocegi yiyor ve bir kayanin iizerinde oturuyor.

Film Yapimlarindaki Yapay Zeka vs. Gergek Yapay Zeka

Film Yapimlarindaki Yapay Zeka Gercek Yapay Zeka

Bilince ve duygulara sahip I¢ deneyim kaniti géstermiyor
Diinyay1 ele gegirmek istiyor Hicbir gey istemiyor, bir arag
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Film Yapimlarindaki Yapay Zeka Gercek Yapay Zeka

Insan gibi diisiiniiyor, ama daha izl Verideki oriintiileri igliyor
“Etkinlegtirildiginde” her seyi yapabiliyor Sadece egitildigi seyi yapabiliyor

Gizemli gelecek teknolojisi tizerinde g¢aligiyor GPU’larda matris ¢arpimi yaparak caligiyor
Ya insanligin kurtaricisi ya da yok edicisi Cok gelismis bir otomatik tamamlama

Son satir yapay zekaya hakaret gibi goriinebilir ama degil. “Geligsmis otomatik tamamlama” gercekten
etkileyici bir gey. Bir sonraki kelimeyi tahmin ederek tutarli denemeler, calisan kod ve yaratici
hikayeler tiretebilmesi, bilgisayar bilimindeki en sasirtici kesiflerden biri.

Ama yine de orlintii eglegtirme. Cok iyi ortintii eglegtirme.

“Bir bilgisayarin diigliniip diigiinemeyecegi sorusu, bir denizaltinin yiizlip yiizemeyecegi
sorusundan daha ilging degildir.” — Edsger W. Dijkstra, Bilgisayar Bilimci

Dijkstra yapay zekaya slipheyle yaklagiyordu ama benzetmesi 6gretici: denizaltilar baliklar gibi
yiizmez, yine de suda etkili bigimde yol alirlar. Benzer sekilde yapay zeka insanlar gibi diigiinmez
ama bilgiyi yararl sekillerde igler. Tanimlar hakkinda tartigmak asil noktay: kagiriyor.

1.2 Yapay Zeka Oriintii Tamimadir

Peki yapay zeka diigiinen bir makine degilse, nedir?

Oziinde yapay zeka biiyiik 6lgekte oriintii tanimadir. Insanlarmn elle bulmak icin cok karmagik
veya ¢ok fazla olan verideki ortintiileri bulur.

Bunu her giin kullandigin bir geyle somutlagtiralim: spam filtresi.

1.2.1 Spam Filtresi Ornegi

E-postan1 her kontrol ettiginde, yapay zeka senin i¢in ¢aligiyor. Spam filtren birinin elle yazdig:
kurallar listesini takip etmiyor (“eger e-posta ‘Nijeryali prens’ igeriyorsa, spam olarak igaretle” gibi).
Bunun yerine milyonlarca érnekten 6grendi.
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Kural Tabanl Yaklasim Makine Ogrenmesi Yaklasimi
' Egitim Verisi
ProgramC| spam tamam spam tamam
( N\
Model Oriintiileri Ogrenir
. J
Elle Yazilmis Kurallar |
s R
if "FREE" in subject Kesfedilen Orintiiler
if "URGENT!!!" in text "urgency" + "money" patterns
if sender not in contacts suspicious sender behavior
formatting anomalies )

| |

Sekil 1.1: Kural tabanli vs makine 6grenmesi: Elle yazilmig kurallar yerine, makine 6grenmesi
yaklagimi etiketlenmig 6rneklerden oriintiiler 6grenir.

Iste nasil:

1. Egitim verisi: Filtreye, her biri insanlar tarafindan “spam” veya “spam degil” olarak etiket-
lenmis milyonlarca e-posta gosterildi.

2. Oriintiileri bulma: Sistem kendi bagina oriintiileri kesfetti:

« Spam e-postalar genellikle TAMAMINI BUYUK HARFLE YAZILMIS KELIMELERE
sahip

e Spam genellikle para, 6diil veya aciliyetten bahsediyor

o Spam genellikle belirli tiirde adreslerden geliyor

e Spam genellikle belirli bigimlendirme oriintiilerine sahip

3. Tahmin yapma: Yeni bir e-posta geldiginde, filtre onu tiim bu 6grenilmisg ériintilere kars:
kontrol ediyor ve tahmin ediyor: spam mi1 degil mi?

Temel icgorii: kimse bu kurallar1 programlamadi. Sistem onlar1 6rneklere bakarak kesfetti. Iste
bunu “6grenme” yapan sey.

Bunu postalar: siralamak igin yeni bir ¢aligani egitmek gibi diigiin. Ona 500 sayfalik bir kural kitabi
vermiyorsun. Onunla oturuyor, bir yigin postay1 gézden geciriyor ve “bu gereksiz, bu gercek, bu
gereksiz...” diyorsun. Sonunda anhyor. Oriintiileri 6grendi.
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Yapay zeka ayni gsekilde caligiyor; tek farki, ylizlerce yerine milyonlarca érnekten 6grenebilmesi ve
asla yorulmamasi veya dikkatinin dagilmamasi.

1.2.2 Yapay Zeka Formiilii
Iste cogu modern yapay zekammn arkasmdaki gizli formiil:
Yapay Zeka = Istatistik + Bol Miktarda Veri + Hesaplama Giicii
Bu kadar. Sihir yok, biling yok, gizli sos yok.
o Istatistik: Oriintii bulma ve tahmin yapma icin matematiksel teknikler
« Bol Miktarda Veri: Ogrenmek icin milyonlarca veya milyarlarca érnek
e Hesaplama Giicii: Tiim bu veriyi igleyebilecek hizli islemciler
12-

10 -

Sekil 1.2: Veriyi gorsellestirme: net bir 6riintiiye (bir dogru) sahip ama biraz giiriiltiilii noktalar.

Yirmi y1l énce istatistigimiz vardi. Biraz verimiz vardi. Ama bunu 6lgekte galigtiracak yeterli
hesaplama giicimiiz yoktu. Artik var. Iste bu yiizden yapay zeka aniden her yerde goriintiyor.

1.2.3 “Ogrenme” Gergekte Ne Anlama Geliyor

Bir yapay zeka sisteminin “6grendigini” sdyledigimizde, belirli bir seyi kastediyoruz: geri bildirime
dayali sayilar1 ayarlamak.

Her yapay zeka modeli, 6ziinde, biiyiik bir say1 koleksiyonudur (“parametreler” veya “agirhklar”
olarak adlandirilir). Bu sayilar rastgele baglar.



BOLUM 1. DIL MODELLERI NEDIR? 10

12 -
Veri
10 - === Hedef
== Model Tahmini

Sekil 1.3: Egitimden 6nce: Model (yesil ¢izgi) rastgele tahmin ediyor ve veriyi (mavi noktalar)
kaciriyor.

Egitim sirasinda, sistem:

1. Bir tahmin yapar

2. Ne kadar yanlg oldugunu kontrol eder

3. Bir sonraki sefer daha az yanhg olmak igin sayilarini biraz ayarlar
4. Milyarlarca kez tekrarlar

Dogru uydurma 6rnegimizde, ayarlanacak sadece iki say1 var: agirlik (dogrunun ne kadar dik oldugu)
ve yanlilik (dogrunun dikey ekseni nerede kestigi). Asagidaki grafik, bu iki saymin 10 egitim adim
boyunca degigimini goésteriyor:
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== Agirhk
51 Gergek Agirlik
== Sapma
4l ——- Gergek Sapma
=
9]
g
R o e e R e i —— —
g
i
9]
€
o
©
o

0 1 2 3 4 5 6 7 8 9 10
Egitim Adimlari

Sekil 1.4: Eylem halinde 6grenme: Model, en iyi uyumu bulmak i¢in egitim adimlar: boyunca agirligin
ve yanliligini ayarlhyor.

Agirlik 4,5’ten 3’e dogru diigerken ve yanlilik 0,4’ten 2’ye dogru yiikselirken, yesil tahmin dogrusu
hedefe uyana kadar doner ve kayar:

12 -
Veri
10- == = Hedef
= Model Tahmini

Sekil 1.5: Egitimden sonra: Model 6riintiiyii buldu ve veriye uydu.

Iste 6grenme bu. Felsefi bir sey degil. Gizemli bir sey degil. Sadece sayilar1, daha iyi ciktilar iiretene
kadar hatalara gore ayarlamak.

Modern biiytik dil modelleri yiiz milyarlarca, hatta bazen bir trilyonun iizerinde parametreye sahip.
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Devasa miktarda metin tizerinde trilyonlarca tahmin yaparak ayarlandilar. Sonug: hemen hemen her
baglamda bir sonraki kelimeyi kayda deger dogrulukla tahmin edebilen bir sistem.

1.3 Yapay Zeka Aile Agaci

“Yapay zeka” bircok farkli teknolojiyi kapsayan genig bir terim. Hadi bunlar1 bir siralayalim.

1.3.1 Hiyerarsi

Bunu i¢ ice gecmis daireler gibi diisiin; her biri bir sonrakinin i¢inde:

Yapay Zeka

Makine Ogrenmesi

Derin Ogrenme

Buyuik
Dil
Modelleri

Sekil 1.6: Yapay Zeka, Makine Ogrenmesi, Derin Ogrenme ve Biiyiik Dil Modellerinin i ice hiyerarsisi.

Her katmani tanimlayalim:

Yapay Zeka (Artificial Intelligence, AI): En genis kategori. Bir insan yapsaydi “akilli” olarak
degerlendirecegimiz gorevleri yerine getiren herhangi bir bilgisayar sistemi. Spam filtreni, satrang
programlarini, 6neri sistemlerini ve evet, ChatGPT yi igeriyor.

Makine Ogrenmesi (Machine Learning, ML): Sistemlerin elle kodlanmis kurallara uymak
yerine veriden 6grendigi yapay zekanin bir alt kiimesi. Bir programcinin “eger X ise Y” yazmasi
yerine, sistem kendi Oriintiilerini érneklerden kegfeder.
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Derin Ogrenme (Deep Learning, DL): Beyindeki noronlarin nasil baglandigindan gevsekce
esinlenen “sinir aglar1” sistemlerini kullanan makine 6grenmesinin bir alt kiimesi. “Derin” kelimesi,
bu aglarim bir¢ok katmana sahip oldugu anlamina gelir ve giderek daha soyut ériintiiler 6grenmelerine
olanak tanmir. Ornegin goriintii tanimada, erken katmanlar cizgileri ve egrileri algilar, orta katmanlar
g6z gibi gekilleri tanir, derin katmanlar ise “bu bir yliz” sonucuna varir. Derin 6grenme; goriintii
tanima, konugma igleme ve bir¢cok bagka uygulamaya gii¢ verir. Biiyiik dil modelleri, dile odaklanan
bir daldir.

Biiyiik Dil Modelleri (Large Language Models, LLM): Ozellikle dil icin tasarlanmig derin
ogrenmenin bir alt kiimesi. Bu modeller bir dizideki bir sonraki kelimeyi tahmin etmek igin egitilir.
Milyarlarca parametreye sahip olduklar: ve devasa miktarda metin tizerinde egitildikleri i¢in “biiytik”
diyoruz.

1.3.2 Kisa Bir Zaman Cizelgesi

Yapay zekanin dramatik inig ¢ikiglarla dolu uzun bir ge¢misi var:

Yil Olay

1950 Alan Turing makine zekasi i¢in “Turing Testi”ni éneriyor

1956 “Yapay Zeka” terimi Dartmouth Konferansi’nda ortaya atiliyor

1960’lar-70’ler  Erken iyimserlik, sonra ilerleme durdugunda ilk “Yapay Zeka Kig1”

1997 IBM’in Deep Blue’su diinya satrang sampiyonu Garry Kasparov’u yeniyor

2012 AlexNet, ImageNet yarigmasim kazaniyor ve derin 6grenme devrimini ategliyor
2017 Google “Attention Is All You Need” makalesini yayinliyor, Transformer mimarisi
2018 GPT-1 yaymlaniyor (117 milyon parametre)

2020 GPT-3 yaymlaniyor (175 milyar parametre), yetenekleri aragtirmacilar: gsagirtiyor
2022 ChatGPT baslatiliyor, yapay zeka ana akim bilince giriyor

2023+ Hizli ilerleme devam ediyor, birkag¢ ayda bir yeni modeller yayinlaniyor

2017 Transformer makalesi bu kitap icin 6zellikle 6nemli. Insa etmeyi 6grenecegin mimari bu. Her
modern biiylik dil modelinin temelidir.

1.4 Biiyiik Dil Modellerini Ozel Yapan Nedir?

Dil bilgisayarlar i¢in her zaman zor olmugtur. Neden? Cinkii dil belirsiz, baglamsal ve siirekli
gelisiyor.

“Ali’yi bankada gérdiim” ctimlesini diigiin: - Para ¢ekerken mi gordiin? - Nehir kenarindaki sirada
mi1 oturuyordu?

Insanlar bu belirsizligi baglami kullanarak aninda ¢ozer. Bilgisayarlar ise geleneksel olarak zorlandi
¢lnkii baglami temsil etmenin bir yolu yoktu.
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Biiytuk dil modelleri bu sorunu ¢ézdii. Transformer mimarisini kullanarak (Bolum 3 ve Boélim
4’te 6grenecegin gibi), her kelimeyi iglerken tiim paragraf baglamini dikkate alabilirler. Bu sayede
belirsizligi ele alabilir, referanslar1 takip edebilir ve uzun pasajlar boyunca tutarhligy koruyabilirler.

1.4.1 Biiyiik Dil Modelleri Neler Yapabilir
Modern biiyiik dil modelleri oldukg¢a ¢ok yonlii:

¢ Metin yazma ve diizenleme: Denemeler, e-postalar, raporlar, yaratici kurgu

¢ Kod iiretme: Diizinelerce dilde caligan programlar

o Dilleri ¢evirme: Birgok dil ¢iftinde iyi sonuglar veriyor (kalite degiskenlik gosterse de)
o Belgeleri 6zetleme: Uzun metinleri anahtar noktalara yogunlagtirma

¢ Sorular1 yanitlama: Genis egitim bilgisinden yararlanma

¢ Problemlerde muhakeme: Cok adimli mantik (her zaman giivenilir olmasa da)

o Kigilikleri benimseme: Farkli davranmak i¢in talimatlar: takip etme

e Analiz ve agiklama: Karmagik konulari parcalara ayirma

Dikkat ¢ekici olan, kimsenin bu yetenekleri agik¢a programlamamig olmasi. Hepsi tek bir basit egitim
hedefinden ortaya gikti: bir sonraki kelimeyi tahmin et.

Aragtirmacilar buna “beliren yetenek” diyor: basit kurallar karmagik davranmg trettiginde ortaya
¢ikan gey. Bir sonraki kelimeyi tahmin etmenin neden muhakeme gibi goriinen bir seye yol agtigini
kimse tam olarak anlamiyor. Bunun gercek muhakeme mi yoksa ¢ok gelismis oriintii eslestirme mi
oldugu konusunda hala aktif tartigmalar var. Alandaki en biiyiileyici acik sorulardan biri.

1.4.2 Biiyiik Dil Modelleri (Kendi Basglarina) Neler Yapamaz

Anlagilmasi gereken 6nemli bir gey var: biiyiik dil modelinin kendisi sadece bir bilesen. ChatGPT
veya Claude kullandiginda, bir biiyiik dil modeli etrafinda insa edilmig ve {izerine ek araglar eklenmig
bir driin kullaniyorsun.

Temel biiyiik dil modeli sunlar1 yapamaz: - Gergek zamanl bilgiye erismek: Sadece egitim
verisinde olanlar1 biliyor - Onceki konugmalar1 hatirlamak: Her oturum yeni bashyor - Diinyada
eylemler gerceklestirmek: Sadece metin iiretiyor - Giivenilir matematik yapmak: Hesaplama
yerine oriintii eslestiriyor - Ne zaman yanildigini bilmek: Oz farkindahg: yok

Ancak modern yapay zeka iiriinleri bu sinirlamalar1 agmak i¢in araglar ekliyor: - Web
aramasi: ChatGPT giincel bilgi i¢in internette arama yapabiliyor - Kod yiiriitme: Gergek hesap-
lamalar yapmak i¢in Python caligtirabiliyor - Bellek sistemleri: Baz: {iriinler konugmalar arasinda
ayrintilar: hatirliyor - Belge alma: Yiiklenen dosyalarda veya veritabanlarinda arama yapabiliyor

Bu ayrim énemli. ChatGPT sana bugiiniin havasim verdiginde, biiyiik dil modeli havay1 “bilmiyor.”
Aramak icin bir arag¢ kullaniyor, sonra buldugunu bildiriyor. Biiytik dil modeli beyin gibi; araclar ise
ona el, goz ve telefon vermek gibi.

Boliim 4’te, bu yetenekleri RAG (Retrieval-Augmented Generation, Geri Getirme ile Zenginlegtirilmis
Uretim) ve arag entegrasyonu gibi teknikler kullanarak kendin eklemeyi 6greneceksin.

Temel Biiyiik Dil Modeli vs. Uriin
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Biiyiik Dil Modelinin Kendisi

Uriinler Tarafindan Eklenen Araclar

Egitime dayali metin tahmin eder
Oturumlar arasi bellek yok
Giivenilir hesaplama yapamaz
Gergekleri dogrulayamaz

Eylem gercgeklegtiremez

Giincel bilgi i¢in web aramasi
Streklilik i¢in bellek sistemleri
Matematik i¢in kod yorumlayici
Dogruluk igin belge alma
Eylemler icin API entegrasyonlari

( )
Dil Modeli
(Beyin)
' )
Dil Modeli

Metin Girdisi ——— Metin Ciktisi

(bir sonraki kelimeyi tahmin eder)

Bir sonraki kelimeyi tahmin eder
Konusmalar arasi hafiza yok

Gercek zamanli bilgi yok

L Sadece metin isler )

Uriin

(Govde)

[ Web Arama ’ ‘ Kod Yiritme ]

{ Hafiza ’

Gergek zamanli bilgi

Uygulama Arayuzi }

Kalici hafiza
Kod yurutur

Kullanici araytzu

15

ChatGPT, Claude, Gemini...

Sekil 1.7: Biiytik dil modeli metin tahmin eder, tirin araglar, bellek ve arayiiz ekler. Birlikte ChatGPT,

Claude veya Gemini olurlar.

1.4.3 Biiyiik Dil Modelleri Neden “Haliisinasyon Goriir”?

Muhtemelen biiyiik dil modellerinin bazen yamiltici seyler uydurdugunu, yanhs bilgiyi tam bir giivenle

soyledigini duymugsundur. Buna “haliisinasyon” denir.

Neden oluyor? Cunkii biiytik dil modellerinin bir gercekler veritabani yok. Sadece metindeki oriintiilere

sahipler.

“Kayipl Sikistirma” Benzetmesi
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OpenAT’'nin kurucu iiyesi ve Tesla’da eski Yapay Zeka Direktorit Andrej Karpathy, bir biiytk dil
modelini internetin “kayiph sikigtirmasi1” olarak tanimliyor.

Tim interneti alip kiigiik bir dosyaya sikigtirmaya caligtigini hayal et. Her kelimeyi oldugu gibi
tutamazsin, yeterli alan yok. Bunun yerine 6z, ortuntiileri, genel fikirleri tutuyorsun. - Sikigtirma:
Model genel kurallar1 6greniyor (dilbilgisi, muhakeme, diinya hakkinda gergekler). - Kayipli: Tam
ayrintilar: kaybediyor.

Egitim Verisi Yeniden Olusturma

Wikipedia i e ?

Web Siteleri Web Sit ?

(Trilyonlarca kelime) (Bazen bulanik)

Sekil 1.8: Kayiph Sikistirma: Interneti bir modele sikistirmak “bulanik” bir yeniden yapilanma ile
sonuglaniyor.

Ona bir soru sordugunda, o sikigtirilmig bilgiyi aninda “agiyor.” Genellikle bilgiyi dogru sekilde
yeniden inga eder. Ama bazen, sikigtirma “kayipli” oldugu i¢in, yeniden yapilanma biraz sapiyor.
Bosluklar1 kaydettigi ériintiilere dayali olarak makul gérinen seylerle dolduruyor. Iste haliisinasyon
bu: bulanik bir bellekten kaynaklanan bir yeniden yapilanma hatasi.

“T{im modeller yanlistir, ama bazilar1 yararhidir” — George Box, Istatistikci

Box istatistiksel modellerden bahsediyordu ama bu stz biiyiik dil modellerine de mitkemmel gekilde
uyuyor. Bunlar dil modelleri, hem de geligmis olanlari, ama yine de model. Gergegi oldugu gibi
yakalamiyorlar; genellikle gercekle iligkili 6riintiileri yakaliyorlar. Iste bu yiizden yararlilar. Ama
onemli bir seyi dogrulaman gerektiginin nedeni de bu.

1.5 Uygulamalhh Alstirmalar

Yapay zeka hakkinda okumak seni ancak belirli bir yere kadar gotiiriir. Hadi uygulamali olalim.

ChatGPT’ye (veya Claude ya da bagka bir biiyiik dil modeline) erigimin varsa, bu komutlari dene
ve ne oldugunu gozlemle. Yanhg cevap yok, kesfediyorsun.
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1.5.1 Deneyebilecegin Komutlar

1. Basitlestirme

Fotosentezi 5 yagindaki bir gocuga agiklar gibi anlat.

Kelime dagarcigini nasil uyarladigina ve benzetmeleri nasil kullandigina dikkat et.
2. Yaratic1 yazi

Kod hata ayiklama hakkinda bir haiku yaz.

5-7-5 hece yapisina takip ettigine dikkat et.

3. Rol yapma

Sen bir korsan kaptanisin. Bilegik faizin nasil galigtigini agikla.
Karmasik bir konuyu ag¢iklarken kigiligi nasil strdirdigind gor.

4. Muhakeme

5 makinenin 5 widget yapmak ig¢in 5 dakikaya ihtiyaci varsa, 100 makinenin 100 widget yapmak ig¢in ne
Bu klasik bir hile sorusu. Biiyik dil modeli dogru bulabiliyor mu?

5. Arag kullanim testi

Diin hangi ¢nemli haber olaylari gergeklegti?

Biiyiik dil modelinin web aramast varsa, gincel bilgi aramasing izle. Yoksa reddetmeli veya bilmedigini
kabul etmeli. Bu, temel model ile eklenen araglar arasindaki farky gosteriyor.

6. Oz farkindalik
Yapamadigin geyler neler? Sinirlamalarin hakkinda diirist ol.

Kendi kisitlamalaring nasil tanimladigina bak.

1.5.2 Alistirmalar
Algtirma 1: Bir Hata Bul

Biiyiik dil modeline iyi bildigin bir konu hakkinda sor. Yanls yaptig: bir sey bulabilir misin? Ince
bir hata veya tam bir uydurma olabilir. Bu teknolojiyi elegtirmek icin degil. Yapay zekaya ne zaman
giivenecegin ve ne zaman dogrulayacagin konusunda sezgini gelistirmek icin.

Alstirma 2: Varyasyon

Aym soruyu {i¢ ayr1 konusmada ti¢ kez sor. Yanitlar ne kadar farkli? Bu, biiyiik dil modellerinin
olasiliksal oldugunu anlamana yardimeci olur: sabit cevaplar vermezler.

Alstirma 3: Sinirlar1 Zorla

Biiyiik dil modelinin zorlandig1 gorevleri bulmaya ¢alg: - Karmagik ¢ok adimh matematik (miimkiinse
kod yiirtitme olmadan dene) - Cok belirsiz veya 6zel konular - Kesin gergeksel dogruluk gerektiren
gorevler - Oriintii eslestirmeyi tuzaga diisiirmek icin tasarlanmis mantik bulmacalar:
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Bulduklarini belgele. Nerede basarili? Nerede basarisiz? Uriinde web aramasi veya kod yiiriitme gibi
araglar varsa, farki gérmek icin ayni gorevleri bu araglarla ve aragsiz dene.

“Bana sdyle, unuturum. Bana 6gret, hatirlarim. Beni dahil et, 6grenirim.” — Benjamin
Franklin

1.6 Neden Bir Tane Ingsa Etmeyi Ogrenmeli?

Merak edebilirsin: ChatGPT zaten varsa, neden bir biiyiik dil modeli insa etmeyi 6grenelim?

Hakl bir soru. Ama sunu diisiin: tamirciler arabalar: stirticiilerden daha iyi anlar. Aerodinamigi
anlayan pilotlar acil durumlarda daha iyi kararlar verir. Gida kimyasin anlayan gefler sadece tarifleri
takip edenlerden daha iyi yemekler yaratir.

I¢ yapiy1 anlamak, bir teknolojiyle nasil etkilesime girdigini degistirir. Iste yapay zeka icin neden
onemli:

1.6.1 Gizemden Arindirma

Su anda yapay zeka sana muhtemelen sihir gibi geliyor. Bu kitabin sonunda Oyle gelmeyecek. Her
bilegeni, her matematiksel iglemi, her egitim adimini1 anlayacaksin.

Bu 6nemli ¢iinkii sihir korku ve abartiy1 davet eder. Anlayis ise iyi yargiy:.

Bir toplantida oldugunu ve birinin bir proje icin yapay zeka kullanmay1 6énerdigini hayal et. Diger
herkes bagini salliyor, uygulanabilir mi yoksa abarti m1 emin degil. Ama sen biliyorsun. Biyiik dil
modellerinin gergekte neler yapip yapamayacagini, nerede bagarili olup nerede bagarisiz olduklarini
anliyorsun. Teknolojinin gergekte nasil ¢alistigina dayali gercekei bir degerlendirmeyle konusuyorsun.

Iste yapay zekay1 kullanmak ile anlamak arasmdaki fark bu.

1.6.2 Kariyer Avantaji

Is piyasasi hizla degisiyor. Yapay zeka becerileri sektérler aras: talep goriiyor: - Makine égrenmesi
sistemlerini anlayan yazilim miihendisleri - Yapay zeka ekipleriyle ¢aligabilen iirtin yoneticileri
- Yapay zeka yeteneklerini ve sinirlamalarini anlayan tasarimcilar - Teknolojiyi ileri gotiirebilen
aragtirmacilar - Yapay zeka destekli tiriinler insa eden girigsimciler

Fayda saglamak i¢in makine 6grenmesi aragtirmacisi olmana gerek yok. Biiyiik dil modellerinin nasil
caligtigini anlamak seni neredeyse her teknik rolde daha etkili kiliyor.

Ama is unvanlariin otesinde de bir gsey var: doniigtiiriicii bir teknolojiyi erken anlayan insanlar
zamanla birikimli bir avantaj kazanir. 1995’te interneti anlayanlar endiistrileri yeniden sekillendiren
sirketler kurdular. Yapay zekay: simdi anlayanlar benzer bir konumda.

1.6.3 Ogzellestirme

Raftan hazir biiyiik dil modelleri genel amagli. Ama belirli bir gseye ihtiyacin olabilir: - Sirketinin
belgelerinde ince ayar yapilmig bir model - Telefonda ¢aligan daha kiiciik bir model - Belirli bir alan
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igin 6zel bir asistan - Sinirh egitim verisine sahip bir dil veya alanda ¢aligan bir sistem

Temelleri anlamak, bagka birinin ihtiyacin olani inga etmesini beklemek yerine, modelleri ihtiyaglarina
gore Ozellestirmene, ince ayar yapmana ve uyarlamana olanak tanir.

1.6.4 Insa Ederek Anlama

Seylerin nasil ¢aligtigin1 anlamak konusunda derin bir tatmin var. ChatGPT’ye bir soru sordugunda
ve akillica yanit verdiginde, perde arkasinda tam olarak ne oldugunu bileceksin. Gizem mekanige
dontigiir.

Kendi modelini egittiginde ve ilk kez tutarli metin {irettigini izlediginde (yarattigina yardim ettigin
matematiksel oriintiilerden gelen metin) gergekten heyecan verici bir an. Bu, bir sihirbazlik numarasi
izlemekle nasil yapildigini bilmek arasindaki fark gibi.

Efsanevi fizik¢i Richard Feynman, kara tahtasinda bir not tutuyordu: “Yaratamazsam, anlamam.”

Bu felsefe bugiin Karpathy tarafindan savunuluyor; ¢aligmalar: binlerce mithendise (bu kitabin
yazari olan ben dahil) ilham verdi. Onun “Sifirdan Kahramana” serisi, sinir aglarimi temelden
anlamak i¢in altin standarttir. Kendi biiyiik dil modelini inga ederek bu gelenegi takip ediyorsun:
gizemi ustaliga doniigtiiriiyorsun.

Daha Derine Girin: Bu kitapla birlikte ham kod uygulamasini gormek istersen, Andrej
Karpathy'nin YouTube serisi “Neural Networks: Zero to Hero”yu siddetle tavsiye ederim.
Bu kitap, o derslerin miitkemmel arkadas: olacak sekilde tasarlandi; kavramlar: genisletiyor,
daha fazla baglam ekliyor ve seni iiretime hazir bir sistem inga etmenin pratiklerinde
yonlendiriyor.

1.7 Kontrol Noktas1 Aligtirmasi

Stiire: 15-20 dakika
Talimatlar: Gegen hafta iginde etkilegime girdigin 5 yapay zeka sistemini belirle. Her biri igin:

1. Sistem/iiriini adlandir

2. Ne yapiyor?

3. Yapay zeka aile agacinda nereye oturuyor (Al - ML - DL - LLM)?
4. Hangi ortintiileri taniyor?

Basglamana yardimci olacak ornekler:

Sistem Ne yapiyor Kategori Taninan oriintiiler

Gmail spam E-postalar: siralar ML Spam vs. mesru e-posta Ortintiileri
filtresi

Netflix Diziler 6neriyor ML Izleme tercihleri ve benzer

onerileri kullanicilar

Siri/Alexa Sesli asistan DL (Klasik) / Konugma oriintiileri, metinden niyet

LLM (Modern)
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Sistem Ne yapiyor Kategori Taninan oriintiiler
Telefonda Sonraki kelimeyi ML/DL Baglamdaki kelime dizileri
otomatik tahmin eder

tamamlama

Simdi kendin 5 tane bul!

1.8 Temel Cikarimlar

Ogrendiklerin:

1. Yapay zeka biiyiik 6lgekte ortintii tanimadir: istatistik + veri 4+ hesaplama giicii

2. Makine 6grenmesi sistemleri geri bildirime dayali parametreleri ayarlayarak 6grenir

3. Biiyiik dil modelleri hiyerarsiye oturur: AI — ML — Derin Ogrenme — LLM

4. Biiyiik dil modelleri yazabilir, kodlayabilir, ¢evirebilir ve muhakeme edebilir, ancak kendi
baglarina gercek zamanlh bilgiye erigemez veya giivenilir hesaplama yapamaz

5. Haliisinasyon, biiyiik dil modellerinin egitim verisinin “kayiph sikigtirmasi” oldugu i¢in gercek-
legir

6. Modern yapay zeka tirtinleri temel biiyiik dil modeli etrafina araglar ekler (web aramasi, kod
yiiriitme)

Temel kavramlar:

o Oriintii tanima: Insanlarin manuel olarak kodlamak icin ¢ok karmasik olan verideki ériintiileri
bulma

o Parametreler/Agirliklar: Egitim sirasinda ayarlanan sayilar (GPT-3’tin 175 milyar var)

¢ Beliren yetenek: Basit egitim hedeflerinden ortaya ¢ikan karmagik yetenekler

o Haliisinasyon: Devasa bilgiyi oriintiilere sikistirmaktan kaynaklanan yeniden yapilanma
hatalari

« Temel Biiyiik Dil Modeli vs Uriin: Model metin tahmin eder, araclar ona gercek diinya
yetenekleri verir

Yapay zeka hiyerarsisi:

Yapay Zeka (en genis)
Makine Ogrenmesi (veriden &grenir)
Derin Ogrenme (gok katmanli sinir aglari)
Biyiikk Dil Modelleri (sonraki kelimeyi tahmin eder)

i inceleme Sorusu Cevaplar

Bu inceleme sorularinin tiim cevaplari Ek D’de mevcuttur.
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1.9 Inceleme Sorulari

. Yapay zekanin en basit tanimi nedir?

. Makine Ogrenmesi geleneksel programlamadan nasil farklidir?

. Blyiik dil modelleri yapay zeka aile agacinda nereye oturur?

. Biiytik dil modellerinin iyi oldugu ii¢ seyi ve iyi yapamadig: ii¢ seyi adlandirin.

. Biiyiik dil modellerinde haliisinasyon neden gercgeklesir?

SOt s W N

. Bir yapay zeka aragtirmacisi olmay1 planlamasan bile, biiyiik dil modellerinin nasil ¢aligtigini
anlamak neden degerli olabilir?

1.10 Sirada Ne Var

Artik yapay zekanin ne oldugunu ve olmadigini anliyorsun. Biiyiik dil modellerinin manzarada nereye
oturdugunu ve onlar1 6zel yapan seyi biliyorsun.

Ama tst diizeyde konuguyorduk. Bir bilgisayar metinle gercekte nasil cahgir? Sadece sayilari anlar.
Kelimelerden anlami yakalayan bir sekilde sayilara nasil gideriz?

Iste Boliim 2: Bilgisayarlar Kelimeleri Nasil “Anlar”. Metin nasil matematige doniisiir, her seyin
iizerine inga edildigi temeli kesfedecegiz.



Bolum 2

Bilgisayarlar Kelimeleri Nasil
“Anlar”?

“Dilimin smirlari, diinyamin sinirlar: anlamina gelir” — Ludwig Wittgenstein, Filozof

Neler Ogreneceksin - Kelimeleri temsil etmek icin basit yaklagimlarin (ASCII gibi) neden ise
yaramadigini - Kelimelerin matematiksel bir uzayda konumlar olarak nasil temsil edilebildigini -
Gomme (embedding) kavramimin ne oldugunu ve neden bu kadar giiclii oldugunu - “Kral - adam
+ kadin = kralice” denkleminin neden gergekten ise yaradigini - Makinelerin kelime anlamlarini
baglamdan nasil 6grendigini

Temel Terimler

Gomme (Embedding): Bir kelimenin anlamim yakalayan sayilardan olusan vektor gosterimi
Terimler sozliigiine bak

Vektor (Vector): Uzayda bir konumu temsil eden sayilar listesi

Boyut (Dimension): Gomme uzaymdaki bir eksen; daha fazla boyut daha niiansh temsillere
olanak tamir Terimler sozliigiine bak

Kelime Uzayr (Word Space): Kelime gommelerinin bulundugu matematiksel uzay; mesafeler
anlamsal farklilhiklara karsilik gelir

Dagilvmsal Hipotez (Distributional Hypothesis): Benzer baglamlarda goriinen kelimelerin benzer
anlamlara sahip oldugu fikri

Anlamsal Benzerlik (Semantic Similarity): Tki kelimenin anlam olarak ne kadar iligkili oldugu;
gbébmme uzayinda mesafe olarak Olciilebilir

Kosiniis Benzerligi (Cosine Similarity): 1ki vektoriin ne kadar benzer oldugunu dlgmek igin
kullanilan standart yontem; -1 ile 1 arasinda deger alir Terimler sozliigiine bak

Word2Vec: 2013 yilinda gelistirilen ve metinden kelime gémmelerini 6grenmek i¢in kullanilan
temel bir sistem

Oz-Denetimli Ogrenme (Self-Supervised Learning): Ogrenme sinyalinin insan etiketlerinden
degil, verinin kendisinden geldigi egitim yaklagimi

22
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Kontrol Noktasi
Bu boliimiin sonunda sunlar: anlayacaksin:

Kelimelerin anlami yakalayan sayilara nasil doniigtigini

Gommelerin neden yiizlerce boyut kullandigin

Baglamin makinelere anlamsal iligkileri nasil 6grettigini

Gommeleri pratikte nasil gorebilecegini

Gommeleri baglamsal anlayiga dontigtiirmek igin neden dikkate (attention) ihtiya¢ duyuldugunu

G D =

Bolium 1’de, BDM’lerin (Biiyiik Dil Modelleri) bir sonraki kelimeyi tahmin ettigini belirtmigtik. Ama
bu hemen akla bir soru getiriyor: bilgisayarlar yalnizca sayilar: anlar. “Kedi” veya “demokrasi” veya
“giizel” kelimelerini okuyamazlar, yalnizca 0’lar ve 1’lerle iglem yapabilirler.

Peki kelimelerden sayilara, anlam: da koruyarak nasil gecebiliriz?

Bu boliim tam da bu soruya yanit veriyor. Coziim, yapay zekanin en zarif fikirlerinden biri. Ve bunu
anlamak, bundan sonraki her gey i¢in temel olusturuyor.

2.1 Bilgisayarin Ikilemi
Yalnizca sayilarla konugan bir arkadagina bir geyler 6gretmeye caligtigini hayal et. “Kedi” kavramini
aciklamak istiyorsun. Bunu nasil yaparsin?

Ik icgiidiin harfleri sayilara doniigtiirmek olabilir. Sonucta bilgisayarlar metni bu sekilde sakliyor.

2.1.1 ASCII Yaklagimi (Ve Neden Bagarisiz Olur)

Klavyendeki her karakterin bir sayisi var. ‘k’ harfi 107, ‘¢’ 101, ‘d’ 100, ‘i’ 105. Yani “kedi” kelimesi
[107, 101, 100, 105] oluyor.

Sorun ¢6ziildii mi? Hayir, hi¢ de degil.
Suna bir bak: - “kedi” = [107, 101, 100, 105] - “kent” = [107, 101, 110, 116]

Bu sayilar neredeyse ayni (sadece son iki pozisyonda kiigiik farklar var). Oysa bir kedi ile bir kent
arasinda hicbir ortak nokta yok. Biri canli bir hayvan, digeri bir yerlesim yeri.

Bir de suna bak: - “kedi” = [107, 101, 100, 105] - “yavru kedi” = [121, 97, 118, 114, 117, 32, 107,
101, 100, 105] - “kedicik” = [107, 101, 100, 105, 99, 105, 107]

Bu sayilar tamamen farkli gériiniiyor, oysa ii¢ kelime de aslinda aym yaratig: ifade ediyor.

ASCII kodlar1 yazeme yakalar, anlam: degil. Ustelik yazim keyfi bir sey: “kedi”nin k-e-d-i olarak
yazilmasi i¢in 6zel bir neden yok, bagka bir sey de olabilirdi.
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2.1.2 Kelime Kimligi Yaklagimi (Ve Neden O da Basarisiz Olur)

Tamam, harfleri unutalim. Peki ya her kelimeye benzersiz bir kimlik (ID) atasak?

e kedi =1

e kopek = 2
e balik =3
o kedigil =4

e yavru kedi = 5
¢ otomobil = 6

Simdi “kedi” ve “kent” farkli sayilara sahip. Ama yeni bir sorun yarattik: bu sayilarin birbirleriyle
higbir iligkisi yok.
Bu sistemde “kedi” (1) ile “yavru kedi” (5) arasindaki uzaklik, “kedi” (1) ile “otomobil” (6) arasindaki

uzaklik kadar. Sayilar, kedilerin ve yavru kedilerin benzer oldugunu, kedilerle otomobillerin benzer
olmadigimi1 yakalamiyor.

Bu kimliklerle matematik yapabiliriz: kedi + képek = 3. Ama bu baliga esit, ki matematiksel bir
sagmalik. Bu da kimliklerin iligkileri ne kadar kot yakaladigini gosteriyor.

2.1.3 Gercekte Neye Ihtiyacimiz Var

Ashinda ihtiyacimiz olan gey su: kelimeleri sayilara 6yle dontigtiirmeli ki:

1. Benzer kelimeler benzer sayilar alsin
2. Iligkisiz kelimeler farkh sayilar alsin
3. Kelimeler arasindaki iligkiler korunsun

Bunun miimkiin oldugu ortaya ¢ikti. Ama sayilar1 biraz farklh diigiinmemiz gerekiyor.

2.2 Konum Olarak Kelimeler

Iste kilit icgorii: her kelimeye tek bir say1 vermek yerine, her kelimeye bir konum verelim.

Bir gehir haritasin1 diigiin. Haritada her konumun koordinatlari var: bir X konumu ve bir Y konumu.
Birbirine yakin iki restoran benzer koordinatlara sahip. Sehrin karg: taraflarinda bulunan bir restoran
ve bir park ise ¢ok farkl koordinatlara sahip.

Peki ya kelimeler i¢in de ayni seyi yapsak?

2.2.1 Kelime Uzay1

Iki boyutlu bir uzay hayal et, milimetrik kagit gibi. Simdi kelimeleri anlamlarma gére bu kagidin
iizerine yerlestirdigini diigiin:

Bu gorsellestirmede:
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Anlamsal Ozellik Uzayi

G 10- BN Erkek
P .
dede I Notr
9- . B Kadin
g -
adam yetiskin kadin
7 ) o
6-
@ 5
£
4-
3-
oglan gocuk kiz
2 [ ) o ®
1- @ bebek
O
g 0
G}
0 1 2 3 4 5 6 7 8 9 10
Erkek Cinsiyet Kadin

Sekil 2.1: Kelimelerin 2 boyutlu anlamsal uzayda cizilmesi, konumun anlami yansittig1 yer. Benzer
kelimeler bir araya kiimelenir.
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o Cinsiyet Ekseni (X ekseni): Kelimeler erkekten (sol) kadina (sag) dogru kayiyor. “Adam”
ve “kadin”in bu eksende birbirinden uzak olduguna, ama benzer yiiksekliklerde olduguna
dikkat et.

¢ Yas Ekseni (Y ekseni): Kelimeler gencten (alt) yaghya (tist) dogru kayiyor. “Cocuk” altta,

“adam” ortada, “biiyiikbaba” iistte.

¢ Kiimelenme: Benzer anlamsal ozelliklere sahip kelimeler benzer konumlarda yer aliyor.

“Cocuk” ve “kiz” aym yiikseklikte (ayn1 yag) ama cinsiyet ekseninin kargi taraflarinda. “Adam’

ve “kadin” da ayni kalibi paylagiyor: ayni yasg, farkl cinsiyet.

)

(Not: Bu basitlestirilmis gorsellestirmede, kelimeleri Cinsiyet ve Yas gibi yorumlanabilir boyutlara
esledik. Gergek gommeler ise egitim verisinden otomatik olarak ortaya ¢ikan yizlerce boyut kullanar.
Bu boyutlar nadiren net insan kavramlarina karsilik gelir; matematiksel olarak yararl ama genellikle

adlandirilamayan istatistiksel kaliplart yakalariar.)

Bir kelimenin konumu anlami hakkinda bilgi tagir. Benzer anlamlar benzer konumlara yol agar.

2.2.2 Koordinatlar Anlami Yakalar
2 boyutlu bir uzayda her kelimenin iki sayis1 var (X ve Y koordinatlari):

e “gocuk” [1.0, 2.0] konumunda olabilir (Cinsiyet=1, Yag=2)
o “adam” [1.0, 7.0] konumunda olabilir (Cinsiyet=1, Yag=7)
e “kadin” [9.0, 7.0] konumunda olabilir (Cinsiyet=9, Yas=7)

1 Matematik Notu: Vektor Nedir?

Vektor, uzayda bir konumu temsil eden sayilar listesinden bagka bir sey degil. [1.0, 2.0]
listesi 2 boyutlu bir vektér. Matematik detaylar: i¢in endigelenme; vektorleri daha derinlemesine

anlamak istersen Ek C.1’e bakabilirsin (Matematik Tazeleme: Skalerler, Vektorler ve Matrisler).

Kilit icgorii su: bu uzayda iki kelime ne kadar yakinsa, anlamlari o kadar benzer.

Bunu matematiksel olarak 6lgebiliriz. Bu 2 boyutlu 1zgarada “gocuk”, “kadin”a (yaklagik 9.4 mesafe)

gore “adam”a (mesafe 5) daha yakin.

Gergek yiiksek boyutlu gommelerde standart yaklagim, vektorler arasindaki agiyr 6lgen kosiniis

benzerligini kullanmak. Benzer yonleri gosteren iki kelime benzer demek.

i Matematik Notu: Kosiniis Benzerligi Nasil Caligir?

Kosiniis benzerligi, iki vektoriin ne kadar benzer oldugunu, mutlak mesafelerine degil
aralarindaki agiya bakarak Olcer. Bu 6zellik, onu kelime anlamlarini kargilagtirmak igin ideal
kiliyor. Gergek hesaplamay1 gormek istersen Ek C.4’e bakabilirsin (Matematik Tazeleme: I¢
Carpimlar ve Benzerlik).

Artik anlam iligkilerini yakalayan sayilarimiz var.
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2.2.3 Ancak ki Boyut Yeterli Degil

Elbette iki boyut dilin tiim niianslarim yakalayamaz. Su kelimeleri diigtin:

o ‘“kral” ve “kralice” (ikisi de kraliyet)
o “kral” ve “adam” (ikisi de erkek)
e ‘“kral” ve “bagkan” (ikisi de lider)

Bir kral, bir yonden kraligeye (kraliyet), bagka bir yonden adama (cinsiyet), yine bagka bir yonden
bagkana (liderlik) benzer. Tim bu farkli benzerlik tirlerini yakalamak igin daha fazla boyuta
ihtiyacimiz var.

Peki ya yiizlerce boyutumuz olsaydi? Ya da binlerce?

2.2.4 Daha Yiiksek Boyutlar: Gorsellestirme

768 boyutu hayal etmek zor, ama 3 boyutu gérsellestirmeyi deneyebiliriz. Ugiincii bir eksen (Kraliyet)
ekleyerek kelimeler arasindaki bagka bir iligki tiirtinii yakalayabiliriz.

(Not: Bu 8 boyutlu diyagramda rengi yukaridaki 2 boyutlu diyagramdan farkl kullanwyoruz. Burada
renk cinsiyeti degil, kraliyet seviyesini kodluyor.)

Bu 3 boyutlu gorsellegtirmede, renk gradyaninin iigiincii boyutu nasil kodladigina dikkat et: mavi
disiik kraliyeti (¢ocuk, kiz, adam, kadin gibi siradan insanlar), turuncu ise yiiksek kraliyeti (kral,
kralice, prens, prenses) gosteriyor. Uzaysal kiimelenme iligkileri gériintir kiliyor: prensin krala
cocuktan daha yakin oldugunu, prensesin de kraliceye kizdan daha yakin oldugunu gorebilirsin. Ve
bu sadece ii¢ boyutla. 768 boyutu gorsellegtiremezsin, ama matematik ayni sekilde caligiyor: benzer
anlamlara sahip kelimeler bu yiiksek boyutlu uzayda birbirine komsu oluyor.

2.3 Gommelerin Biiyiisii

Modern yapay zekanin tam olarak yaptigi sey bu. Iki boyut yerine, kelimeler yiizlerce veya binlerce
boyutlu uzaylarda temsil ediliyor.

Bu temsil (bir kelimenin yiiksek boyutlu uzaydaki konumunu kodlayan sayilar listesi) gdmme olarak
adlandiriliyor.

2.3.1 Bir Gomme Nasil Goriiniir

Iste gercek bir gommenin nasil goriinebilecegi (basitlestirilmis):

"kral" = [0.82, 0.31, 0.91, -0.24, 0.55, 0.12, ...] (toplam 768 say1)
"kralige" = [0.79, 0.33, 0.88, -0.19, 0.52, 0.15, ...] (benzer!)
"muz" = [-0.51, 0.89, 0.11, 0.63, -0.22, 0.77, ...] (gok farkli!)

“Kral” ve “kralice”nin her pozisyonda benzer sayilara sahip olduguna, “muz’un ise tamamen farkh
sayilara sahip olduguna dikkat et. Bunun nedeni krallarin ve kralicelerin anlamsal olarak iligkili
olmasi, muzun ise ikisiyle de iligkisiz olmasi.
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Anlamsal Ozellik Uzay

Soylu

kral
@prrens
kralice

(prenses

Soyluluk

‘oglan

Halk

Geng
Yasli

Sekil 2.2: Uciincii bir boyut (Kraliyet) eklemek, daha fazla anlamsal iligkiyi yakalamaya olanak tanir.
Kral ve kralige yiiksek kraliyet paylagirken, cocuk ve kiz siradan insanlar olarak kalir.

28
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Biliyor muydun? Cok Dilli Sihir

Cok dilli BDM’ler dikkat cekici bir sey kesfediyor: “dog” (Ingilizce) ve “hund” (Almanca) gibi
kelimeler, kimse modele bunlarin iligkili oldugunu séylemeden gémme uzayinda komgu oluyor. Nasil
mi1? Egitim sirasinda bu kelimeler benzer baglamlarda goriintiyor (kedi kovalar, dért ayag vardir,
havlar), bu yilizden model bunlarin ayni kavrama atifta bulundugunu 6greniyor. Yani bir BDM
Ingilizce’de kopekler hakkinda bir gercek 6grendiginde, bunu Almanca’da da otomatik olarak “biliyor”.
Gomme uzay1 dile gore degil, anlama gore diizenleniyor.

2.3.2 Daha Fazla Boyut Neden Yardimci Olur

Bir insan1 tanimlamak gibi diigiin:

e 1 boyut (boy): Uzun insanlar kisalardan ayirt edebilirsin.

e 2 boyut (boy + kilo): Artik uzun-inceden uzun-kiloluyu ayirt edebilirsin.
« 5 boyut (yas, sag rengi, goz rengi ekle): Cok daha spesifik olur.

e 100 boyut: Goriintimdeki ince farklar1 tanimlayabilirsin.

Bengzer gekilde:

o Kelimeler igin 2 boyut: Kaba gruplamalar (hayvanlar vs. nesneler)

e 100 boyut: Memelileri siirlingenlerden, evcil hayvanlar: yabani hayvanlardan ayirabilir

e 768 boyut: “Gezinti’nin keyifli bir yiiriiyiig, “yiiriiyiis”in ise kararli bir hareket oldugu gibi
ince niianslar1 yakalayabilir

Modern BDM’ler 768 (daha kii¢iik modeller) ile 12.288 veya daha fazlasi (biiyiik modeller) arasinda
degigsen gomme boyutlar: kullaniyor. 768 sayis1 yaygin bir standart ¢linkii etkili BERT-base ve GPT-2
kii¢iik modellerinde kullanilan boyuttu. Her boyut anlamin bir yoniinii yakaliyor, ama (6nemli olarak)
hicbir tekil boyutun “boyut” veya “canlilik” gibi net bir insan yorumu yok. Boyutlar egitimden
ortaya cikiyor ve anlami dagitik, karmagik sekillerde kodluyor.

2.3.3 Neden “Gomme”?

Terim matematige dayaniyor. Matematikte “gémme”, 6nemli yapiy1 korurken nesneleri bir uzaydan
digerine eglemek demek. Biz de ayrik sembolleri (“kedi” ve “kent”in dogal bir iligkisi olmadig:
kelimeleri) alip siirekli bir uzaya (konumlarmm anlami kodladig: yere) gémiiyoruz.

Kelimeler bu matematiksel uzaya géomiildiikten sonra mesafeleri 6lgebilir, komgular1 bulabilir ve
aritmetik yapabiliriz. Dil iglemeyi matematiksel yapan, dolayisiyla bilgisayarlarin yapabilecegi bir
sey haline getiren tam da bu.
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2.4 Unlii Denklem

2013 yilinda Google’daki aragtirmacilar beklenmedik bir kesif yapti. Kelime gébmmeleri olugturmak
i¢in bir sistem egittiklerinde dikkat cekici bir sey ortaya c¢ikti.

Kelimelerle aritmetik yapabiliyorlardi.

2.4.1 Kral - Adam + Kadin = ?

“Kral” i¢in gbmmeyi al. “Adam” i¢in gommeyi ¢ikar. “Kadin” i¢in gommeyi ekle. Ne elde edersin?
Sonug uzayda bir nokta ve bu noktaya en yakin kelime dagarcig: kelimesi... “kralige”.
en_yakin_kelime( gémme("kral") - goémme("adam") + gémme("kadin") ) = "kralige"

Hesaplanan vektor tam olarak kralicenin gémmesine esit degil, ama kralice kelime dagarciginda o
konuma en yakin kelime.

Sekil 2.3 bu iligkiyi geometrik olarak gosteriyor. Mor oklarin (adam—>kadin ve kral->kralige’nin
“cinsiyet yonii”) nasil paralel olduguna dikkat et. “Adam” “kadin”a degigtiren ayni doniigtim, “kral™
da “kralice”ye doniigtiiriiyor.

— "cinsiyet yonu" Basitlestirilmis 2D projeksiyon
== aritmetik: kral + yon

@ basla aym yon!
—> .0, kralice
kral e ® €
@ yon ekle ® kelime dagarcigindaki
hesaplanan sonuc €N yakin kelime
[ J [ J
adam cinsiyet yonu kadin

kral — adam + kadin = kralice
Sekil 2.3: Gomme uzayinda vektor aritmetigi: “kral”’dan (mavi nokta) baglayarak, adam—>kadin1

doniigtiiren ayni yoni uygulamak (mor ok), hesaplanmig bir sonug (turuncu daire) iiretir. O noktaya
en yakin kelime dagarcig kelimesi “kralige”dir (yesil nokta).

Bunun ne anlama geldigini diigiin. Sistem, kimse sdylemeden sunu 6grenmis: - “Kral” ile “adam”
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arasindaki iligki (erkek kraliyet ile erkek) - “Kralige” ile “kadin” arasindaki iligkiyle aynm1 (kadin
kraliyet ile kadin)

Bunu kimse programlamadi. Gémmeler dilin temel yapisine yakalamas.

2.4.2 Daha Fazla Ornek

Bu birgok iligki i¢in galigiyor (ama mitkemmel degil; bu “benzetme gorevleri’ndeki dogruluk genellikle
%40-70 civarinda, %100 degil):

Baskentler: - Paris - Fransa + Italya ~ Roma - Tokyo - Japonya + Almanya ~ Berlin
Fiil zamanlar:: - yiiriiyor - yirtimek + ylizmek =& yiiziiyor - kogtu - kogmak 4+ ugmak = uctu

Karsilagtirmalar: - daha biiyiik - biiyiik + kii¢iik &~ daha kiiciik - en hizli - hizhh 4+ yavag ~ en
yavag

iligkiler: - erkek kardes - adam + kadin ~ kiz kardes - amca - adam + kadin ~ teyze

2.4.3 Bu Ne Ortaya Koyuyor

Bu kelime aritmetigi derin bir seyi ortaya koyuyor: gommeler sadece benzer kelimeleri bir araya
getirmiyor. Kelimeleri, iliskilerin tutarli olacag: sekilde diizenliyorlar.

Gomme uzayinda adamdan kadina dogru “yon”, kraldan kraliceye, erkek kardegten kiz kardese,
amcadan teyzeye dogru yonle kabaca ayni. Gémmeler cinsiyet doniigiimiiniin soyut bir kavramini
ogrenmis.

Benzer gekilde, seni Fransa’dan Paris’e, Japonya’dan Tokyo’ya, Almanya’dan Berlin’e gétiiren bir
“bagkenti” yonii var.

2.4.4 Onemli Uyarilar

Bu her zaman miikemmel ¢aligmiyor. Bazen en yakin kelime tam olarak dogru degil. Bazen egitim
verisindeki Onyargilar sorunlu kaliplar yaratiyor. Aritmetik yaklagik, kesin degil.

Ama bunun herhangi bir gekilde ¢aligmasi (kelimelerle anlamli aritmetik yapabilmen), gdmmelerin dil
yapist hakkinda gercek bir geyi yakaladigini gésteriyor. Bunlar rastgele sayilar degil; anlam haritasi.

1 Baglant:: Kayipl Sikistirma

Boliim 1’deki “kayiph sikigtirma” benzetmesini hatirliyor musun? Gémmeler o sikigtirmanin
ilk katmani, insan dilinin sonsuz karmagikligini alip sabit boyutlu vektorlere sikigtiriyor. Tiim
model daha sonra bu sikigtirmay: dikkat ve ileri beslemeli katmanlar araciligiyla stirdiiriiyor.
Tipk: sikigtirilmig bir goriintiiniin bazi detaylar: kaybetmesi gibi, model kesin gercekleri degil
kaliplar1 yakaliyor. Bu nedenle BDM’ler hi¢ tam olarak gérmedikleri kavramlar hakkinda akil
yiiriitebiliyor, ama ayni zamanda bazen “haliisinasyon” olarak adlandirilan makul goriinen
ancak yanlig bilgiler de iiretebiliyor.
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2.5 Gommeler Nasil Ogrenilir?
Bu sihirli sayilar nereden geliyor? Bir sistem, “kral” ve “kralice”nin birbirine yakin, “kral” ve
“muz”un uzak olmasi gerektigini nasil 6greniyor?

Cevap giizel bir gekilde basit: baglam.

2.5.1 Bir Kelimeyi Arkadaslarindan Tanirsin

Dilbilimci J.R. Firth’iin bu s6zii temel bir i¢gdriiyli yakaliyor: benzer baglamlarda goriinen kelimeler
benzer anlamlara sahip olma egiliminde.

“

Su ciimleleri diigiin: -
kiirkiinii oksadi.”

paspasin iizerinde oturdu.” - fareyi kovalad1” - « nin

Bosluklara hangi kelimeler uyar? Kedi, kopek, yavru kedi, képek yavrusu. Bu kelimeler benzer
baglamlarda goriiniiyor, demek ki iligkili anlamlara sahipler.

Simdi gunlar1 diigiin:

o ¢ 'ya para yatirdim.”
o ¢ kredimi onaylad1.”
o ¢ ‘da gige gorevlisi olarak caligiyor.”

Cevap “banka” (finans kurumu). Kedi ciimlelerinden farkli baglamlar, farkli anlam kiimesi.

2.5.2 Tahmin Etmekten Ogrenme
Gomme sistemleri gercekte goyle 6greniyor. Temel fikir (Word2Vec tarafindan 2013’te énciiliik edildi):

1. Biiyiik miktarda metin al (internetten, kitaplardan vb. milyarlarca kelime)

2. Bir tahmin gorevi olustur: Bir boglugun etrafindaki kelimeler verildiginde, eksik kelimeyi
tahmin et

3. Gommeleri ayarla oyle ki benzer baglamlardaki kelimeler benzer konumlar alsin

M«

Ornegin “ paspasin tizerinde oturdu” verildiginde sistem “paspas”; “zemin”, “kanepe” vb.nin
muhtemel oldugunu tahmin etmeli. “Banka onaylad1” verildiginde ise “kredi”, “ipotek”,
“bagvuru” tahmin etmeli.

Milyarlarca tahmin sayesinde sistem sunlari 6greniyor:

o “Kedi” ve “kopek” benzer baglamlarda goriiniiyor —> benzer gémmeler aliyorlar

o Cegitli baglamlarda goriinen kelimeler (hem “nehir” hem de “para” yakininda “banka” gibi)
uzlagmaci géommelerle sonuglaniyor, bu birazdan ele alacagimiz bir sinirlama

o “Kral” kraliyet, liderlik, erkek hiikiimdarlar hakkinda baglamlarda goériiniiyor —> gémmesi
tiim bunlar1 kodluyor

2.5.3 Oz-Denetimin Giizelligi

Dikkat cekici olan gey, bunun insan etiketlemesi gerektirmemesi. Sistemin “kedi” ve “yavru kedi”nin
iligkili oldugunu kimsenin séylemesi gerekmedi. Sistem bunu yalnizca baglamdan anladi.



BOLUM 2. BILGISAYARLAR KELIMELERI NASIL “ANLAR”? 33

Buna 6z-denetimli 6grenme deniyor: egitim sinyali insan aciklamalarindan degil, verinin yapisinin
kendisinden geliyor. Milyarlarca kelime iizerinde egitim yapabilmemizin nedeni de bu, ¢iinkii bu
kadar veriyi elle etiketlemek imkansiz olurdu.

2.5.4 Statik ve Baglamsal Gommeler

Agiklamamiz gereken 6nemli bir ayrim var. Word2Vec, her kelimeye baglamdan bagimsiz olarak
tek bir sabit gdmme veriyor. “Banka” kelimesi, “nehir kiyisi”’nda mi1 yoksa “banka hesabi”nda mi
goriindigune bakmaksizin ayni1 gommeyi aliyor; farkli anlamlar1 arasinda bir uzlagma konumu.

Modern BDM’ler bunu 6nemli dl¢iide geligtiriyor. Baglamsal gémmeler {iretiyorlar: ayni kelime
i¢in gevreleyen kelimelere bagh olarak farkli gommeler. Bir transformer modelinde “banka”, “nehir
kiyisi”nda bir gomme ve “banka hesabi”nda tamamen farkli bir gmme aliyor.

Nasil mu? Boliim 3’te ele alacagimiz dikkat mekanizmas: aracihgiyla. Ik kelime gémmesi sadece bir
baglangi¢ noktasi; kullanilmadan 6nce baglama gore degistiriliyor.

Dolayisiyla Word2Vec tarz statik gommeler 6nemli bir sigramaydi, ama modern BDM’ler onlarin
Otesine gegti. Statik gdmmeleri anlamak sezgini olugturuyor; dikkati anlamak ise bu sinirlamalar:
nasil agtigimizi gosteriyor.

2.6 Kelimelerden Cumlelere

Bireysel kelimeleri temsil etme sorununu ¢ozdiik. Ama dil sadece kelimeler degil, cimleler, paragraflar,
belgeler. Dizileri nasil ele aliriz?

2.6.1 Naif Yaklasim: Ortalama Alma
En basit fikir: bir ciimledeki tiim kelime géommelerinin ortalamasini al.
“Kedi oturdu” —> (gémme(“kedi”) + gémme(“oturdu”)) / 2

Bu sana ciimleyi temsil eden tek bir vektor veriyor. Ve ige yariyor.. bir bakima. Benzer belgeler
bulmak gibi bazi gorevler i¢in ortalama alma sasirtici derecede etkili.

Ama oltiimcul bir kusur var.

2.6.2 Sira Onemlidir!

Su ciimleleri diigiin: - “Kopek adami 1sirdi” - “Adam koépegi 1sird1”

Ayni kelimeler. Ayni ortalama gémme. Tamamen farkli anlamlar.

flki olagandisi degil (kopekler bazen 1sirir). Ikincisi tuhaf ve haber degeri tagiyor.
Ya da sunlar diigiin: - “Film iyi degildi” - “Film kotii degil, iyiydi”

Ortalama alma her iki ciimle igin “iyi” ve “degil” kelimelerini benzer gekillerde karigtiriyor, birinin
olumsuz digerinin olumlu oldugunu kagiriyor.
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2.6.3 Sorun

Kelime gommeleri (en azindan Word2Vec gibi statik olanlar) kelimelerin izole anlamlarini yakalyor.
Ama dildeki anlam gunlara bagh:

¢ Kelime sirasi: “Kopek adami 1sird1” ile “Adam kopegi 1sird1” ayni anlama gelmiyor

¢ Uzun menzilli iligkiler: “Paspasin tizerinde oturan kedi..” “Oturan” neye atifta bulunuyor?

« Baglam degisikligi: “Iyi degil” ifadesi “iyi”nin anlammi degistiriyor

o Belirsizligin giderilmesi: “Bankaya gittim” “nehir” ve “para” yakiminda farkl gseyler ifade
ediyor

Ortalama alma tiim bu bilgiyi atiyor. Tam baglama bakabilen ve kelimelerin birbirleriyle nasil iligkili
oldugunu anlayabilen bir geye ihtiyacimiz var.

2.6.4 Neye Ihtiyacimiz Var

Ihtiyacimiz olan:

1. Kelimeleri sirayla iglemek, siray1 korumak

2. Kelimelerin baglama gore birbirlerinin anlamlarini etkilemesine izin vermek
3. Metindeki uzun mesafeli iligkileri ele almak

4. Aym kelime igin farkli baglamlarda farkli temsiller iiretmek

Dikkat mekanizmasi tam olarak bunu yapiyor ve Boliim 3’iin konusu da bu. Dikkat, her kelimenin
diger her kelimeye “bakmasina” ve neyin ilgili olduguna karar vermesine olanak taniyor. Gémmeleri
iyi bir fikirden modern yapay zekanin temeline doniigtiiren yenilik bu.

Simdilik sinirlamay: anla: statik gommeler gerekli ama yeterli degil. Bize kelimeler i¢in matematiksel
bir basglangic noktasi veriyorlar, ama bunlar: baglamsal anlamlara birlestirmek i¢in ek mekanizmaya
ihtiyacimiz var.

2.7 Uygulamali Alistirmalar

Teori iyi. Deneyim daha iyi. Gommeleri pratikte gorelim.

2.7.1 Kesfedilecek Cevrimici Araclar

TensorFlow Embedding Projector (projector.tensorflow.org) - Kelime gémmelerini 3 boyutlu
gorsellestiriyor - Kelimeler arayabilir ve komsgularimi gorebilirsin - Farkli kiimeleri gérmek igin
gorsellegtirmeyi dondiirmeyi dene

Word2Vec Demo Siteleri - “word2vec online demo” ara - Bircok site kelime aritmetigi denemenize
izin veriyor - “Kral - adam + kadin” yaz ve ne ¢iktigini gor

2.7.2 Ahstirmalar
Alistirma 1: Kiimeleri Bul
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Bir gobmme gorsellestiricisinde gu kelimeleri ara ve yakininda ne kiimelendigini not et: - “mutlu”:
Hangi duygular onunla kiimeleniyor? - “doktor”: Hangi meslekler komgu? - “kirmiz1”: Hangi diger
kelimeler yakin?

Alsgtirma 2: Kelime Aritmetigi Dene
Bir kelime aritmetigi demosu bulursan, sunlar1 dene:

o Fransa - Paris + Londra = 7
o iyi - daha iyi + daha kéti = 7
o kopek - kopek yavrusu + yavru kedi = 7

Beklenen sonuglar: aldin mi? Almadiysan, bunun nedeni ne olabilir?
Alstirma 3: Farkli Olanlar: Bul
Bir gémme gorsellestiricisinde “elma” ara. Tki kiime bulabilirsin:

1. Meyveler (muz, portakal, armut)
2. Teknoloji (iPhone, Mac, Google)

Aymi kelime farkli baglamlarda gortiniiyor ve birden fazla konuma sahip olabiliyor (ya da anlamlar
arasida bir uzlagma olan bir konum).

2.8 Kontrol Noktasi Aligtirmasi

Siire: 20-30 dakika Malzemeler: Kagit veya elektronik tablo (kod gerekmez)

2.8.1 Talimatlar
10 hayvan ig¢in basit bir 3 boyutlu gébmme sistemi olustur.
1. Hayvanlari1 ayiran 3 ozellik seg:

o Ornek: boyut, evcil, tehlikeli
e Ya da: suda yasayan, bacak sayisi, etcil

2. Her hayvani her 6zellikte -1 ile +1 arasinda puanla

3. Gommelerini olustur:

Hayvan Boyut Evcil Tehlikeli
Kedi -0.5 0.9 -0.7
Aslan 0.8 -1.0 0.9
Kopek 0.0 0.9 -0.3
Japon Baligi  -0.9 0.8 -1.0
Kopek Baligi 0.7 -1.0 0.9
Hamster -0.9 0.9 -0.9

Ay1 0.9 -0.9 0.8
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4.

5.

Hayvan Boyut Evcil Tehlikeli
At 0.7 0.7 -0.2
Kurt 0.3 -0.8 0.6
Tavgan -0.7 0.7 -0.9

Gommelerini analiz et:
o Hangi hayvanlar en benzer? (3 boyutlu uzayinda en yakin)
o “Kedi” ve “aslan” bir araya kiimeleniyor mu? (kedigiller)
o “Kedi” ve “hamster” bir araya kiimeleniyor mu? (kii¢iik evcil hayvanlar)
o Hangi gruplama daha giicli ortaya ¢ikiyor?
Yansima:
e Boyut se¢imin hangi benzerliklerin ortaya ¢iktigin belirledi mi?
e Hayvanlar1 daha iyi ayirt etmek icin hangi boyutlar: eklerdin?
e 768 boyutun daha fazla nilans yakalayacagini gorebiliyor musun?

2.9 Temel Cikarimlar

Ogrendiklerin:

1.

S U W

ASCII kodlar1 yazim yakalar, anlami degil (“kedi” ve “kent” benzer goriiniir ama iligkisiz)
Gommeler, kelimeleri yiiksek boyutlu bir anlamsal uzayda konumlar olarak temsil ediyor
Benzer kelimeler bir araya kiimeleniyor; iligkisiz kelimeler uzakta

Kelime aritmetigi ige yariyor: kral - adam + kadin ~ kralige

Baglam anlami 6gretiyor: birlikte goriinen kelimeler benzer gébmmeler geligtiriyor

Statik gommelerin bir simirlamasi var: ortalama alma kelime sirasini kaybediyor (“kopek adam
isird1” ile “adam kopegi 1sird1” ayni anlama gelmiyor)

Temel kavramlar:

Gomme (Embedding): Bir kelimenin anlamsal uzaydaki konumunu temsil eden bir sayilar
listesi (vektor)

Vektor /Boyut: Daha fazla boyut (768+) daha niiansh iligkileri yakaliyor

Kosiniis benzerligi: Tki gsmmenin ne kadar benzer oldugunu élgiiyor (1 = ayni, 0 = iligkisiz,
-1 = zit)

Dagilimsal hipotez: Benzer baglamlarda goriinen kelimelerin benzer anlamlar: var (“Bir
kelimeyi arkadaglarindan tamrsin”)

Oz-denetimli 6grenme: Veri yapisindan 6grenme, insan etiketlerinden degil

Gomme hatti:

Kelime: "kral"

| gémme aramasi
v

Vektoér: [0.82, 0.31, 0.91, -0.24, ...] (768 sayi)

| anlamsal uzay
v
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"Kralige"ye yakin, "muz'"dan uzak konum

1 Gozden Gegirme Sorusu Yanitlar:

Bu gozden gecirme sorularinin tiim yanitlar1 Ek D’de mevcut.

2.10 Gozden Gegirme Sorulari

. Yapay zeka i¢in kelimeleri temsil etmek tizere neden sadece ASCII kodlarini kullanamayiz?
. Gémme nedir ve neden boyle adlandiriliyor?

. Modern gémmeler neden sadece 2 veya 3 yerine yiizlerce boyut kullaniyor?

. N

. “Kral - adam + kadin = kralige” denklemini kendi kelimelerin ile agikla. Gémmeler hakkinda
ne ortaya koyuyor?

5. “Bir kelimeyi arkadaglarindan tanirsin” ne anlama geliyor? Gémme sistemleri bu fikri nasil
kullaniyor?

6. Ciimleleri anlamak i¢in kelime gdmmelerinin ortalamasini almak neden yeterli degil? Bir 6rnek
ver.

2.11 Sirada Ne Var

Artik bireysel kelimelerin anlam yakalayan sayilara nasil déniigtiigiinii anliyoruz. Ama dil izole
kelimelerden daha fazlasi, iligki i¢indeki kelimeler.

Sunu digiin: “Kedi yorgun oldugu i¢in paspasin iizerinde oturdu.”

“QO” neye atifta bulunuyor? Kedi, agikca. Ama bir bilgisayar bunu nasil bilecek? “O” kelimesi bir¢ok
seye atifta bulunabilir. Anlamak, tiim ciimleye bakmay1 ve neyin neyle iligkili oldugunu bulmay1
gerektiriyor.

Bu dikkat sorunu: her kelimenin baglami anlamak icin diger kelimelere nasil “bakmasina” izin
veririz? Dizileri iligkileri koruyarak nasil igleriz?

Iste Boliim 3: Dikkat Mekanizmasi’nin konusu tam da bu. Modern BDM’leri miimkiin kilan kilit
yenilik.



Boliim 3

Dikkat Mekanizmasi

“Her anini, 6niindeki igi tam bir ciddiyetle, sevgiyle, istekle ve adaletle yapmaya odakla.
Kendini tim dikkat dagiticilardan kurtarmayir da unutma.” — Marcus Aurelius,
Diistinceler

Ne Ogreneceksin - Eski yapay zeka yaklagimlar: neden uzun metinlerle zorland: - Yapay zeka
baglaminda “dikkat” ne anlama geliyor - Sorgu (Query), Anahtar (Key) ve Deger (Value) birlikte
nasil caligiyor - Cok bagh dikkat neden tek bagtan daha gii¢lii - Her seyi degistiren 2017 makalesi

Temel Terimler

Dikkat (Attention): Kelimelerin diger kelimelere segici olarak odaklanmasini, hangilerinin ilgili
oldugunu belirlemesini ve bilgiyi buna gore harmanlamasini saglayan mekanizma So6zliige bakin
Oz-Dikkat (Self-Attention): Bir dizinin kendisine dikkat etmesi; her kelime aym dizideki diger
tiim kelimelere bakabilir Sozliige bakin

Capraz Dikkat (Cross-Attention): Bir dizinin farkh bir diziye dikkat etmesi; ¢eviri, altyazilama
ve benzeri eglegtirmeli gorevlerde kullanilir S6zliige bakin

Sorgu (Q), Anahtar (K), Deger (V). Gommelerden tiiretilen ii¢ vektor. Sorgu kelimenin ne
aradigini, Anahtar kelimenin ne sundugunu, Deger ise alinan gergek bilgiyi temsil eder Sozliige
bakin

Cok Basli Dikkat (Multi-Head Attention): Paralel galigan birden fazla dikkat hesaplamasi; her
biri farkl iligki oriintiileri 6grenir Sozliige bakin

Softmaz: Skorlari toplami 1 olan olasiliklara dontistiiren fonksiyon; en yiiksek skorlar en fazla
olasiligr alir Sozliige bakin

Transformer: “Attention Is All You Need” (2017) makalesindeki mimari; yalmzca dikkat
mekanizmalarim kullanir, tekrarlama yok. Tim modern BDM’lerin (Biiytik Dil Modelleri)
temelidir Soézliige bakin

Olgeklendirilmis Nokta Carpym Dikkati (Scaled Dot-Product Attention): Nokta carpimlarini
J/boyut’a bolen dikkat; Transformer’larda standart yaklagim Sozliige bakin

Agurliklar (Weights): Dontistimlerin nasil galigtigini tanimlayan, egitimle 6grenilen sayilar.
Gommeyi agirliklarla ¢arpinca Q, K veya V elde ederiz Sozliige bakin

38
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o Dondigiim (Transformation): Say1 kiimesini agirhiklarla garparak bagka bir kiimeye doniigtiirme
islemi. Gémmelerden Sorgu, Anahtar ve Deger olugturmak i¢in kullanilir S6z1iige bakin

Kontrol Noktasi
Bu boliimiin sonunda sunlar1 anlayacaksin:

Dikkat mekanizmalarinin nasil ¢aligtigini1 ve yapay zekada neden devrim yarattigini
Sorgu, Anahtar ve Deger’in kelimelerin ilgili baglami bulmasini nasil sagladigin
Cok basl dikkatin farkl iligkileri nasil yakaladigim

2017’deki Transformer makalesinin neden her geyi degistirdigini

Oz-dikkat ile capraz dikkat arasindaki fark:

CU o=

Boltim 2’de kelimeleri sayilara (anlami yakalayan gommelere) nasil doniigtiirecegimizi 6grendik. Ama
ayni zamanda bir duvara da carptik: gdbmmelerin ortalamasini almak gibi basit yaklagimlar énemli
bilgileri kaybediyor. “Képek insani 1sirdi” ile “Insan kopegi 1sirdi” ayni kelimelere ve ayni ortalama
goémmeye sahip, ama anlamlar1 tamamen farkl.

Kelime siras1 énemli. Baglam 6nemli. Uzak kelimeler arasindaki iligkiler de énemli.

Bu béliimde ¢oziimii taniyacagiz: dikkat mekanizmasi. Modern BDMleri (Biiyitk Dil Modelleri)
miimkiin kilan ana yenilik bu ve onu anlamak, bundan sonra gelecek her sey igin temel olusturuyor.

3.1 Eski Yapay Zekanin Sorunu

Dikkatten 6nce yapay zekanin dil konusunda temel bir sorunu vardi: hatirlayamiyordu.

3.1.1 Sirali Darbogaz

2017’den 6nce yaygin yaklagim, Tekrarlayan Sinir Aglari (Recurrent Neural Networks, RNN) denilen
bir gey kullaniyordu. Nasil caligtiklarina bakalim:

Bir ciimleyi kelime kelime okudugunu, ama sadece kii¢iik bir yapiskan not kagidina not alabildigini
diigin. Her kelimeden sonra notunu giincelliyorsun, ama kagit hep ayni boyutta kaliyor. Uzun bir
paragrafin sonuna geldiginde, baglangictaki bilgiler ¢coktan unutulmusg oluyor; yeni bilgiler eskilerini
sikigtirmig durumda.

Cimle: "Adamin sahip oldugu koépegin kovaladigi kedi kagti"

RNN igleme:

Kelime 1: "Adamin" -+ [notlar: "adam"]

Kelime 2: "sahip" -+ [notlar: "adam sahip..."]

Kelime 3: "oldugu" -+ [notlar: "sahip oldugu..."]

Kelime 4: "kopegin" -+ [notlar: "koépek..."]

Kelime 5: "kovaladigi" - [notlar: "kovaladi... ne kovaladi?"]
Kelime 6: "kedi" -+ [notlar: "kedi... bekle?"]

Kelime 7: "kagta" -+ [notlar: "kagti... ne kagti?"]
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“kact1” kelimesine geldigimizde neyin kactigini unutmus oluyoruz. Kedi mi? Koépek mi? Adam
m1? Model unutmus. Teknik terimlerle buna kaybolan gradyan sorunu (vanishing gradient
problem) deniyor: bilgi zincir boyunca ilerledik¢e bozuluyor.

3.1.2 Uzun Metnin Gerektirdikleri
Su ciimleyi diigiin:
“Kupa bavula sigmadi ¢iinkii o ¢ok biytkti.”

“O” neye atifta bulunuyor? Kupaya m1 (kupa sigamayacak kadar biiyiik oldugu igin) yoksa bavula
m1 (bavul ¢ok biiytik... dur bir dakika, bu mantikl degil)?

Bu soruyu yanitlamak i¢in sunlari yapman gerekiyor:

1. “O” kelimesine geldiginde hem “kupa”y1 hem de “bavul”u hatirla
2. Hangisinin mantikl oldugunu anlamak icin “gok biiyiik” ifadesini kullan
3. Ciimlede birbirinden uzak olan kelimeleri bagla

Eski yapay zeka bu iigiiniin hepsinde zorlaniyordu. Herhangi bir anda herhangi bir kelimeye geri
bakabilen ve neyin ilgili oldugunu anlayabilen bir seye ihtiyacimiz vardi.

Dikkate ihtiyacimiz vardi.

3.2 Dikkat Nedir?

Dikkat, her kelimenin dogrudan diger her kelimeye “bakmasina” izin vererek sirali darbogazi ¢oéziiyor.
Telefon oyununa gerek yok.

3.2.1 Kokteyl Partisi

Kalabalik bir kokteyl partisinde oldugunu hayal et. Onlarca konugsma etrafin1 sariyor, ugultulu bir
ses duvari. Ama bir gekilde sadece tek bir konugmaya odaklanabiliyorsun. Odanin kargisindan biri
adin soylediginde hemen fark ediyorsun. Beynin giiriiltiiyt filtreliyor ve énemli olana dikkat ediyor.

Iste dikkat tam olarak bu: ilgiye dayal secici odaklanma.

Sekil 3.1 bu kargithg: gosteriyor. Solda her ses egit gekilde rekabet ediyor (saf giiriiltii). Sagda ise
beynin 6nemli olan1 vurgularken geri kalanini karartiyor. Soluk goériinen konugmalarin tamamen
goriinmez olmadigima dikkat et: hala bir gekilde onlarin farkindasin, sadece daha az dikkat ediyorsun.

Yapay zekada dikkat benzer gekilde caligiyor. Kelimeleri zincir boyunca birer birer igslemek yerine,
her kelime dogrudan diger her kelimeyi inceleyebiliyor ve anlami icin neyin ilgili olduguna karar
verebiliyor.

3.2.2 Siralidan Paralele
Iste temel degisim:
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Kokteyl Partisi Etkisi: Dikkat Nasil Calisir

Dikkat Olmadan Dikkat ile
(Her sey gdirtilti) (llgili olana segici odaklanma)
'
ses!
O
O
[ - @
N,
o o
S| Merhaba Alex!
Siz Siz v
Isim dikkati|
Tum konusmalar esit

Sekil 3.1: Kokteyl Partisi Etkisi: Dikkat olmadan (solda), tiim konugmalar egit gekilde rekabet eder
ve kafa karigikligr yaratir. Dikkatle (sagda), kalabalik bir odada adin1 duymak gibi ilgili bilgilere
segici olarak odaklaniriz.

RNN (Sirali isleme)

o o S e S

Adim 1 Adim 2 Adim 3 Adim 4

Bilgi zincir boyunca bozulur

sinyal mesafe boyunca zayiflar

> Dikkat (Paralel isleme) o

minder% uzandi sonra

Hepsi ayni anda

Her kelime her kelimeyi dogrudan gérebilir

sabit sinyal giicti

Sekil 3.2: RNN kelimeleri bilginin soldugu bir zincir boyunca sirayla igler, Dikkat ise her kelimenin
dogrudan diger her kelimeye erigmesine izin verir.



	Önsöz
	Ne Oluşturacaksın
	Bu Kitabı Nasıl Kullanmalısın
	Kitabın Yapısı
	Yaklaşımımız

	I Kısım I: Temeller
	Dil Modelleri Nedir?
	Filmleri Unutun
	Yapay Zeka Örüntü Tanımadır
	Yapay Zeka Aile Ağacı
	Büyük Dil Modellerini Özel Yapan Nedir?
	Uygulamalı Alıştırmalar
	Neden Bir Tane İnşa Etmeyi Öğrenmeli?
	Kontrol Noktası Alıştırması
	Temel Çıkarımlar
	İnceleme Soruları
	Sırada Ne Var

	Bilgisayarlar Kelimeleri Nasıl ``Anlar''?
	Bilgisayarın İkilemi
	Konum Olarak Kelimeler
	Gömmelerin Büyüsü
	Ünlü Denklem
	Gömmeler Nasıl Öğrenilir?
	Kelimelerden Cümlelere
	Uygulamalı Alıştırmalar
	Kontrol Noktası Alıştırması
	Temel Çıkarımlar
	Gözden Geçirme Soruları
	Sırada Ne Var

	Dikkat Mekanizması
	Eski Yapay Zekanın Sorunu
	Dikkat Nedir?
	Sorgu, Anahtar, Değer: Temel Üçlü
	Dikkat Hesaplaması
	Çok Başlı Dikkat
	Öz-Dikkat vs. Çapraz Dikkat
	2017 Devrimi
	Uygulamalı Alıştırmalar
	Kontrol Noktası Alıştırması
	Önemli Çıkarımlar
	İnceleme Soruları
	Sıradaki

	Transformer Mimarisi
	Eksik Parça: Konum
	İleri Beslemeli Ağlar: Dikkatten Sonra İşleme
	Artık Bağlantılar: Otoyol Sistemi
	Katman Normalizasyonu: İşleri Kararlı Tutmak
	Hepsini Bir Araya Getirmek
	Kodlayıcı vs. Kod Çözücü
	Mimariden Uygulamaya
	Uygulamalı Alıştırmalar
	Kontrol Noktası Alıştırması
	Önemli Çıkarımlar
	İnceleme Soruları
	Sırada Ne Var


	II Kısım II: Python Temelleri
	İlk Python Programın
	Kısım 2'ye Hoş Geldin: Teoriden Koda
	Başlangıç: GPT-2'yi Çalıştır
	Neden Python?
	Metni Saklama ve İşleme
	Kelime Dağarcığı Oluşturma
	Uç Durumları Ele Alma
	Yeniden Kullanılabilir Hale Getirme
	Profesyoneller Gibi Paketleme
	Tam Döngü
	Uygulamalı Alıştırmalar
	Önemli Çıkarımlar
	İnceleme Soruları
	Sırada Ne Var

	NumPy ve PyTorch Hayatta Kalma Kılavuzu
	Neden Tensörler?
	NumPy'dan PyTorch'a: Ne Değişiyor?
	Listelerden Tensörlere: Boyutları Oluşturma
	Tensör Oluşturma
	Tensör Şekilleri ve Yeniden Şekillendirme
	İndeksleme ve Dilimleme
	Broadcasting
	Temel İşlemler
	Dikkat: Transformer'ların Kalbi
	Autograd Özetle
	nn.Module ile Katman Oluşturma
	Token ve Konum Gömmeleri
	Minimal Eğitim Döngüsü
	Uygulamalı Alıştırmalar
	Anahtar Çıkarımlar
	İnceleme Soruları
	Sırada Ne Var


	III Kısım III: İlk Dil Modelinizi Oluşturun
	Verilerini Hazırlamak
	Veri Kalitesi Neden Her Şeyi Belirler
	Metin Kaynağı Bulmak (Etik ve Lisanslama)
	İhtiyacın Olacak Yeni Python Araçları
	Temizleme ve Normalize Etme
	Çoğaltma Kaldırma ve Filtreleme
	Eğitim/Doğrulama/Test Bölümleri (Sızıntı Yok)
	Bağlam Penceresi için Parçalama
	Veri Kümesini Saklama
	Kalite Kontrolleri ve Hızlı İstatistikler
	Önemli Çıkarımlar
	İşlenmiş Örnek: Uçtan Uca Veri Hattı
	Uygulamalı Alıştırmalar
	İnceleme Soruları
	Sırada Ne Var

	Tokenizer'ı Oluşturma
	Neden Tokenize Edilir?
	Karakter Düzeyinde Tokenizasyon
	Kelime Düzeyinde Tokenizasyon
	Altkelime Tokenizasyonu: Goldilocks Çözümü
	Kendi BPE Tokenizer'ını Eğitme
	Üretim Tokenizer'ları: tiktoken ve Hugging Face
	Tokenizasyon Tuhaflıkları ve Tuzakları
	Bölüm 9'a Bağlanma: Token'lardan Gömmelere
	Temel Çıkarımlar
	Gözden Geçirme Soruları
	Uygulamalı Alıştırmalar

	Gömme Katmanları
	Neden Sadece Token ID'leri Kullanamıyoruz?
	Token Gömmeleri: Arama Tablosu
	Konum Gömmeleri: Konumu Öğretmek
	Token ve Konum Gömmelerini Birleştirme
	GPT-2'nin Gömmelerini Keşfetme
	Pratik Hususlar
	Bölüm 10'a Bağlanma: Dikkat
	Temel Çıkarımlar
	İnceleme Soruları
	Uygulamalı Alıştırmalar

	Tek İhtiyacın Dikkat
	Statik Gömmelerin Neden Yeterli Olmadığı
	Dikkat NEDİR? Temel Sezgi
	Öz-Dikkati Adım Adım Oluşturmak
	Özbağlanımlı Üretim İçin Nedensel Maskeleme
	Bir Baştan Birden Fazla Başlığa
	Tam Transformer Bloklarını Oluşturmak
	Dikkat Örüntülerini Görselleştirme
	Pratik Düşünceler
	Temel Çıkarımlar
	İnceleme Soruları

	Transformer'ı Oluşturmak
	Montaj Zorluğu
	Model Yapılandırması
	MiniGPT Mimarisi
	Sağlık Kontrolleri
	İlk İleri Geçişin
	Önceden Eğitilmiş Ağırlıkları Yükleme
	Eğitime Hazırlanmak
	Önemli Çıkarımlar
	Sırada Ne Var
	İnceleme Soruları
	Uygulamalı Egzersizler
	Kontrol Noktası Egzerseni

	Modelini Eğitmek
	Eğitim Yolculuğu Başlıyor
	Dil Modelleme Hedefi
	DataLoader ve Collate
	Eğitim Döngüsü
	Değerlendirme ve Aşırı Öğrenme
	Kontrol Noktası Kaydetme ve Devam Etme
	Eksiksiz Eğitim Betiği
	Ödül: Metin Üretimi
	Önemli Çıkarımlar
	Sırada Ne Var
	İnceleme Soruları
	Uygulamalı Alıştırmalar
	Kontrol Noktası Alıştırması


	IV Kısım IV: Kullanışlı Hale Getirin
	Modeline İnce Ayar Yapmak
	Ne Zaman İnce Ayar Yapılmalı (Ne Zaman Yapılmamalı)
	Görev Çerçeveleme ve Veri Hazırlama
	Kayıp Maskeleme ile Denetimli İnce Ayar
	LoRA ile Parametre Verimli İnce Ayar
	Değerlendirme ve Önce/Sonra Karşılaştırması
	Dağıtım Hususları
	Önemli Çıkarımlar
	Sırada Ne Var
	İnceleme Soruları
	Uygulamalı Alıştırmalar
	Kontrol Noktası Alıştırması

	Prompt Mühendisliği
	Tamamlama Zihniyeti
	Prompt'lama Temelleri
	Temel Prompt Kalıpları
	Önlemler ve Güvenlik
	Değerlendirme ve İterasyon
	Önemli Çıkarımlar
	Sırada Ne Var
	İnceleme Soruları
	Uygulamalı Egzersizler

	Uygulama Geliştirmek
	Eğitimden İnşaya
	Bir Bakışta Uygulama Desenleri
	Bir Sohbet Döngüsü Geliştirmek
	RAG: Veri Alma Destekli Üretim
	Araç Kullanımı Temelleri
	Test ve Korkuluklar
	Üretim İpuçları
	Temel Çıkarımlar
	Sırada Ne Var
	Değerlendirme Soruları
	Uygulamalı Alıştırmalar


	V Kısım V: Dünyayla Paylaşın
	Üretime Hazırlık
	Üretimde Neler Değişir?
	Modelini Paketleme
	Bir API Arkasında Sunma
	Çalışır Durumda Tutma
	Güvenlik ve Korkuluklar
	Göndermeden Önce Test Etme
	Hepsini Bir Araya Getirmek
	Anahtar Terimler
	Özet
	Tekrar Soruları
	Kontrol Noktası Alıştırması

	Dağıtım Seçenekleri
	Neden Modal?
	İlk Modal Dağıtımın
	LLM'ini Dağıtma
	Doğru GPU'yu Seçme
	Dağıtımını Yönetme
	LLM'in Canlı
	Temel Terimler
	Özet
	Değerlendirme Soruları
	Kontrol Noktası Alıştırması

	Sıradaki Adımlar
	İnşa Ettiklerin
	Büyük Resim
	İleriye Giden Yollar
	İlk Solo Projeniz
	Topluluğa Katılma
	Temel Terimler
	Özet
	İnceleme Soruları
	Kontrol Noktası
	Kişisel Bir Not


	VI Ekler
	Ek A: Sorun Giderme Kılavuzu
	Ek A: Sorun Giderme Kılavuzu
	Bölüm 1: Ortam ve Kurulum Sorunları
	Bölüm 2: PyTorch ve Tensör Hataları
	Bölüm 3: Tokenizasyon Sorunları
	Bölüm 4: Model Eğitim Sorunları
	Bölüm 5: Veri Hattı Sorunları
	Hızlı Referans
	Ne Zaman Yardım İstenmeli

	Ek B: Sözlük
	Ek B: Sözlük
	1. Temel Yapay Zeka Kavramları
	2. Python ve Programlama
	3. Tensör İşlemleri
	4. NLP ve Tokenizasyon
	5. Model Mimarisi
	6. Eğitim ve Değerlendirme
	7. Üretim ve Dağıtım
	8. Sonraki Adımlar ve Kariyer
	Sözlük Kuralları

	Ek C: Matematik Hatırlatıcısı
	1. Sayılar ve Temel İşlemler
	2. Matris İşlemleri
	3. Softmax ve Olasılıklar
	4. İç Çarpımlar ve Benzerlik
	5. Logaritmalar ve Üstel Fonksiyonlar
	6. İstatistik: Ortalama, Varyans ve Standart Sapma
	7. Gradyanlar: Eğitim Sinyali
	8. Şekiller ve Yayma
	Hızlı Referans Tabloları
	Çapraz Referanslar
	Özet

	Ek D: İnceleme Soruları Cevapları
	Ek D: İnceleme Soruları Cevapları
	Bölüm 1: Yapay Zeka Gerçekten Nedir? (İnceleme Soruları Cevapları)
	Soru 1: Yapay zekanın en basit tanımı nedir?
	Soru 2: Makine öğrenmesi geleneksel programlamadan nasıl farklıdır?
	Soru 3: Büyük dil modelleri (LLM'ler) yapay zeka aile ağacında nereye oturur?
	Soru 4: LLM'lerin iyi olduğu üç şeyi ve iyi yapamadığı üç şeyi adlandırın.
	Soru 5: LLM'lerde halüsinasyon neden olur?
	Soru 6: LLM'lerin nasıl çalıştığını anlamak, bir yapay zeka araştırmacısı olmayı planlamasan bile neden değerli olabilir?
	Ek Notlar

	Bölüm 2: Bilgisayarlar Kelimeleri Nasıl ``Anlar''? (İnceleme Soruları Cevapları)
	Soru 1: Kelimeleri yapay zeka için temsil etmek için neden sadece ASCII kodlarını kullanamayız?
	Soru 2: Gömme (embedding) nedir ve neden böyle adlandırılır?
	Soru 3: Modern gömmeler neden sadece 2 veya 3 yerine yüzlerce boyut kullanır?
	Soru 4: ``king - man + woman = queen'' ifadesini kendi kelimelerinle açıklayın. Gömmeler hakkında ne ortaya koyar?
	Soru 5: ``Bir kelimeyi tuttuğu arkadaşlardan tanırsın'' ne anlama gelir? Gömme sistemleri bu fikri nasıl kullanır?
	Soru 6: Kelime gömmelerinin ortalamasını almak neden cümleleri anlamak için yeterli değildir? Bir örnek verin.
	Ek Notlar

	Bölüm 3: Dikkat Mekanizması (İnceleme Soruları Cevapları)
	Soru 1: RNN'lerin uzun dizilerde hangi sorunu vardı? Açıklamak için bir benzetme kullan.
	Soru 2: Dikkat için kokteyl partisi benzetmesini açıklayın. Dikkatin ne yaptığını nasıl yakalar?
	Soru 3: Kendi kelimelerinle Query, Key ve Value'nun ne temsil ettiğini açıklayın. Faydalıysa kütüphane benzetmesini kullan.
	Soru 4: Dikkat hesaplamasında üç ana adımı açıklayın.
	Soru 5: Dikkat skorlarını neden boyutun karekökü ile böleriz?
	Soru 6: Neden sadece bir yerine birden fazla dikkat başı kullanırız? Farklı başlar ne öğrenir?
	Soru 7: Öz-dikkat ve çapraz-dikkat arasındaki fark nedir? Her birinin ne zaman kullanıldığına dair bir örnek verin.
	Soru 8: 2017'deki ``Attention Is All You Need'' makalesi neden devrimci oldu? Neyi değiştirdi?
	Ek Notlar

	Bölüm 4: Transformer Mimarisi (İnceleme Soruları Cevapları)
	Soru 1: Transformer'lar neden konum kodlamalarına ihtiyaç duyar? Onlar olmadan ne olur?
	Soru 2: Konum kodlamaya yönelik iki ana yaklaşım nedir? Dengeler nelerdir?
	Soru 3: Transformer katmanında ileri beslemeli ağ ne yapar? Neden genişletip sonra daraltır?
	Soru 4: Artık bağlantıları bir benzetme kullanarak açıklayın. Derin ağlar için neden önemlidirler?
	Soru 5: Katman normalizasyonu hangi sorunu çözer? Modern Transformer'larda ne zaman uygulanır?
	Soru 6: Bir Transformer katmanında tam işlem dizisini açıklayın.
	Soru 7: Kodlayıcı ve kod çözücü arasındaki fark nedir? Her birini ne zaman kullanırsın?
	Soru 8: Nedensel maskeleme nasıl çalışır? Metin üretimi için neden gereklidir?
	Ek Notlar

	Bölüm 5: İlk Python Programın (İnceleme Soruları Cevapları)
	Soru 1: GPT-2 metni verdiğinde gerçekte ne görür?
	Soru 2: Neden vocab[word] yerine vocab.get(word, vocab["<UNK>"]) kullanıyoruz?
	Soru 3: Fonksiyon ve sınıf arasındaki fark nedir?
	Soru 4: tokens[:-1] ne döndürür ve bu LLM eğitiminde neden faydalıdır?
	Soru 5: SimpleTokenizer sınıfımız HuggingFace'in tokenizer'larına nasıl benziyor?
	Ek Notlar

	Bölüm 6: NumPy & PyTorch Hayatta Kalma Kılavuzu (İnceleme Soruları Cevapları)
	Soru 1: PyTorch neden varsayılan olarak float32 kullanırken NumPy varsayılan olarak float64 kullanır ve bu ne zaman önemlidir?
	Soru 2: reshape yerine view'ı ne zaman tercih edersin?
	Soru 3: Broadcasting iki şeklin uyumlu olup olmadığına nasıl karar verir?
	Soru 4: softmax'ta dim ne anlama gelir ve yanlış olanı seçersen ne olur?
	Soru 5: with torch.no_grad() ve .detach() nasıl farklılık gösterir?
	Soru 6: Neden backward()'dan önce optimizer.zero_grad(set_to_none=True) çağırıyoruz?
	Soru 7: model.train()'den model.eval()'a geçtiğinde ne değişir?

	Bölüm 7: Verilerini Hazırlama (İnceleme Soruları Cevapları)
	Soru 1: Küçük harfe çevirme neden hem yararlı hem de potansiyel olarak zararlıdır? Ne zaman büyük/küçük harf ayrımını korursun?
	Soru 2: Çoğaltma silme (deduplication) dil modelleri için hangi sorunu çözer?
	Soru 3: Sade kelimelerle hash nedir ve SHA-1 neden burada yeterince iyidir?
	Soru 4: Bölmeler neden paragraf seviyesi yerine belge seviyesinde yapılmalıdır?
	Soru 5: Uzun metni bölerken parça örtüşmesi (chunk overlap) nasıl yardımcı olur?
	Soru 6: JSONL'yi LLM veri setleri için iyi bir uyum yapan nedir?

	Bölüm 8: Tokenizer İnşa Etme (İnceleme Soruları Cevapları)
	Soru 1: Karakter seviyesi ve kelime seviyesi tokenleştirme arasındaki temel denge nedir? Kelime dağarcığı boyutu ve dizi uzunluğu için belirli sayılar verin.
	Soru 2: <UNK> ve <PAD> gibi özel tokenlere neden ihtiyacımız var? Her birinin ne zaman kullanıldığına dair belirli bir örnek verin.
	Soru 3: BPE (Byte-Pair Encoding) nasıl çalışır kendi kelimelerinle açıklayın. Neden ``un-'' veya ``-ing'' gibi yaygın desenler için doğal olarak tokenler oluşturur?
	Soru 4: '' Hello'' (baştaki boşlukla) neden ``Hello'' (boşluk olmadan) ile farklı tokenleşir? Bu istem mühendisliği için neden önemlidir?
	Soru 5: Bir arkadaşın şöyle diyor: ``Sadece karakter seviyesi tokenleştirme kullanacağım, daha basit ve bilinmeyen token yok!'' Dezavantajlar hakkında ona ne söylerdin?
	Soru 6: Bu iki metni karşılaştırın: ``The number is 10000'' vs ``The number is ten thousand''. Hangisi daha az token kullanabilir? Bu neden önemlidir?
	Soru 7: İngilizce olmayan bir dil için (örneğin Çince) sohbet robotu oluşturuyorsun. tiktoken (GPT-4'ün tokenizer'ı) mı yoksa özel bir BPE tokenizer mı eğitmelisin? Neden?
	Soru 8: BPE neden daha önce hiç görmediği kelimeleri temsil edebilir (kelime seviyesi tokenleştirmenin aksine), ancak yine de bir <UNK> tokenine ihtiyaç duymaz?
	Soru 9: Shakespeare üzerinde bir BPE tokenizer eğittin ve ``The neural network uses backpropagation.'' cümlesini tokenleştirmeyi denetiz. 18 token üretti, GPT-4 ise 7 üretiyor. Fark neden ve tokenizer'ını geliştirmek için ne yapardın?

	Bölüm 9: Gömme Katmanı (İnceleme Soruları Cevapları)
	Soru 1: Token ID'lerini doğrudan bir sinir ağına girdi olarak kullanmanın temel sorunu nedir?
	Soru 2: Token gömmeleri için arama tablosu mekanizmasını açıklayın
	Soru 3: Konum gömmelerine neden ihtiyacımız var?
	Soru 4: Token ve konum gömmelerini neden birleştirmek yerine ekliyoruz açıklayın
	Soru 5: nn.init.normal_(weight, std=0.02) başlatması ne yapar ve bu neden GPT-2 için standarttır?
	Soru 6: Kosinüs benzerliği iki gömme arasındaki ilişkiyi nasıl ölçer?
	Soru 7: max_seq_len=1024 olduğunda uzunluğu 1500 olan bir diziyi gömmeye çalışırsan ne olur?
	Soru 8: Ham metinden gömmelere kadar tam pipeline'ı ilgili bölümlere atıfta bulunarak açıklayın

	Bölüm 10: Dikkat Mekanizması (İnceleme Soruları Cevapları)
	Soru 1: Bölüm 9'daki statik gömülerin dil modelleme için neden yeterli olmadığını açıklayın. Açıklamak için ``bank'' örneğini kullan.
	Soru 2: Dikkatte Query, Key ve Value vektörlerinin rolünü açıklayın. Q · K^T nokta çarpımı ilgiyi nasıl ölçer?
	Soru 3: Dikkat skorlarını neden sqrt(d_k) ile ölçeklendiririz? Bu ölçeklendirme olmadan ne olurdu?
	Soru 4: Nedensel maskeleme nedir ve otoregressif dil üretimi için neden gereklidir? Eğitim sırasında ``hile yapmayı'' nasıl önler?
	Soru 5: Çok-başlı dikkat toplam parametre sayısını artırmadan nasıl ``farklı perspektifler'' sağlar? Matematiği dahil et: 12 baş × 64 boyut = ?
	Soru 6: Çok-başlı dikkatteki ``yeniden şekillendirme hilesi'' nedir? Başlar üzerinde sırayla döngü yapmaktan neden daha hızlıdır?
	Soru 7: Bir Transformer bloğunun dört ana bileşenini listeleyin ve her birinin amacını açıklayın.
	Soru 8: Ön-norm ve son-norm mimarileri arasındaki fark nedir? GPT-2 hangisini kullanır ve neden?
	Soru 9: Dikkat O(n²) bellek karmaşıklığına sahiptir. Bunun dizinin uzunluğu için ne anlama geldiğini açıklayın. batch=4, heads=12, seq=2048 ile dikkat skorları için ne kadar bellek gerekir?
	Soru 10: Dikkat görselleştirmelerini aşırı yorumlamak konusunda neden dikkatli olmalıyız? Dikkat ağırlığı ısı haritalarından NE çıkarılabilir ve NE çıkarılamaz?
	Ek Notlar

	Bölüm 11: Transformer'ı İnşa Etmek (İnceleme Soruları Cevapları)
	Soru 1: Mimari
	Soru 2: Yapılandırma
	Soru 3: Yığma
	Soru 4: LM Head
	Soru 5: Ağırlık Bağlama
	Soru 6: Dikkat Edilmesi Gerekenler
	Soru 7: Sağlamlık Kontrolleri
	Soru 8: Parametre Sayısı
	Soru 9: Modlar
	Soru 10: Ağırlık Yükleme
	Ek Notlar

	Bölüm 12: Modelini Eğitmek (İnceleme Soruları Cevapları)
	Soru 1: 5 Adımlı Tarif
	Soru 2: Etiket Kaydırma
	Soru 3: Yoksay İndeksi
	Soru 4: Öğrenme Oranı
	Soru 5: Isınma
	Soru 6: Aşırı Uyum
	Soru 7: Karmaşıklık
	Soru 8: Kontrol Noktası
	Soru 9: Eğitim vs Değerlendirme Modu
	Soru 10: Toplu ve Epoch Matematiği
	Ek Notlar

	Bölüm 13: Modelini İnce Ayarlamak
	1. Ne Zaman İnce Ayar Yapmalı
	2. Kayıp Maskeleme Amacı
	3. LoRA Verimliliği
	4. Dondurmanın Faydaları
	5. Veri Kalitesi
	6. Adaptör Kararları
	7. Felaket Unutma
	Ek Notlar

	Bölüm 14: Prompt Mühendisliği (İnceleme Soruları Cevapları)
	1. Sistem vs Kullanıcı Mesajları
	2. Sıcaklık Ayarları
	3. Zincirleme Düşünme
	4. Az-Atış Hata Ayıklama
	5. Prompt Enjeksiyonu
	6. Değerlendirme İş Akışı
	7. Prompting vs İnce Ayar Kararı
	Ek Notlar

	Bölüm 15: Uygulama Geliştirme (Değerlendirme Sorusu Cevapları)
	Soru 1: RAG, prompt mühendisliğinin tek başına çözemediği hangi problemi çözer?
	Soru 2: Token embeddingler (Bölüm 6) ile cümle embeddingler (bu bölüm) arasındaki farkı açıklayın.
	Soru 3: Dokümanları gömmeden önce neden parçalara ayırıyoruz? Parçalar çok küçük veya çok büyük olursa ne olur?
	Soru 4: RAG sistemin alakasız dokümanlar alırsa ne olur? Prompt'un bununla nasıl başa çıkar?
	Soru 5: Araç beyaz listelemesi güvenlik için neden önemlidir?
	Soru 6: RAG sisteminin doğru cevaplar verip vermediğini nasıl değerlendirirsin?
	Soru 7: Bir LLM uygulaması için hangi hata ayıklama bilgilerini loglamalısın?
	Ek Notlar

	Bölüm 16: Üretime Hazırlanma (Değerlendirme Sorusu Cevapları)
	Soru 1: Geliştirme ile üretim arasındaki fark nedir?
	Soru 2: Sağlık kontrolü endpoint'ine neden ihtiyacımız var?
	Soru 3: Neleri loglamalı ve neleri loglamaMALIsın?
	Soru 4: Hız sınırlama neden önemlidir?
	Soru 5: Sadece mutlu yolları değil, hata yollarını test etmenin amacı nedir?
	Ek Notlar

	Bölüm 17: Dağıtım Seçenekleri (Değerlendirme Sorusu Cevapları)
	Soru 1: Serverless bilişim nedir ve LLM dağıtımı için neden özellikle iyidir?
	Soru 2: Bir Modal fonksiyonuna GPU desteği nasıl eklenir?
	Soru 3: Soğuk başlatma nedir ve etkisini nasıl azaltabilirsin?
	Soru 4: LLM dağıtımı için neden Modal volumes kullanıyoruz?
	Soru 5: Kimse kullanmadığında Modal uygulamana ne olur?
	Ek Notlar

	Bölüm 18: Sıradaki Adımlar (Değerlendirme Sorusu Cevapları)
	Soru 1: Bu kitabı tamamladıktan sonra atabileceğin üç ana yol nedir?
	Soru 2: Sorumlu AI neden tek seferlik bir kontrol listesi değil, devam eden bir uygulama?
	Soru 3: Hangi bitirme projesi size en çok hitap ediyor ve neden?
	Soru 4: Daha sonra keşfetmeyi planladığın iki kaynağı adlandırın.
	Soru 5: Bu kitapta öğrendiğin en şaşırtıcı şey neydi?
	Son Düşünce

	Ek E: Alternatifler
	Bölüm 1: LLM Sağlayıcı Alternatifleri
	Bölüm 2: Dağıtım Alternatifleri



