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Challenge 2021 (FeTA)



14:00 - Keynote Talk 1: Ali Gholipour, "Fetal neuroimage
analysis: tools and resources"

14:45 - Challenge Overview

15:15 - Break

15:30 - Presentations from the top teams

16:30 - Break

16:45 - Speed Round Team Talks

17:05 - Keynote Talk 2: Moriah Thomason, "The fetal brain 
in context: Interactive relations between maternal prenatal 
stress, fetal brain connectivity and gestational age at 
delivery"

17:50 - Winners Announced

Challenge Agenda
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1st Speaker

Ali Gholipour

"Fetal neuroimage analysis: tools and resources"



Å Fetal MRI is a valuable tool for investigating the neurological development of fetuses, 
especially in those with congenital disorders

Å Segmentation and quantification of the complex, rapidly changing fetal brain morphology 
would improve the diagnostic process

Å However, manual segmentation is time consuming, with large inter-annotator variability, 
and prone to errors

Challenge Purpose

23.9 weeks 34.8 weeks

The purpose of this challenge is to 
encourage teams to develop automatic 
multi-class segmentation methods of 
the developing human fetal brain. 



ÅPhysiology and structures of the human brain are constantly 
growing and developing throughout gestation. 

ÅQuality of the images can be poor due to fetal and maternal 
movement and imaging artefacts. 

Challenges in Fetal Brain Segmentation
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ÅThe boundary between tissues is often unclear due to partial 
volume effects. 

ÅStructures in a pathological fetal brain can have a different 
morphology than those in a non-pathological brain. 

Challenges in Fetal Brain Segmentation

Spina Bifida Ventriculomegaly



ÅTwo different reconstruction methods were used:
1. S. Tourbier, X. Bresson, P. Hagmann, J.-P. Thiran, R. Meuli, and M. Bach Cuadra, ñAn 

efficient total variation algorithm for super-resolution in fetal brain MRI with adaptive 
regularizationò (mialSRTK - https://github.com/Medical-Image-Analysis-
Laboratory/mialsuperresolutiontoolkit)

2. M. Kuklisova-Murgasova, G. Quaghebeur, M. A. Rutherford, J. V. Hajnal, and J. A. 
Schnabel, ñReconstruction of fetal brain MRI with intensity matching and complete 
outlier removalò (IRTK - https://gitlab.com/mariadeprez/irtk-simple)

ÅVarying image qualities were included:  

Å Quality Ratings determined based on ratings from three experts

Challenge Dataset

https://github.com/Medical-Image-Analysis-Laboratory/mialsuperresolutiontoolkit
https://gitlab.com/mariadeprez/irtk-simple


Å80 T2-weighted fetal brain reconstructions with a corresponding label map

Challenge Training Dataset



ÅNeurotypical and pathological brains, and are across a range of gestational ages 
(20-35 gestational weeks).

ÅThe data was acquired using 1.5T and 3T GE scanners 

Challenge Training Dataset



FeTA Dataset is available on Synapse:

https://www.synapse.org/#!Synapse:syn25649159/wiki/610
007

Challenge Training Dataset

https://www.synapse.org/#!Synapse:syn25649159/wiki/610007


Å Metrics:
Å Dice Similarity Coefficient
Å Volume Similarity
Å 95th percentile Hausdorff Distance

Å All three metrics were calculated for each label for each fetal brain reconstruction in the testing 
set. 

Å The mean was calculated, and the participating algorithms will be ranked from low to high 
(HD95), and from high to low (DSC, VS). 

Å The three rankings were added together for each label, and the algorithm with the highest 
ranking was ranked first. 

Å Additional Rankings:

Å Separate the testing set into the following categories: 
Å Non-Pathological Cases and Pathological Cases
Å Image Reconstruction Quality: Excellent, Good, Poor

Evaluation Criteria
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Participating Teams

20 Teams



ÅTotal algorithms: 21

Å6 Algorithms made their code available online

ÅNeural Networks: All

ÅU-Nets: 19 (1 DensNET, 1 V-Net)

ÅData Augmentation: 19 algorithms

ÅPre-trained Backbone: 3

ÅExternal, Publically Available Dataset Used: 2

Å2D: 8 (2 of which then used a label fusion step, 1 used 
input in all orientations)

Å3D: 13 (7 used 3D patches)

Submission Overview



U-Net Overview

0

2

4

6

8

10

12

14

U-Net nnU-Net MONAI TransUNet Res-Unet



Loss Functions
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Å40 volumes: 

Å20 mialSRTK reconstructions

Å20 IRTK reconstructions

ÅQuality

ÅExcellent (n=11)

ÅGood (n=25)

ÅPoor (n=4)

ÅPathologies

ÅNeurotypical (n=15), 
Pathological (n=25)

Validation Dataset



Label 1 - eCSF


