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[bookmark: _Toc3817402]Introduction
[bookmark: _Toc3817403]Introduction to Amazon RDS
Amazon Relational Database Service (Amazon RDS) makes it easy to set up, operate, and scale a relational database in the cloud. It provides cost-efficient and resizable capacity while automating time-consuming administration tasks such as hardware provisioning, database setup, patching and backups. It frees you to focus on your applications so you can give them the fast performance, high availability, security and compatibility they need.
Amazon RDS is available on several database instance types - optimized for memory, performance or I/O - and provides you with six familiar database engines to choose from, including PostgreSQL. You can use the AWS Database Migration Service to easily migrate or replicate your existing databases to Amazon RDS for PostgreSQL.
In this training session we will be combining an extended deep dive on Amazon RDS along with a hands-on lab using Amazon RDS for PostgreSQL.  As part of the deep dive we will cover the unique features of Amazon RDS for improved availability and durability. In addition, you will get hands on experience creating an Amazon RDS for PostgreSQL for high availability and read scaling as well as point in time recovery for your instance.

We will be making SSH connections to remote servers in the cloud.  If you are unfamiliar with this, find a partner who is and team up!

If you are using windows and don’t have an ssh client, take a look at the instructions here (https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AccessingInstances.html?icmpid=docs_ec2_console)

Automation
Everything we cover in lab today can and should be automated.  We are using the Web Interface as a way to illustrate the functionality and teach the core concepts.  
AWS CloudFormation can automate deployments and changes.  Additionally, all of the actions we cover can be performed through both the AWS Command Line Interface (CLI) or the rich set of APIs made available.  This lab will cover these activities via the web interface, but for production usage, we recommend moving to automation for repeatable deployments.
You can find an example CloudFormation template here.
In addition, AWS OpsWorks for ChefAutomate provides a managed Chef service.  Many of the popular automation frameworks support the AWS cloud: Chef, Ansible, SaltStack, etc…

[bookmark: _Toc3817404]Hands on Lab Section 1: Deploy PostgreSQL

[bookmark: _Toc3817405]LAB1.1: Getting Started

[bookmark: OLE_LINK3][bookmark: OLE_LINK4]These labs require access to an AWS account.  If you don’t have access to one, create a free account here.

Login to your account: https://console.aws.amazon.com

Open tabs for EC2, RDS and CloudWatch
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For VPC and subnet group, choose the default.  Choose ‘No’ for publicly accessible.
Choose the default for Availability Zone and ‘Create a new VPC Security Group’
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These options can be left default as well.
[image: ]
Make sure to enable monitoring
[image: ]
Choose the maintenance window
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We will setup an EC2 instance for ease of interacting with our RDS instance.  Most production infrastructures include a machine specifically provisioned for use by the DBA team.  These bastion hosts are typical places for DBAs to run jobs / scripts.

Make sure that you are logged into the AWS console.
Click the arrow next to services at the top of any page
















Choose EC2















Choose ‘Launch instance’

Select the OS you’d like to run (for this lab, use the default)



The instance type or class defines how much memory / cpu your instance has.














Choose default for network and subnet.

Free tier allows up to 30 GB of storage

Name your instance



Configure a security group to allow ssh access to your EC2 host.















Note: This step is extremely important.  This is the only opportunity you have to download this key pair.  Make sure that it is saved in a safe and secure location.


After downloading the key, select ‘Launch Instances’

Now, you’ll want to ssh to your instance:
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AccessingInstances.html?icmpid=docs_ec2_console







Get the Public DNS name from the interface

See directions for using Putty on Windows:
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AccessingInstances.html?icmpid=docs_ec2_console

(Unix / OSX)

Set key permission
$ chmod 400 MyProdDb.pem

Connect to EC2 client host
$ ssh -i MyProdDb.pem ec2-user@ec2-54-244-146-118.us-west-2.compute.amazonaws.com

* Replace host with the EC2 Client endpoint from your ec2 console





LAB1.4: Install Postgres binaries 
Login to your Amazon EC2 instance

Install Postgres Clients / Libraries / Tools
(copy-paste this as one line)
$ sudo yum localinstall https://download.postgresql.org/pub/repos/yum/11/redhat/rhel-7-x86_64/postgresql11-11.2-2PGDG.rhel7.x86_64.rpm https://download.postgresql.org/pub/repos/yum/11/redhat/rhel-7-x86_64/postgresql11-libs-11.2-2PGDG.rhel7.x86_64.rpm https://download.postgresql.org/pub/repos/y^C/11/redhat/rhel-7-x86_64/postgresql11-server-11.2-2PGDG.rhel7.x86_64.rpm


Connect to your RDS instance

Login to the RDS console and retrieve the ‘endpoint’ for your RDS instance





Copy the ‘Endpoint’ from the database screen.  You will use this to connect.




(Note: You will also need the username / password configured when the instance was created)

$ /usr/pgsql-11/bin/psql -h myproddb.cr1rst85cooe.us-east-1.rds.amazonaws.com -U postgres -d postgres
psql: could not connect to server: Connection timed out
	Is the server running on host "myproddb.cr1rst85cooe.us-east-1.rds.amazonaws.com" (172.31.93.250) and accepting
	TCP/IP connections on port 5432?
This first connection attempt will timeout.  WHY?
[bookmark: _Toc3817408]Lab1.5: Security Groups
Security Groups!
Security groups act like a firewall for resouces in your Virtual Private Cloud (VPC).  By default, you can’t connect to a database.  You need to explicitly allow this.  We do it by creating a security group that will allow connectivity.
Create a new security group: DatabaseAccess
The security group will allow postgres (tcp/5432) between all members of the security group
Assign the security group to both the DB instance and the EC2 instance
From the Ec2 console:sole




















Now that the EC2 instance is configured, we need to add this security group to the RDS instance as well.








Now, connect to your instance:
$ /usr/pgsql-11/bin/psql -h myproddb.cr1rst85cooe.us-east-1.rds.amazonaws.com -U postgres -d postgres
Password for user postgres:
psql (11.2, server 11.1)
SSL connection (protocol: TLSv1.2, cipher: ECDHE-RSA-AES256-GCM-SHA384, bits: 256, compression: off)
Type "help" for help.

postgres=>
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[bookmark: _Toc3817410]LAB2.1: Setup pgbench

$ /usr/pgsql-11/bin/pgbench -i -s 100 -h pg10prod.c1mzs2636lrc.us-east-1.rds.amazonaws.com --user postgres postgres
Password:
NOTICE:  table "pgbench_history" does not exist, skipping
NOTICE:  table "pgbench_tellers" does not exist, skipping
NOTICE:  table "pgbench_accounts" does not exist, skipping
NOTICE:  table "pgbench_branches" does not exist, skipping
creating tables...
100000 of 10000000 tuples (1%) done (elapsed 0.08 s, remaining 8.00 s) 10000000 of 10000000 tuples (100%) done (elapsed 87.81 s, remaining 0.00 s)
...
9900000 of 10000000 tuples (99%) done (elapsed 67.30 s, remaining 0.68 s)
10000000 of 10000000 tuples (100%) done (elapsed 67.94 s, remaining 0.00 s)
vacuum...
set primary keys... done.

[bookmark: _Toc3817411]LAB2.2: Quick Test  pgbench


$ /usr/pgsql-11/bin/pgbench postgres –T 60 –c 1 –j 1 -h pg10prod.c1mzs2636lrc.us-east-1.rds.amazonaws.com --user postgres


[bookmark: _Toc3817412]LAB2.3: Long Running  pgbench

$ /usr/pgsql-11/bin/pgbench postgres -T 1800 -c 20 -j 20 -h pg10prod.c1mzs2636lrc.us-east-1.rds.amazonaws.com --user postgres 







[bookmark: _Toc3817413]LAB2.4: View Cloud Metrics & Performance Insights
Using the RDS console, select your database, explore the monitoring console:













Look at Performance Insights



[bookmark: _Toc3817414]LAB2.5: DB Parameter Dynamic work_mem changes

We want to change work_mem globally (not via ALTER USER or ALTER DATABASE).
RDS Postgres parameters are managed via ‘Parameter Groups’.  By default, all instances get the default group for the selected database version.  Changing parameter groups equires downtime.  It is highly recommended that you create a parameter group for your instance before an instance goes into production.  Once assigned, dynamic configuration changes can be made with no downtime (similar to pg_ctl reload).





Assign the parameter group to your instance





















Wait a few minutes, and then check the status of the parameter group change.



We need to reboot for the parameter group change to take effect.  Scroll back up and reboot the instance.



Now, go into the parameter group and update work_mem.

[bookmark: _Toc3817415]LAB2.6: Extension: pg_stat_statements

Check ‘shared_preload_libraries’ in your parameter group
Ensure that it contains ‘pg_stat_statements’
If it does not, add it, apply the change
Login to the database with psql
CREATE EXTENSION pg_stat_statements;
Take a look at Performance Insights


[bookmark: _Toc3817416]LAB2.7: Changing and viewing Log files
Using the RDS console, select your database, explore your logs:

Task:
Login to your database and create an error:
select error from no_table;

Find the error in your database logs






[bookmark: _Toc3817417]Hands on Lab Section 3: PostgreSQL HA

[bookmark: _Toc3817418]LAB3.1: Convert to Multi-AZ instance

Choose the instance from the dashboard and ‘Modify’




This will start syncing your data to another Availability Zone without interrupting service, it may incur performance penalties however.





[bookmark: _Toc3817419]LAB3.2: Add a read Replica
Open your database in the RDS dashboard, Choose Actions and ‘Create Read Replica’


Choose the destination zone, instance settings, etc…

Name your instance

Your instance now appears in the dashboard

[bookmark: _Toc3817420]Hands on Lab Section 4
[bookmark: _Toc3817421]LAB4.1: Scale Instances

Start an instance modification

Chose another (bigger) DB instance class

Scroll down and continue

Apply the modification immediately

See the instance being scaled




[bookmark: _Toc3817422]LAB4.2: Scale Storage


Start an instance modification

Setup more allocated storage

Scroll down and continue

Apply the modification immediately

See the instance being scaled


[bookmark: _Toc3817423]LAB4.3: Take Snapshot

Chose an instance and start taking a snapshot

Give a name for the snapshot

See the snapshot being created




[bookmark: _Toc3817424]LAB4.4: Show Current Restore to Time 
Look at the instance’s details







[bookmark: _Toc3817425]LAB4.5: Restore using PITR (10.6 instance to an earlier time)
Chose an instance a start a point in time restoration

Chose an earlier restore time

Scroll down and continue

See the restored instance being created





[bookmark: _Toc3817426]LAB4.6: View Current Snapshots
From the snapshots’ menu



[bookmark: _Toc3817427]LAB4.7: Restore using Snapshot (using 9.6 Snapshot)

Start a snapshot restoration (chose “pgconf-demo-9-6-6” for this activity)

Setup instance class and identifier

Scroll down and continue

See the restored instance being created
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[bookmark: _Toc3817429]LAB5.1: Setting Auto Minor version upgrade

Look at the instance’s details


Start an instance modification

Disable automatic minor version upgrade

Apply the modification immediately



[bookmark: _Toc3817430]LAB5.2: Manual Minor version upgrade (Upgrade existing 10.1 to 10.6 version)
Best practice is to make a test instance and then upgrade it and then test your application.

Start an instance modification

Chose a greater minor version

Scroll down and continue

Apply the modification immediately

See the instance being upgraded





[bookmark: _Toc3817431]LAB5.3: Major Version upgrade (9.6 instance to PostgreSQL 10 version)
Best practice is to make a test instance and then upgrade it and then test your application.

Start an instance modification (use the 9.6.6 instance previously restored from snapshot)

Chose a version of the next major version

Scroll down and continue

Apply the modification immediately

See the instance being upgraded
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