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Preface

Asia’s AI Agenda: The Deep Dive Editions is a series of briefing 
papers by MIT Technology Review. It is a follow-on project to 
research published in October 2016, which surveyed business 
leaders from across the Asia-Pacific region. New insights were 
gained through in-depth interviews conducted between May and 
June of 2017. We would like to thank all participants in this research 
project as well as the sponsor, human capital management solutions 
provider ADP.

MIT Technology Review has collected and reported on all findings 
contained in this paper independently, regardless of participation or 
sponsorship. 

July 2017
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1. AsiaÕs AI Agenda: 
The India deep dive

In Asia’s AI Agenda: The Deep Dive Editions, MIT 
Technology Review is reexamining the trends 
in technology, venture capital, government, and 

enterprise strategy that are converging on this 
region to drive adoption of innovations in artificial 
intelligence (AI) and assessing how specific Asian 
markets are taking advantage of these trends. This 
holistic view of AI’s trajectory and its manifestation 
in each of four markets—Singapore, China, 
Australia, and India—has revealed that advances 
in automation technology are quickly changing the 
way Asia’s firms manage and develop their human 
talent, forcing them to examine the very nature of 
what a “job” is.

AI and automation are changing the ways firms 
manage and develop human talent in each of Asia’s 
economies. India’s AI aspirations have particularly 
crucial ramifications: Asia’s second-largest country 
finds itself in a race against time and technology. 
Revenues from India’s IT sector—largely software 
development and IT-enabled business process 
outsourcing (BPO)—are now estimated to make up 
close to 10 percent of GDP, and these businesses 
have been a huge boost to its human-capital 
productivity. The skills and talent pools created 
by this ecosystem could help India become a 
globally competitive producer of AI software and 
applications. 

At the same time, India also needs to pull 
hundreds of millions of its people out of poverty 
by creating more jobs that are, for the moment, 
more labor-intensive than knowledge-intensive. 
This is particularly pressing because its technology 
success has not yet done much to put people to 
work. Despite generating over $100 billion in service 
exports last year, India’s IT sector directly employs 
only two and a half million people (0.5 percent of 
the country’s labor force), according to the National 
Association of Software and Services Companies 

(NASSCOM). While this number is growing, 
and NASSCOM estimates that the IT economy 
generates nearly four times as many indirect jobs 
as well, AI will probably not be a major accelerator 
of employment in this sector. On the contrary, India 
is more likely to lose jobs in the short term as other 
companies and economies poach talent to fill their 
own AI industries.

The global AI ecosystem does offer other 
opportunities for India to build an indigenous 
competency in technology development and 
support its job-creation efforts. For example, 
by combining its IT assets with the technology-
enabled manufacturing that it has established in the 
automotive sector, India might offer automation-
enhanced production at greater scale. Having 
hosted software and business process outsourcing 
facilities for decades, the country could leverage 
its growing competencies in cloud-scale big data to 
promote AI development elsewhere in the region. 
But this will still take immense effort to retool 
businesses and train (or retrain) the talent required. 

Despite generating over $100 
billion in service exports last year, 
IndiaÕs IT sector directly employs 
only two and a half million people 
(0.5 percent of the countryÕs 
labor force)
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Specific AI technologies and shifts in 
enterprise culture have captured the imagination of 
policymakers and business executives across Asia. 
India is beginning to feel the impact of the global IT 
industry’s increasing hunger for machine-learning-
based applications, but largely as another source 
of demand pressure on its IT talent pools, which 
are large but finite. Yet the country has a storied 
tradition of using social and economic pressures 
as a catalyst for technology-driven change; many 
of the government’s existing modernization and 
inclusion programs, from its universal identity cards 
to its smart-city initiatives, will require intelligent 
processing at massive scale if they are going to 
have the intended transformative effect. 

Asian economies are the most likely incubators 
for experimenting with the new, digitally minded 
organizational structures and job profiles needed 
to successfully integrate machine-enhanced and 
human productivity. India’s labor challenges are in 
some sense more fundamental than those facing 
smaller, knowledge-intensive labor markets like 
Singapore or Australia. But AI applications could be 
no less vital in helping India solve them. And given 
the vast pools of data its citizens are generating 
and the vast sums of service export revenue its IT 
sector generates, India has some critical assets that 
it could use to become one of the world’s leading 
centers of AI innovation. 

Asian economies are the 
most likely incubators for 
experimenting with the new, 
digitally minded organizational 
structures and job proÞles 
needed to successfully integrate 
machine-enhanced and human 
productivity
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2. AsiaÕs AI Agenda
Business leaders in Asia see disruption, not disintermediation, in future AI deployments

Asia-based senior executives in global 
firms believe that artificial intelligence and 
robotics will have an immediate, profound, 

and positive impact on their business performance. 
While much of Asia lacks the depth of technical 
skills and R&D facilities needed to keep pace with 
AI development, there are significant pockets of 
the natural resources that economies need to 

promote and develop their own machine-learning 
capabilities. Australia and Singapore, despite their 
small size, each punch well above their weight in 
the development of indigenous R&D resources 
for AI, and they have clear visions for how 
machine learning can complement and enhance 
the competitiveness of their established leading 
industries. 

Respondents within the sector Average

Property, 
Construction

Professional 
services

Pharma, 
Healthcare*

Manufacturing

Information  
technology & 
communications

Financial 
services

Consumer 
goods, Retail

Commodities*

Chemicals*

Transport, 
Logistics

1 2 3 4 5

Figure 1: AI’s impact on industries in Asia
(1 being least positive, 5 being most positive)

* Sectors for which  only the ÒAverageÓ metric  had a statistically signiÞcant number  of respondents.

Source: MIT Technology ReviewÕs ÒAsiaÕs AI AgendaÓ.
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And, as mentioned, India’s increasingly Internet-
centric citizens generate a copious amount of data, 
which is critical to pushing AI’s capabilities forward. 

Ironically, given a common presumption that 
AI will be responsible for disintermediation of 
jobs at all levels, it is Asia’s human capital—the 
billions of constantly Internet-connected workers 
and consumers—that will propel AI development 
in the region farther and faster. In October 2016, 
MIT Technology Review surveyed over 60 Asia-
based senior executives to gather perspectives on 
the impact of AI and robotics on Asia’s business 
landscape. Additionally, two dozen human-capital 
professionals were polled to assess the impact 
on jobs in Asia—and the future of their roles in 
particular. 

Overwhelmingly, these respondents felt that 
technological advancements in AI and robotics will 
have very positive effects on most industrial sectors 
in Asia. In last year’s survey, Asia-based executives 
also felt even more positive about AI’s ability to add 
value to their own industries—with the exception 
of respondents in financial services, who were less 
confident. India lacks the global pool of capital and 

finance talent that other traditional finance hubs 
have, but the banking industry is one sector where 
technology has been rapidly employed, largely in the 
service of expanding financial inclusion. 

Most executives surveyed responded that 
they felt AI would significantly improve their own 
competitiveness in Asia, especially their process 
efficiency and their ability to delve into customer 
data to achieve better insight. Again, responses 
from the financial industry lagged the average. 
However, only a small percentage of global firms 
are currently investing in AI development in Asia, 
according to the survey.

Significantly, the HR executives surveyed 
for Asia’s AI Agenda felt that adoption of AI and 
robotics will result in significant job losses in Asia 
over the next five years. Unsurprisingly, nearly all 
these respondents felt this would soon have a major 
impact on their roles and functions. Specifically, 
they expected to move into broader, and more 
strategic, productivity management roles. They 
said they believe that their roles will encompass the 
management of both human and artificial talent in 
the next five years.

HR will be tasked with managing overall productivity,  
and therefore both man and machine (66.7%)

HR will keep managing people,  
and only people (33.3%)

Source: MIT Technology Review’s “Asia’s AI Agenda”.

Figure 2: Human resources 

Yes (70.8%) No (29.2%)

Yes (87.5%) No (12.5%)

Will advancements in AI and robotics lead to substantial job losses in Asia over the next five years? 
(% of respondents)

(% of respondents)

(% of respondents)
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India is a relatively late entrant into the AI space: 
its domestic ecosystem has been dominated 
(at least from a venture capital perspective) by 

e-commerce and food delivery startups, and AI is an 
under-hyped technology. Just a few research labs 
are dedicated to AI at the various Indian Institutes of 
Technology, and AI research has been limited to a 
handful of dedicated researchers. 

The focus of publicly funded Indian research 
in AI has been the public good. In particular, India’s 
immense linguistic diversity has attracted research 
into areas such as machine translation, natural-
language processing, and text- and speech-related 
applications. (As will be discussed below, however, 
this diversity also creates a challenge in harnessing 
scale.) But there is anxiety that AI could negatively 
affect private-sector employment—directly if 
retrenchments occur in India’s IT industry, and 
indirectly if India fails to boost employment because 
China retains its manufacturing prowess through its 
own deployment of advanced automation and AI. 

India’s leading IT services companies will drive 
AI development: all three have indicated interest 
in developing cognitive software. India’s largest 
software company, Tata Consultancy Services, 
launched its AI platform Ignio in mid-2015. Infosys, 
the second-biggest, uses the term AI when 
describing its current software platforms, most of 
which are focused on solving problems that occur 
repetitively. Wipro is pitching its cognitive computing 
system, Holmes, as a “Watson killer,” referring to the 
IBM supercomputer that clients use for AI solutions. 
MNCs that use India as an IT talent resource may 
also smooth India’s AI pathway. 

Major investors in India, including Sequoia, 
Unilazer, and Flipkart, are adding AI enterprises to 
their portfolios. 

There are reportedly more than 50 AI startups 
in India, and a recent report from Evans Data 
Corporation claimed that 60 percent of software 
developers in the country have been experimenting 
with AI and machine learning.

So far, a handful of AI startups have made 
their mark in India. Arya.ai simplifies buildout and 
manages deployment of AI-based deep-learning 
applications for users facing complex problems. 
GreyOrange claims its e-commerce warehouse 
management system (WMS) has captured 90 
percent of the warehouse automation market in 
India, its intelligent picking and sorting machines 
doing the work of five people each. Embibe is an 
AI education provider promising better test scores 
through self-learning algorithms, machine learning, 
and cognitive computing akin to that offered by 
IBM’s Watson.

3. Better late than never
India may be late to the AI race, but it has ideas and energy to make up time

Major investors in India, including 
Sequoia, Unilazer, and Flipkart, 
are adding AI enterprises to their 
portfolios
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Most of India’s software companies have 
spent the last two decades doing routine 
coding at a competitive price point. India’s 

higher education system churns out hordes of cod-
ers and systems engineers, but they are unprepared 
for the new AI age. The country ranked a lowly 66th 
in the 2016 Cornell INSEAD WIPO Global Innovation 
Index, held back by its weak institutions and inade-
quate infrastructure.

Part of the challenge is that despite India’s 
prowess in IT and IT-enabled services (ITES), “we 
haven’t yet figured out what those new jobs in an 
AI-enabled ITES sector will be, or what kind of 
reskilling will occur,” observes Shashi Shekhar, 
CEO of Prasar Bharati (India’s public broadcaster), 
a digital strategist and author of “India and the 
Artificial Intelligence Revolution” published by 
Carnegie. “Developing AI skills is not like teaching 
programmers C++; the same type of reskilling won’t 
work.” The challenge, he feels, lies in the innovation 
development process, which is not the same for 
complex projects as it is for the traditional IT 
development that makes up the majority of India’s 
tech ecosystem. He says, “Innovation has to devolve 
throughout an organization’s lower levels, unlike the 
traditional methods deployed today, where clients 
define a problem and you execute.” 

That approach worked fine when projects were 
contained and iterative, Shekhar says, and it became 
entrenched in an industry built, in effect, by targeting 
the world’s business process inefficiencies. A newer 
technology area like AI, by contrast, “requires risk-
taking in new products, which is a new challenge for 
Indian IT firms,” he observes. “Mid-level managers 
have to take risks and responsibilities.” Shekhar 
adds that some Indian firms are trying to make 
the cultural changes needed to accommodate 

new innovation processes and increase their risk 
appetite for investing in potentially breakthrough 
concepts; Infosys, for one, now makes some AI 
training mandatory for its employees. 

India’s dreams of emulating China’s 
manufacturing revolution, manifested in Prime 
Minister Narendra Modi’s “Make in India” initiative, 
require close reflection on how industrial robots 
could transform production lines. The fear is that 
manufacturing will not migrate from China to India 
but, rather, from China to robots. Automation in 
manufacturing could cause “Make in India” to fall 
short of its promise of large-scale job creation. 
If the broader threat of AI to employment in BPO 
services, warehousing, and other occupations 
becomes politicized, resistance could grow. Possibly 
anticipating this development, Infosys has launched 
a communications campaign proselytizing the 
virtues of AI, emphasizing the technology’s ability to 
“amplify” human potential. 

 The e-commerce sector in India has seen 
unprecedented growth in recent years, and despite 
cutthroat competition, e-commerce investors have 
stormed into the India market, drawn to its massive 
potential consumer base. Around 730 million Indians 

4. Working at AIÕs edges 
IndiaÕs prodigious IT-enabled services industry, tech-centric government, and consumers 
all provide momentum for the countryÕs AI journey

ÒWe havenÕt yet Þgured out what 
those new jobs in an AI-enabled 
ITES sector will be, or what kind of 
reskilling will occur.Ó
Shashi Shekhar, CEO of Prasar Bharati
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will be Internet users by 2020, 250 million more 
than in 2016. According to the international payment 
company Worldpay, Indian consumers are forecast 
to spend close to $64 billion USD online annually by 
2020. 

AI-enabled financial technology will be needed 
to manage the requirements of an economy that 
is making a leap from a largely informal and cash-
based system to a highly digitized one. At the same 
time, the massive amount of transaction data in 
India’s digital banking system will stimulate further 
development of this sector. Mobile-wallet and 
e-payment services have surged in India, propelled 
by last year’s demonetization experiment, in which 
the country’s central bank removed some 86 
percent of the bank notes in circulation to address a 
massive tax evasion problem. Increasingly, Bitcoin-
based services are also finding synergies with 
India’s efforts to convert to a cashless economy. 
The U.S.-based financial technology firm FIS, in its 
2017 Performance Against Customer Expectations 
(PACE) report, found that 30 percent of payments 
by Indian banking consumers were made over 
mobile apps, and 60 percent of consumers used 
their phones to check balances and perform other 
transactions. 

Government campaigns are also playing a 
role in defining India’s future in AI-enabled fintech. 
While demonetization was partially successful 
in mitigating India’s “black money” problem, the 
government is now turning to more technology-
enabled solutions to carry on this fight with less “big 
bang” impact, reportedly assembling teams that 
use machine-learning-enhanced tools to search for 
aberrations in banking data and spending patterns. 
Other financial-sector challenges, such as capital 
flight and weak financial institutions, also drive 
India’s aspirations to digitize its banking system.

AI-enabled Þnancial technology 
will be needed to manage the 
requirements of an economy that 
is making a leap from a largely 
informal and cash-based system 
to a highly digitized one
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India’s AI startup sector is struggling to take off 
because it lacks enough experienced engineers 
with skills in robotics, machine learning, analytics, 

and automation.  Skills development is a key 
issue. Intel is betting on AI to drive demand for 
its electronic chips, and it plans to train 15,000 
scientists, developers, engineers, and students on AI 
in India in 2017-18. Under its AI Developer Education 
Program, trainees will learn how they can adopt AI in 
research, testing, or even building of products. Intel 
is focused on India because the country has such a 
large base of technical talent. 

India is among the top countries in terms of the 
number of engineers graduating annually, but PhDs 
in AI-related technologies are rare, and even among 
the country’s AI professionals, few have experience 
with cutting-edge technologies like deep learning 
and neural networks. Moreover, India’s engineering 
talent has traditionally been directed toward IT 
rather than basic research and innovation. Some AI 
startups have been looking to Silicon Valley to plug 
their AI gap, but this is not a feasible option for many 
companies, because expats’ salary expectations are 
far above the norms for India.

 India’s IT labor landscape, despite its size and 
global reach, still poses three serious challenges, in 
Shashi Shekhar’s estimation. The first is that talent 
for deep-learning projects in particular is thin, and 
global leaders like Amazon often snap it up, “leaving 
few data scientists left to work on Indian problems.” 
The second is the country’s huge language diversity; 
India’s hundreds of languages, ironically, mean the 
country lacks sufficient scale for development of 
natural-language technology—“in contrast to China, 
which has such scale with Mandarin.” 

Finally, Shekhar says, “there is a lack of public-
sector mission-critical applications in India.” India’s 
infrastructure deficits, and its pressing needs for 
antipoverty and social-inclusion projects, provide 

massive scale for development of useful AI 
applications, and Shekhar does acknowledge that 
some efforts along these lines have started to take 
shape. He points to the incorporation of predictive 
analytics into the databases generated by the 
universal ID program known as Aadhaar, in which 
over 1.1 billion citizens—some 90 percent of India’s 
population—have been registered with biometric 
details. But he cautions that much more needs to be 
done. 

India is also constrained by weakness in its 
IT infrastructure and its hardware ecosystem. 
The latter problem requires manufacturing 
projects to source from overseas, undercutting 
competitiveness. Privately funded research into AI is 
quite new for India. 

Some sectors within the country’s existing IT 
industry are “low-hanging fruit” for development 
of AI applications, Shekhar notes. He cites the 
interest of e-commerce players in efficient customer 
experience management, the usefulness of chatbot 
development for IT help desks, and the potential to 
work with small and medium-size companies in the 
U.S. and Europe, which have the need for AI-enabled 
efficiency but not the scale. 

5. Moving up the chain
IndiaÕs prodigious IT-enabled services industry still has much work to do to overcome 
hurdles in the path of its AI future

Intel is betting on AI to drive 
demand for its electronic chips, 
and it plans to train 15,000 
scientists, developers, engineers, 
and students on AI in India in 
2017-18
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At a time when Asia as a regional economy 
is poised not only to benefit greatly from 
advancements in AI but also to define them, India 
faces a specific conundrum: its IT businesses 
have been at the front line of the world’s war on 
inefficiency for so long that they are entrenched in 
traditional technology development processes, from 
which they are struggling to untangle themselves. 
Freeing up talent to develop more cutting-edge 
applications relevant to AI will require extreme 
openness on the part of business leaders. These 
leaders will have to actively collaborate in data 
analytics projects, share best practices and insights, 
and champion the integration of automation and 
machine-learning-based process improvements into 
their firms’ broader talent management programs. 
But AI, when deployed correctly, will not eliminate 
jobs so much as deconstruct them and reorganize 
them around groups of competencies, enabling both 
humans and machines to work in more productive 
ways.

AI may start to disintermediate roles and 
responsibilities across Asia, and in India particularly, 
a small but vital knowledge-intensive economy 
is struggling to reinvent itself. Meanwhile, in the 
country’s wider economy, developing a semi-skilled 
workforce remains a challenge. Yet Indian firms also 
have unique assets that may help them win the race. 
These include vast experience in managing complex 
ecosystems of outsourcers and technology 
partners (India’s legacy of IT-enabled services), 
support from a government with one of the world’s 
most visionary records in applying technology to 
fundamental economic development issues, and a 
wealth of entrepreneurial and technology-literate 
raw talent. 

These and other factors may mean Indian 
business will able to extract value from AI 
applications to enhance human productivity and 
skills, perhaps even faster and more productively 
than other regional economies. 

AI, when deployed correctly, 
will not eliminate jobs so much 
as deconstruct them and 
reorganize them around groups 
of competencies, enabling both 
humans and machines to work in 
more productive ways.
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A Time Line of AI
After a century of ups and downs,
artiÞcial intelligence is getting smarter.

  lanoisseforP  
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AIÕs impact on growth 
and competitiveness
What degree of impact will 
advancements in AI and robotics have 
over the next Þve years?

(1 being least positive, 5 being most positive)

AI investment plans  (% of respondents)

Oliver Selfridge presents a paper in England 
describing Pandemonium, a new model of a 
neural network based on lower-level “data 
demons” working in parallel with higher-level 
“cognitive demons” in order to perform pattern 
recognition and other tasks.

Marvin Minsky publishes his foundational paper, 
“Steps Toward Artificial Intelligence.” 

In what would come to be described as the 
world’s first computer game, Spanish inventor 
Leonardo Torres y Quevedo debuts El 
Ajedrecista, a machine that can automatically 
play chess thanks to a simple algorithm built into 
its mechanical design.

In a paper that helps establish a practical goal 
for artificial-intelligence research, Alan Turing 
proposes a game to answer the question “Can 
machines think?” He predicts that by 2000 
computers will be able to pass as human more 
than 30 percent of the time.John McCarthy, Marvin Minsky, and 

Claude Shannon organize a summertime 
research meeting at Dartmouth that 
brings together the leading thinkers 

on information theory, artificial neural 
networks, and symbolic logic, christening 

the field “artificial intelligence.” 

Neuroscientist Warren McCulloch and 
logician Walter Pitts present a calculus 

based on neuron-like “logic units” that can 
be connected together in networks to 

model the action of a real brain.

Frank Rosenblatt demonstrates the 
Mark I Perceptron, an attempt to create 

an artificial neural network for image 
recognition that the New York Times 

calls the first step toward a computer 
“able to walk, talk, see, write, reproduce ... 

and be conscious of its existence.”

DARPA sponsors its first “Grand 
Challenge,” which pits research teams 
against each other to design driverless 
vehicles capable of independently 
traversing the Mojave Desert.

Google’s AlphaGo decisively beats the 
world champion of the complex board 
game Go. 

Google acquires DeepMind 
Technologies, a small London-based 
startup focused on deep learning, 
a relatively new field of artificial 
intelligence that aims to achieve tasks 
like recognizing faces in video or words in 
human speech.

Ernst Dickmanns and collaborators equip 
a Mercedes van with video cameras, 

microprocessors, and other electronics to 
demonstrate autonomous driving at almost 60 

miles per hour. After much other AI research falls 
short, DARPA cuts the project’s budget.

AI takes a hit when philosopher Hubert 
Dreyfus publishes “What Computers 
Can’t Do,” a manifesto challenging the 
predictions of AI researchers, and scientist 
James Lighthill pens a pessimistic review 
of progress in AI research in the U.K., 
leading to funding cuts. 

Joseph Weizenbaum demonstrates ELIZA, 
the world’s first chat program, which is able to 

converse using a series of preprogrammed 

the ImageNet Large Scale Visual 
Recognition Challenge with deep-
learning software that could within five 
guesses identify a thousand types of 
objects about 85 percent of the time, a 
huge improvement in accuracy.

IBM’s Watson defeats Jeopardy! champions 
Ken Jennings and Brad Rutter in a televised 

the computer amassing more than three times 
the winnings of its human competitors.

Cynthia Breazeal designs a sociable 
humanoid robot named Kismet that is 

able to express emotion and recognize 
cues from interaction with humans.

A backgammon program developed by 
Hans Berliner defeats the reigning world 

champion in a match, the first time a 
computer has defeated a champion-level 

competitor in an intellectual game.

IBM’s Deep Blue chess computer 
avenges its prior defeat to world 
champion Garry Kasparov in a tense 
match commemorated in a documentary 
film, The Man vs. the Machine.

Douglas Lenat begins the Cyc project, an 
ambitious attempt to create a common-
sense knowledge base that can 
eventually become self-educating. Little 
progress is seen for decades.
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Source: MIT Technology Review’s “Asia’s AI Agenda”. Source: MIT Technology Review’s “Asia’s AI Agenda”.
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Oliver Selfridge presents a paper in England 
describing Pandemonium, a new model of a 
neural network based on lower-level “data 
demons” working in parallel with higher-level 
“cognitive demons” in order to perform pattern 
recognition and other tasks.

Marvin Minsky publishes his foundational paper, 
“Steps Toward Artificial Intelligence.” 

In what would come to be described as the 
world’s first computer game, Spanish inventor 
Leonardo Torres y Quevedo debuts El 
Ajedrecista, a machine that can automatically 
play chess thanks to a simple algorithm built into 
its mechanical design.

In a paper that helps establish a practical goal 
for artificial-intelligence research, Alan Turing 
proposes a game to answer the question “Can 
machines think?” He predicts that by 2000 
computers will be able to pass as human more 
than 30 percent of the time.John McCarthy, Marvin Minsky, and 

Claude Shannon organize a summertime 
research meeting at Dartmouth that 
brings together the leading thinkers 

on information theory, artificial neural 
networks, and symbolic logic, christening 

the field “artificial intelligence.” 

Neuroscientist Warren McCulloch and 
logician Walter Pitts present a calculus 

based on neuron-like “logic units” that can 
be connected together in networks to 

model the action of a real brain.

Frank Rosenblatt demonstrates the 
Mark I Perceptron, an attempt to create 

an artificial neural network for image 
recognition that the New York Times 

calls the first step toward a computer 
“able to walk, talk, see, write, reproduce ... 

and be conscious of its existence.”

DARPA sponsors its first “Grand 
Challenge,” which pits research teams 
against each other to design driverless 
vehicles capable of independently 
traversing the Mojave Desert.

Google’s AlphaGo decisively beats the 
world champion of the complex board 
game Go. 

Google acquires DeepMind 
Technologies, a small London-based 
startup focused on deep learning, 
a relatively new field of artificial 
intelligence that aims to achieve tasks 
like recognizing faces in video or words in 
human speech.

Ernst Dickmanns and collaborators equip 
a Mercedes van with video cameras, 

microprocessors, and other electronics to 
demonstrate autonomous driving at almost 60 

miles per hour. After much other AI research falls 
short, DARPA cuts the project’s budget.

AI takes a hit when philosopher Hubert 
Dreyfus publishes “What Computers 
Can’t Do,” a manifesto challenging the 
predictions of AI researchers, and scientist 
James Lighthill pens a pessimistic review 
of progress in AI research in the U.K., 
leading to funding cuts. 

Joseph Weizenbaum demonstrates ELIZA, 
the world’s first chat program, which is able to 

converse using a series of preprogrammed 

the ImageNet Large Scale Visual 
Recognition Challenge with deep-
learning software that could within five 
guesses identify a thousand types of 
objects about 85 percent of the time, a 
huge improvement in accuracy.

IBM’s Watson defeats Jeopardy! champions 
Ken Jennings and Brad Rutter in a televised 

the computer amassing more than three times 
the winnings of its human competitors.

Cynthia Breazeal designs a sociable 
humanoid robot named Kismet that is 

able to express emotion and recognize 
cues from interaction with humans.

A backgammon program developed by 
Hans Berliner defeats the reigning world 

champion in a match, the first time a 
computer has defeated a champion-level 

competitor in an intellectual game.

IBM’s Deep Blue chess computer 
avenges its prior defeat to world 
champion Garry Kasparov in a tense 
match commemorated in a documentary 
film, The Man vs. the Machine.

Douglas Lenat begins the Cyc project, an 
ambitious attempt to create a common-
sense knowledge base that can 
eventually become self-educating. Little 
progress is seen for decades.
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1

2

3

4

5

3.7 3.5
3.9 3.9 4

Asia’s manufacturing 
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AIÕs impact on AsiaÕs business landscape
What degree of impact will advancements in AI and robotics have over the next Þve years?
(1 being least positive, 5 being most positive)
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