
CSCE 6280 – ADV TOPICS IN AI

University of North Texas

Fall 2025

Class Information

• Class: Friday 11:00AM - 01:50PM - NTDP D201

• Instructor: Dr. Zhuqing Liu

• Office: F275

• Email: zhuqing.liu@unt.edu

• Office hours: Friday 2:00 to 3:00 PM

Course Description

This course is a seminar-style paper reading class focusing on advanced topics in Artificial Intelligence.
Students are expected to read all papers before class begins in order to contribute to group discussion.
Each student will select and present 6 research papers (subject to adjustment depending on final
enrollment; currently 15 students are registered). Unchosen papers will not be discussed in class, but
I encourage everyone to read them since they come from top AI conferences. The course emphasizes
critical reading, clear presentation, and active participation in peer discussions. By engaging with seminal
and recent research papers, students will deepen their understanding of cutting-edge AI research while
improving communication and critical analysis skills.

Learning Outcomes

By the end of this course, students will be able to:

• Critically analyze and summarize research contributions in Artificial Intelligence.

• Deliver clear, structured, and engaging presentations of technical papers.

• Formulate and discuss technical questions that probe the strengths, weaknesses, and implications
of research work.

• Engage in scholarly discussion, providing constructive feedback to peers.

• Develop a broad perspective on key research directions and challenges in AI.

Presentation Sign-Up Instructions

• Each student must sign up for 6 papers. You may choose any papers you are most interested in
— even if all 6 are in the same week. Do not overwrite other students’ names.

• Add your full name in the Student Name column next to the paper you want to present.

• Presentations are 20 minutes + 3 minutes Q&A.

• Your presentation should include:

– Problem and Motivation: Why is this paper important? What gap does it address?
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– Method: Key technical contributions, models, or algorithms.

– Results: Main experiments, findings, and comparisons with baselines.

– Strengths and Limitations: Critical evaluation of the work.

• Slides submission: Upload your presentation slides to Canvas one night before your presentation.

• Deadline: Sign up by Aug. 24, or I will assign remaining papers.

• Sign-Up Link: Google Sheets Sign-Up Form

Date Topic Subtopic Paper

08/22 Intro. to AI Overview

08/29 ML
Optimization Adam [38], AdamW [47], AdaBound[48]
Graph ML GCN [39], GAT [82]
Privacy-Preserving DP-SGD [1], FedAvg [51]

09/05 Deep Learning
Architectures ResNet [23], Inception-ResNet[74]
Architectures VGGNet[69], MobileNet[27],ConvNeXt[45]
Architectures DenseNet [28] , EfficientNet [75]

09/12 Deep Learning
Training BatchNorm [31], Dropout [73]
3D Deep Learning PointNet [57],PointNet++[58]
Contrastive Learning MoCo[24], MoCo-v2[14], MoCo-v3[15]

09/19 Generative AI
GANs DCGAN [59], LSGAN[50]
GANs StyleGAN[35],StyleGAN-2[36],StyleGAN-3[37]
GANs SRGAN [41], Pix2PixHD[84]

09/26 Generative AI
Diffusion Models DDPM [25], Improved-DDPM[54]
Diffusion Models DDIM [70], Distillation[65], Score-based[72]
Diffusion Models Latent Diffusion [62], Imagen[64]

10/03 Generative AI
Audio / Speech WaveNet[80], Grad-TTS[56]
Video MocoGAN[79], DVDGAN[8], VideoGPT[86]
Biology / Protein AlphaFold[33], RoseTTAFold[3]

10/10 NLP
Pretraining BERT [17], AlBert[40]
Seq2Seq MT[6], Attention[81], Transformer-XL[16]
Scaling NLP GPT-3[9], LLaMA[77]

10/17 LLM
Efficient LLMs DistilBERT[66], Scaling[34], GLaM [19]
Efficient LLMs Chinchilla[26], Mamba[20]
Alignment RLHF [91], DPO [61]

10/24 LLM
Long-Context LLMs BigBird[88], Longformer[7], RMKV[55]
Multimodal LLMs CLIP [60], ALIGN[32]
Security in LLMs Extract[12], Sleeper[30]

10/31 AI Security
Adversarial Defense Robustness[49],Magenet[52]
Adversarial Defense DetectGPT[53], Squeezing[85]
Injection Prompt[42], Multi-model LLMs[5], LLMs[43]

11/07 AI Security
Data Poisoning Poinsoned Frogs [67], Web[21]
Data Poisoning FedRecover[10],Nightshade[68]
Recommender system PoisonedRec[71], DL[29], Collabrative[89]

11/14 AI Security
Backdoor Attacks Unlearning[46], Cleanse[83], Clean-label[90]
Backdoor Attacks Federated[4], Multi-model[22]
Privacy PrivateFL[87], Hybird[78]

11/21 Computer Vision
Segmentation DeepLab [13], U-Net [63]
Pose Estimation DeepPose [76], OpenPose [11], Head pose[2]
Transformers Swin Transformer[44], Vision[18]

11/28 Thanksgiving break No class

12/05 School Reading Day No class
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Grading Policy

Grades will be based on the quality of presentations and active class participation:

• Presentations (80%): Each student will present 6 papers. Presentations will be graded on
clarity, depth of understanding, critical analysis, and ability to engage the class in discussion.

• Attendance and Participation (20%): Active attendance is required. Students are expected
to listen carefully, ask questions, and participate in discussions after each presentation.
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