TECM 4010
AI and Automation in Tech Comm
Spring 2025
Instructor Information
Instructor	Dr. Ryan Boettger
Office Hours	By appointment
Email 	ryan.boettger@unt.edu
Course Description
This course explores how AI and automation are changing technical communication—not just the tools we use, but the workflows, professional expectations, ethical risks, and quality standards we’re responsible for. We’ll focus on practical, career-relevant application: using AI to plan, draft, revise, optimize, distribute, analyze, and maintain content—while learning when not to use AI and how to document decisions responsibly.
By the end of the semester, you’ll be able to explain, demonstrate, and defend an AI-supported workflow the way a working technical communicator would: with clear rationale, transparent methods, and ethical guardrails.
Learning Outcomes
1. By the end of this course, students will be able to:
2. Analyze the impact of AI and automation on technical communication work, roles, and ethics.
3. Evaluate AI tools and workflows for strengths, limitations, and appropriate use cases across a content lifecycle.
4. Apply AI tools to improve content workflows and solve specific professional “work problems.”
5. Design AI-integrated strategies that maintain human oversight, quality standards, and ethical accountability.
6. Produce a capstone project that demonstrates a practical, end-to-end AI application in technical communication.
Required Materials, Tools, and Technologies
· No textbook required. Readings and examples are provided in weekly modules.
· Core platforms/tools used across the term may include:
· Canvas (modules, submissions, rubrics)
· Microsoft Teams (quick communication)
· Word/Office tools as needed for drafting and deliverables
· ProWritingAid (used in editing workflows)
· AI tools (varies by activity; used for evaluation, drafting, revision, research support, and workflow design)
· Packback (weekly discussion engagement)
Note: You’re expected to come to class ready to participate and, when appropriate, use your device during in-class activities.
Major Assignments
How you’ll be graded (weighted)
	Category
	Weight
	What it includes

	Discussion, Participation, Case Studies, & Professionalism
	25%
	Weekly Packback engagement, in-class work, case studies, and professional participation

	AI-Enhanced Self-Evaluation of Technical Writing
	15%
	A structured self-evaluation using AI + your own criteria and reflection

	Social Media Content Lifecycle Project
	20%
	Plan, produce, repurpose, and reflect on cross-platform content strategy

	AI-Powered Workflow Innovation Project
	20%
	Identify a “work problem,” research AI solutions, propose workflow + demo output

	AI Capstone
	20%
	Self-directed project with proposal, deliverables, reflection, and method documentation


Late work (core rule)
· Some major projects allow late submission with a 50% penalty within 24 hours.
· Participation/case-study work is designed to be on-time and in-the-moment (late work may earn little/no credit).
· If exceptional circumstances affect deadlines, coordinate documentation through the appropriate university channel (e.g., Dean of Students) and communicate as early as possible.

Major assignments (what students actually produce)
1) Discussion, Participation, Case Studies, & Professionalism (25%)
Goal: build practical AI literacy through consistent engagement.
Typical work: weekly Packback discussions (ask/respond), in-class workshops and case studies, professional communication habits.
Key case study milestones include:
· Case Study 1: Exploring Large Language Models
· Case Study 2: Reverse Engineering Your Writing with AI
· Case Study 3: Refining a Reflective Memo with ProWritingAid
· Additional in-class labs (editing, repurposing, workflow demos)
2) AI-Enhanced Self-Evaluation of Technical Writing (15%)
Purpose: learn to use AI as a mirror for your writing—without outsourcing your judgment.
What you submit (typical package):
· Two technical writing samples (AI-compatible format)
· A custom evaluation instrument (rubric/checklist you develop and justify)
· AI-generated feedback (including prompts used + brief notes on tool performance)
· A 3–4 page reflection memo comparing AI vs. human evaluation and ending with a concrete improvement plan
Assessment emphasis: quality of evaluation criteria, prompt strategy, comparative analysis, reflection depth, and clarity.
3) Social Media Content Lifecycle Project (20%)
Purpose: practice planning → producing → repurposing → reflecting across platforms.
What you submit:
· Editorial plan (calendar + audience focus + theme/thread)
· Five LinkedIn posts (final text + visuals)
· Three repurposed posts adapted for Facebook/Instagram (format + tone + visuals)
· 3–4 page reflective essay tying your process to lifecycle thinking (including what you learned about platforms, audience, constraints, accessibility/ethics, and how AI helped/hurt)
Assessment emphasis: planning quality, audience alignment, voice, platform adaptation, and reflective insight.
4) AI-Powered Workflow Innovation Project (20%)
Purpose: identify a future “work problem” and propose an AI-enabled workflow you could actually defend in the workplace.
What you submit:
· Reflective memo (primary deliverable, ~3–4 pages) that includes:
· Clear “work problem” definition + why it matters
· AI research process and source vetting approach
· Proposed workflow/system design (human + AI roles)
· A tangible demonstration/output summary (prototype, sample artifact, automation concept, etc.)
· Reflection on benefits, limitations, ethics, and future use
· Optional supporting materials: raw research outputs, prototypes, demos, code, etc.
Assessment emphasis: clarity of problem, credibility of research, practicality of workflow, quality of demo artifact, ethical analysis.
5) AI Capstone (20%)
Purpose: demonstrate mature AI literacy through a self-directed, practical application.
Capstone components:
· Mini-proposal (1–2 pages) for formative feedback (scope + plan + deliverables)
· Final deliverable(s): tangible artifacts aligned to your proposal
· Reflective memo (primary graded document): what you built, why, how you iterated, what worked, what didn’t, and ethical considerations
· Supporting files: prompts, logs, transcripts, datasets, code, media, etc. (appendix or zipped)
Assessment emphasis: scope/feasibility, iteration quality, professionalism of deliverables, reflective depth, and documentation transparency.
Weekly schedule of topics (with module dates)
This course follows a content lifecycle arc: foundations → planning → creation → review → distribution → maintenance → archiving → capstone.
	Week
	Dates
	Stage
	Topics

	1
	Jan 14, 16
	Foundations
	Course intro; LLM start

	2
	Jan 21, 23
	Foundations
	AI skills; ethics intro (Case Study 1 due Jan 21)

	3
	Jan 28, 30
	Planning
	Research; define audience; set goals

	4
	Feb 4, 6
	Planning
	Strategy and content calendars (Case Study 2 due Feb 4)

	5
	Feb 11, 13
	Creation
	Content creation; accessibility (AI vs. Human Editing due Feb 11)

	6
	Feb 18, 20
	Creation
	SEO and content optimization (Self-Eval due Feb 18; editing lab due Feb 18; mini-writing due Feb 20)

	7
	Feb 25, 27
	Review & Approval
	Editing and proofreading (Case Study 3 due Feb 25)

	8
	Mar 4, 6
	Review & Approval
	Automate content workflow (Social Media Project due Mar 6)

	—
	Mar 11, 13
	—
	(Spring break)

	9
	Mar 18, 20
	Distribution & Promotion
	Distribution channel selection (8-week checkpoint due Mar 18)

	10
	Mar 25, 27
	Distribution & Promotion
	Social media; email promotion

	11
	Apr 1, 3
	Maintenance
	Refresh and repurpose content

	12
	Apr 8, 10
	Maintenance
	Analyze content performance (Brainstorm due Apr 8; Workflow Innovation due Apr 11 early AM)

	13
	Apr 15, 17
	Archiving & Deletion
	Archive and organize content (module notes include “No class – Tue Apr 15”)

	14
	Apr 22, 24
	Archiving & Deletion
	Ethical management; project prep

	15
	Apr 29, May 1
	Wrap-up
	Capstone project work (Mini-proposal due Apr 30 early AM)

	16
	Finals Week
	—
	Capstone finishing window (Capstone due May 9 early AM)


Specific readings, links, and in-class activities are posted in each weekly module.
Course policies (summary)
Attendance & participation
Attendance matters because much of the learning happens in hands-on labs, workshops, and discussion that can’t be duplicated outside the class meeting. If you must miss class, communicate early and use campus resources as needed.
Communication and response expectations
· Teams chat is best for quick questions and logistics.
· Email is best for longer, formal messages.
· Expect responses within a reasonable window (typically within 24 hours on weekdays).
AI use, transparency, and integrity
This course is intentionally AI-forward: you’re expected to explore AI tools critically and creatively. However:
· You must do your own thinking. AI can support, but it can’t replace your judgment or accountability.
· Be transparent. When AI materially influences your work, you should be prepared to explain how you used it (and include prompts/logs when requested).
· Avoid privacy/ethical violations. Don’t upload sensitive personal, client, or confidential data to third-party tools.
Classroom behavior & devices
Come prepared, participate respectfully, and avoid behavior that interferes with learning. Devices may be used for course work; keep them from becoming distractions.
Accessibility (ODA)
Students who need accommodations should work through the Office of Disability Access and share verified accommodation letters as early as possible so support can be implemented promptly.
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