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Content moderation systems for social media have had numerous issues of bias, in terms of race, gender,
and ability among many others. One proposal for addressing such issues in automated decision making is by
designing for contestability, whereby users can shape and influence how decisions are made. In this study, we
conduct a series of participatory design workshops with participants from communities that have experienced
problems with social media content moderation in the past. Together with participants, we explore the idea of
designing for contestability in content moderation and find that users’ designs suggest three fruitful, practical
avenues: adding representation, improving communication, and designing with compassion. We conclude
with design recommendations drawn from participants’ proposals, and reflect on the challenges that remain.
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1 INTRODUCTION
When Lance Brown Eyes’ Facebook account was suspended, he had a good idea of what had gone
wrong [90]. At the time, Facebook had a “real name” policy that required that users to use their “real
name as it would be listed on your credit card, driver’s license or student ID” [75]. Some users had issues
with this policy in theory (arguing that they should be allowed to use pseudonyms, stage names, and
so on), but there were even larger problems with the implementation. The algorithmic systems that
identified accounts for violating the policy systematically suspended Native Americans accounts,
for users with last names like Lone Hill or Brown Eyes [56]. Many users appealed individual
decisions, but the automated systems weren’t changed. Lance himself issued a call to action in an
interview with the Washington Post: “They let me change my name back, but what about you and
all the others they discriminated against? Our people need to know they can fight back. The more of us
stand up, they will change” [90].

The community was eventually able to persuade Facebook to change the decision making process,
but did so by turning to the press. But recently, an alternative mechanism — contestability — has
been proposed to allow users to shape the decision making from within the system. Contestability
Authors’ addresses: Kristen Vaccaro, kv@ucsd.edu, University of California San Diego, USA; Ziang Xiao, zxiao5@illinois.
edu, University of Illinois Urbana-Champaign, USA; Kevin Hamilton, kham@illinois.edu, University of Illinois Urbana-
Champaign, USA; Karrie Karahalios, kkarahal@illinois.edu, University of Illinois Urbana-Champaign, USA.

Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and
the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses,
contact the owner/author(s).
© 2021 Copyright held by the owner/author(s).
2573-0142/2021/10-ART318
https://doi.org/10.1145/3476059

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 318. Publication date: October 2021.

https://doi.org/10.1145/3476059
https://doi.org/10.1145/3476059
https://doi.org/10.1145/3476059


318:2 Kristen Vaccaro et al.

has been defined as a set of “mechanisms for users to understand, construct, shape and challenge
model predictions” [65]. Importantly, it has been defined as being “in band” for the system; unlike
appeals which may be asynchronous, pursued through outside channels, or otherwise externalized,
contestability is built into the system to support iteration on the decision making process.
Providing this is important in principle because it supports the co-construction of the decision

making process. It is important in practice because these kinds of content moderation systems
have been plagued by failures: in addition to the “whitewashing” experienced by Native Americans,
social media platforms have been found to have other racial biases [5, 111], to censor LGBTQ+
users [20, 74] and Aboriginal women [2], and to restrict the exposure of users with disabilities [100].
In addition to limiting social connection and self-expression, these effects can also have significant
harms on users’ professional lives, as artists, for example, have argued [89].

By allowing users to co-construct decision making processes, social media systems may be able
to avoid some of these troubling issues. In this study, we explore what users value in content
moderation systems and how they envision groups like themselves shaping decision making
processes. We conduct a series of participatory design workshops to allow everyday users to
design solutions, and recruit from — and situate workshops in the experiences of — members
of communities that have suffered from problems with content moderation. We conduct nine
workshops, three from each of three groups previously harmed by content moderation: Black,
Indigenous, and people of color (henceforth BIPOC), those in the LGBTQ+ community, and artists.
Using a series of participatory design activities, we capture the values participants think are

important and explore participants’ ideas for how to design for contestability in these systems.
We find that participants have a diverse of values they consider important for the design and
evaluation of content moderation systems – ranging from diversity and inclusion to safety and
security. However, these values drive a small set of fruitful, practical avenues for designing for
contestability: adding representation, improving communication, and designing with compassion.

2 RELATEDWORK
In this section, we summarize the problems that content moderation creates for social media users
and drive its choice as a system to improve. We also motivate the idea of designing for contestability
and our use of participatory design.

2.1 Content Moderation
As social media platforms grew, they experienced an onslaught of problematic content, including
self-harm, violence, sexual content, and hate speech. Content moderation systems attempt to filter
out such content, ideally before it reaches any users. In order to remove problematic content, most
platforms use a hybrid approach, where some content is automatically flagged by algorithms and
other content is analyzed only after a user manually flags it [98]. In most cases, the content is
reviewed by a human moderator, though recently (in response to the COVID-19 pandemic), some
platforms have shifted to almost entirely automated review [83]. But while content moderation is
well-intended, the process can harm moderators and decisions can harm users.

In recent years, the public [5, 8, 34, 57, 80, 110] and research community [23, 33, 41, 49, 64, 82, 98]
have noted the problems content moderation can cause. Issues include the inconsistency and
unfairness of decisions [41, 68, 81, 99, 103, 116], the harms moderators experience as part of their
work [41, 98, 107, 110], and whether content moderation is (or can be) used to educate users [59, 86].

The potential for harm is particularly true for those in marginalized communities [8, 16, 20, 57, 79].
For example, content moderation systems have suppressed content shared by disabled, queer, and
fat creators [7], which can isolate them and limit work opportunities [10]. Similarly, they have
cut people with eating disorders off from community support and reproduced conformity to

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 318. Publication date: October 2021.



Contestability For Content Moderation 318:3

certain body images [33]. And shadow-banning and deplatforming of sex workers can exacerbate
inequalities, chill speech, and disrupt movements for change [8, 9]. These workshops focus on
the experience three communities, all of which have experienced harms of content moderation in
the past: BIPOC users, LGBTQ+ users, and artists. While many other communities have also faced
frequent issues, the harms experienced by these three groups are common and well-researched.

BIPOC: When users call attention to racist content or hate speech, many have their content
removed or accounts suspended. This has been particularly true for racial minorities [5, 57].
For example, when the writer Ijeoma Oluo suffered racist attacks, she posted screenshots of the
messages; but it was her account that was suspended [46]. Issues also arise when communities seek
to reclaim formerly pejorative terms, but face suspensions or deletions. And researchers at Instagram
found that BIPOC users’ accounts were 50% more likely to be automatically disabled [111].

LGBTQ+: Users from the LGBTQ+ community, particularly rural youth, have a long history of
using social computing as a way to build community, understand their bodies and develop their
gender expression [44]. However, their content is often removed for containing nudity [20, 79]. For
example, prior to its 2018 policy changes, Tumblr “allowed erotic content needed for intersectional
trans community building” [47], but began aggressively removing content and suspending users
after that policy change [77]. As with BIPOC users, those who attempt to engage in counter speech
or reclaim perjorative terms can be silenced [78, 112]. Finally, platforms have restricted the visibility
of LGBTQ+ users and hashtags [37, 100].

Artists:While not traditionally marginalized in society in the same ways as BIPOC and LGBTQ+
communities, artists have encountered repeated issues with content moderation. Content mod-
eration systems frequently take down artists’ accounts for containing nudity, even when nudity
in artwork is permitted by platform policy [29]. Artists have argued that since social media is so
important for their profession, this moderation has a “chilling effect,” where they have learned to
self-censor their work to ensure their accounts remain active [89].

With participants from these three previously harmed groups (BIPOC, LGBTQ+, and artists), we
explore how to design for contestability in content moderation systems.

2.2 Designing for Contestability
Systems designed for contestability allow users to shape and influence decision-making processes.
The idea of contestability in technology systems can be traced back to early expert and mixed-
initiative systems where experts negotiate with or correct the system to optimize its output [42, 87,
106]. More recently, researchers have returned to this idea, arguing that the algorithmic experience
can be improved by allowing users more of a voice in how decision are made [115, 119].
Researchers have argued – in the context of new GDPR requirements – that proper protection

data subjects’ rights is feasible only if there are means for contesting decisions based on automated
systems [3]. In addition to explainability and transparency, some have argued that expert decision-
support systems can foster critical, generative, and responsible engagement among users, algorithms,
system designers, those subject to decisions, and general public by desinging for contestability [85].
This has been borne out in practice. In high stakes domains, allowing practitioners to contest

decisions can make systems more understandable, useful, and accountable [54]. Similarly, systems
used by lawyers to predict which documents should be shared during the discovery process
require transparent and configurable processes to ensure proper decision making [65]. Anonymous
networks users have also called for a contestable mechanism to address abuses [1] And contestable
design universally improved perceived fairness in an algorithmic system for distributing goods, by
allowing people to realize the inherent limitations of decisions [71].

However, while recent work has proposed designing for contestability as an approach for social
computing systems [116], most work on contestability has focused on expert users. In this project,
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we instead explore how everyday users could take part in contestable systems, using participatory
design methods to generate visions for how these users could shape content moderation.

2.3 Participatory Design in HCI and Machine Learning
Human-computer interaction research has drawn on participatory design methods for decades
[6, 27, 38, 62]. Participatory design is the process of involving groups of users in the development
of systems to better support diverse user interests and goals [72, 84, 102, 108]. By involving users
in the design process, the participatory design method aims to avoid many of the unwanted effects
of technology as seen from the users’ point of view [108].
Unlike other forms of user experience research, participatory design is often leveraged as a

generative design approach, addressing people’s need and desire to create solutions rather than
evaluate existing approaches [102]. It is intended to empower participants as it learns from them;
when engaging with those marginalized in the past, this kind of empowerment is particularly im-
portant [51]. Participatory design is also a value-centered design approach that embeds democratic
values into its practice [102]. Participatory design practices encourage participants to share and
incorporate their values at the early stages of the design process [117, 118]. And research on ethical
AI has highlighted the important role of values in understanding users’ needs [15]. We draw on this
rich literature to design our methods — particularly the “Convivial Toolbox” developed by Sanders
and Stappers [102] — to address the unwanted effects of content moderation experienced by users.

Early participatory design in Scandinavia supported workers’ self-determination of local working
conditions and policy [36, 84]. The approach has now been used in many fields of HCI research (e.g.,
software development [43], educational technology [63, 67], internet of things [91] and health [35]).
Recently, participatory approaches have gained popularity for the design of the algorithmic

experience. Researchers argue that participatory approaches enable users and designers to work
together while negotiating the challenges algorithmic systems pose to society [13, 52]. To address
concerns of surveillance and automation, researchers collaborated with community groups to
produce materials promoting awareness and offering advocacy strategies [60]. For child welfare
services, participatory design workshops surfaced families’ perceptions of the current algorithmic
system and developed strategies to decrease discomfort with it [14]. Through participatory design
workshops, people from marginalized communities designed new social technologies together
with researchers [40, 48, 50, 114] and identified future technologies to support their needs [48].
Our study uses a similar approach, to design the algorithmic experience of content moderation,
together with communities who have been harmed by it in the past. In doing so, we investigate:
RQ1: What values do participants think are most important for the design and evaluation of content
moderation systems?
RQ2: What design ideas do participants generate when designing for contestability in content
moderation systems?

3 METHODS
Our study uses a generative approach — participatory design — to create solutions for how users
can shape and influence algorithmic content moderation systems. We recruit participants from
groups that have encountered problems with social media content moderation in the past: BIPOC
users, LGBTQ+ users, and artists. Each workshop focused on one community member’s experience;
we describe each case study before describing the rest of the workshop protocol.

3.1 Case Studies
Case studies were selected to share an individual’s experience of a more widespread problem within
each community, drawn from news reporting on the topic. Two cases addressed populations that
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have been marginalized and discriminated against more broadly (BIPOC and LGBTQ+ users), the
final case addressed artists, whose professional life can be harmed by content moderation.

BIPOC: Many users have content taken down or accounts suspended when they call out or call
attention to racist content or hate speech. This case study focused on the experience of Francie
Latour, as shared in the Washington Post [57]. Latour was grocery shopping when a man directed
“a profanity-laced racist epithet” at her two young sons. Latour turned to Facebook to vent about the
experience and shared the hateful words the man had said, saying: “I couldn’t tolerate just sitting
with it and being silent. I felt like I was going to jump out of my skin, like my kids’ innocence was
stolen in the blink of an eye.” However, within 20 minutes, Facebook deleted her post, with a brief
message that her content violated Facebook’s standards. Only two friends had gotten the chance to
voice their anger and support for her. This case study focused on the harms to BIPOC users by not
being able to share their experiences of racism and receive peer support.

LGBTQ+:Many users have content taken down or accounts suspended when they share content
containing nudity. This has been particularly true among LGBTQ+ communities that seek to build
body positive and sex positive communities online. This case study focused on the experience of
Nyx Serafino, as reported by The Guardian [55]. As a gender-fluid sex worker, she struggled with
her identity and childhood abuse. However, she found community on Tumblr, saying, “It was a
great place to mix art and adult content. I could put out my perspective on things, post a song, and feel
comfortable in my own skin. It took a long time for that to happen for me.” But after Tumblr’s change
in policy, its automated systems began aggressively flagging content [101] and over 20% of its user
base left the platform [113]. This case study focused on the harms to LGBTQ+ users by not being
able to build this kind of body positive, sex positive community.

Artists Users also have also have content taken down or accounts suspended when they share
their artwork that contains nudity. The problem has become so recognized that professional artists
were solicited for help by Instagram. This case study focused on the experience of Betty Thompkins,
an American painter renowned for her Feminist art, who shared her experience in an interview
with ART News [104]. Her account was suspended after sharing a catalog page featuring one of
her explicit paintings. She said “This is our job as artists: to break the rules. That’s what makes it
art—it doesn’t conform.” This case study focused on both the harms to artists’ livelihood and the
potential for chilling effects on what type of art is created.

3.2 Recruitment
Participants were recruited primarily online1, through online newsletters, online contacts for
community organizations (e.g., Women of Color, U of I Pride, 8 to CREATE) and through direct
contacts. Rather than aiming for a sample representative of the United States, we instead recruited
from three communities previously harmed by content moderation: BIPOC, LBTQ+, and artists.

Participants completed a brief initial survey including demographic questions. Three questions
focused on these communities; one asked if the participant worked as an artist or shared their
artwork online, one whether they identified as LGBTQ+ or as part of the LQBTQ+ community,
and the final asked if they identified as a racial minority. Using participant responses, workshop
groups were developed around these three questions. Of 96 responses to the initial survey, 33
people answered no (or no response) to all three questions and were excluded, and 30 others either
could not be scheduled or did not attend their scheduled group. Each participant took part in a
single workshop. We recruited participants from populations that have been previously harmed,
but included participants who had not personally experienced content moderation. Nevertheless,
67% of participants had personally experienced content moderation or heard a friend’s experience.

1Due to the COVID-19 pandemic
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As Finch and Lewis write in their chapter on focus groups: “In studies researching sensitive subjects,
the shared experience of ‘everyone in the same boat’ is particularly important to facilitate disclosure
and discussion” [97]. Since the topics covered in our study were somewhat sensitive (having to do
with racial slurs, nudity, etc.), we ensured that all participants within a group responded the same
way to at least one of the community questions. Then, because “some diversity in the composition
of the group aids discussion” [97], we used the remaining demographic questions (age, gender,
household income, social media accounts, etc.) to ensure some diversity within the groups. This
process facilitated disclosure by ensuring a degree of commonality, but also enough diversity that
differences can be drawn out in the discussion.

We ran nine workshops, three for each of the three case studies. The workshops had an average
of 3.7 participants (mode = 3, with a range of 2–6). The demographic composition of each workshop
and overall is included in Table 1. Workshops lasted two hours each and were conducted over
two weeks in mid-June 2020. Participants were paid $20/hour for their participation, including an
estimated half hour for the pre-workshop preparations and activities.

3.3 Workshop Protocol
Each workshop consisted of three activities: slides, design activities and group discussions. Partici-
pants prepared for the workshop by completing a “home workbook”. The home workbook was
designed as a sensitizing activity, where “in the period preceding the group session [...] the participant
gets a feeling for the goals and topic of the study, collects personal experiences and increases his or
her understanding” [102]. Because we recruited participants for their community affiliation, rather
than prior experience of content moderation, this pre-workshop work helped participants prepare
and develop their thinking about content moderation. All three case studies were shared with
participants in their home workbook. The one case study aligned with the group’s population was
reviewed at the beginning of the workshop. The home workbook also encouraged users to explore
their relationship to social media, think through their opinions on different kids of content, and

Group Case P (#) Age Gendera (%) Race (%b)
M Range M F Ac B H N W

1 LGBTQ+ 4 41 29–58 25 75 – – – – 100
2 LGBTQ+ 3 36 19–64 33 66 – – – – 100
8 LGBTQ+ 3 21 20–21 33 66 66 – 33 – 33
3 BIPOC 3 42 36-48 33 66 – 100 – 33 33
6 BIPOC 6 21 19–22 16 83 50 50 – – –
7 BIPOC 6 21 19–24 33 66 33 – 66 – –
4 Artists 2 35 24–45 50 50 – – – – 100
5 Artists 3 21 20–22 33 66 33 – – – 66
9 Artists 3 36 24–61 33 66 66 – – – 33

Overall 3.7 28.7 19–64 30 70 33 18 15 3 42

aNo participant selected ‘Non-binary/third gender’ or ‘Other’
bPercentage of respondents who reported that race or ethnicity; values may add up to more than 100%

cA - Asian, B - Black or African American, H - Hispanic, Latino or Spanish, N - American Indian or Alaska Native, W -
White. No participant selected ‘Other’

Table 1. Workshop Participant Demographics
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Fig. 1. Study Design. The study included both sensitizing activities prior to the workshop and a series of
design activities (interleaved with group discussions) that were increasingly open-ended.

reflect on their own and others’ experiences with content moderation, through writing, drawing,
and playful activities (like making memes).

After introductions and a brief review of the workshop’s case study, the workshop itself featured
four design activities, interleavedwith group discussions (as shown in Figure 1). The design activities
were developed with two goals in mind: 1) establishing participants comfort and rapport with the
group and 2) building up their ability to design a solution to the problems of content moderation.
The first activities were highly structured to provide more support to participants during their
initial engagement; activities became increasingly open ended as the workshop progressed. After
each activity, participants shared their work and thoughts in a discussion with the group. A closing
discussion after the final design activity asked participants to identify any common themes that
had emerged and whether there were any aspects or concerns that we had not talked about during
the workshop. The full protocol as well as the materials used for design activities are included
in the supplementary materials. Since each case study featured a different protagonist and social
network, all design prompts were tailored for the case study.

Report Cards:During the first activity, participants filled out a report card for the social network
featured in the case study. This activity was designed to elicit participants’ values and to allow
participants to share those values with others in the workshop. Eliciting values is an important
aspect of design research and has been successfully approached with a wide variety of design
activities, including cultural probes, scenarios and card activities [118]. This activity was used to
elicit the values of each participant, which are used to answer RQ1. But it was included as the first
activity of the workshop (rather than in the home workbook), so that participants could share and
establish a common set of values as a group. As the first design activity in the workshop, it was
also designed to be highly familiar and highly structured.
Participants were provided a template report card (Figure 2a), which was personalized to fit

the case study for their group (e.g., evaluating Instagram). Participants were asked fill in what
they would grade the social network on: “Imagine yourself in the role of a teacher, and [Instagram]
is the student. But unlike students who get graded on things like Math and Science and Geography,
you’re going to decide what [Instagram] should get graded on.” To have them think critically about
the case study and their relation to it, participants provided the grade they would give the social
network for that topic and the grade they thought the protagonist of the case study would give.
Since some participants initially struggled to generate terms on their own, an “idea list” of over 100
values (e.g., adaptability, adventurousness, assertiveness) was also included nearby to help them
get started. Participants also generated many of their own terms.

Pros/Cons: The second activity had participants evaluate pros and cons of four possible designs
for allowing users to shape and influence content moderation. This activity was designed to
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(b) Pros/Cons Activity Template

Fig. 2. Design Activity Templates. The earlier, more structured design activities used templates: 2a, a report
card that participants filled out with the values they would use to evaluate a content moderation system,
and 2b, “sticky notes” to brainstorm pros and cons of different alternatives to content moderation systems.

encourage participants to broaden their thinking beyond the existing approach of social networks.
Participants were briefly introduced to four approaches (current system, structured application,
community forum, and professional agent), described in Table 2. The reason for including each
approach is noted in Table 2, but in general alternatives were chosen to include a breadth of possible
approaches, particularly those suggested in prior work [70, 86, 116].
Participants were given a template for each approach, as shown in Figure 2b. The template

included eight sticky notes for pros and eight for cons of each approach. This activity was inspired by
the “crazy eights” brainstorming activity that encourages designers to generate many ideas [69], to
encourage our participants to think as broadly as possible about potential strengths and weaknesses
of each possibility and to begin thinking about alternatives not currently in use.

Approach Summary Reason for inclusion
Current system Individual user clicks “request re-

view” and are emailed when a final
decision is made.

Ensures everyone is aware of and
thinks critically about how current
systems work

Structured form Individual user fills out a form that
indicates the kinds of information
taken into account

Introduces context information to
decisions, eases difficulty of reading
standards documents

Community forum Groups of users discuss content mod-
eration approaches, similar to the
Yelp community forum

Introduces community and
consensus-focused approach,
rather than individual action

Professional agent A agent makes an argument on the
user’s behalf, as an actor’s agent ne-
gotiates contracts

Introduces the idea of profession-
alism and expertise, could improve
success rate

Table 2. Pros/Cons Systems. Participants evaluated four alternatives in the pros and cons activity.
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The later activities began generating potential designs; these (with the closing discussion) are
used to answer RQ2. As participants had a better sense of how to approach design activities, no
template was provided for the final two tasks.

Magical Mug: The third activity had participants design a “magical mug” that could help the
protagonist of their group’s case study as they went through that experience. The goal was to
begin having participants generate their own solutions, while still providing some structure. The
design task was developed iteratively in discussion with design faculty, after considering several
alternatives. The prompt evolved from one generated by the “What Should I Design” generator [58],
with the “magical” element included to ensure participants did not fixate on how platforms currently
approach these problems, but instead tried to develop an ideal solution.

The researcher leading the workshop briefly reiterated the situation of the case study, and then
asked participants to design the mug, saying, “the magical mug can help her – in whatever way
you want. And since it’s magical, you can have it do whatever you want!” In the task instructions,
participants were encouraged to use the lens of one of the pros: that a structured application
can help someone know what to say. While many participants explored ideas beyond this, the
instruction and the specific task of designing a mug were included to provide some structure.

Final Design: The final activity gave participants the most open-ended prompt:
Design any kind of system or interaction or app or physical thing you want – with the
idea that it can help communities or groups of users, people like [Nyx], to shape, influence,
or improve how content moderation is done at [Tumblr].

Participants were encouraged to design with the previous activities in mind: to include as many
pros and as few cons from the Pros/Cons activity, or to draw on the strengths they saw in each
others’ Magical Mugs. As we note in our results, participants were highly attuned to the incentives
of the platform, so groups were also told to imagine the social network supported the design.

3.4 Moving Online
Initial pilots of this study were conducted in person. After the growth of the global COVID-19
pandemic, further pilots and the workshops we report on were conducted online. This led to major
changes. All workshops were conducted via Zoom2, an enterprise video communication system. All
the design artifacts were generated in Miro3, which is an online collaborative whiteboarding plat-
form. While Zoom includes built-in whiteboarding functions, Miro allows us to provide templates,
archive participants’ designs, and provides a better multi-user experience (allowing participants to
zoom in on their work area, for example).
Participants typically used two windows, one for the design artifacts in Miro and one for the

audio and video in Zoom. However, several participants had constraints that meant participating
via mobile devices or using different devices for the meeting and for the design activities. As a
result, the researcher coordinating the workshop also shared the design artifacts through Zoom
when they were being discussed. While most participants were familiar with videoconferencing in
general, the online whiteboarding was a new experience for many. A few participants were unable
to learn the new technology of Miro in time for their scheduled workshop. While Miro itself offers
little in the way of onboarding videos, we did share an overview video developed by a third party.
We also offered one-on-one tutorial sessions with any interested participants to go over Miro.

The shift online also led to changes in participant behavior. For example, initial pilot studies were
full of rich turn taking. In an online videoconferencing system, signaling interest and coordinating
turn taking is much more difficult. In the eventual workshops, we found that many participants
2https://zoom.us/
3https://miro.com/
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communicated all of their ideas at once, and were less likely to break in to share thoughts as later
participants spoke. Smaller workshops tended to have more back-and-forth interactions and might
be a better choice for online environments.
Challenges around connectivity and the technology were significant. Many participants had

issues with low-bandwidth connections. As a result, several could participate only with audio or
occasionally dropped out of the workshop. In one notable case, the participants actually began
referring to each other by participant ID rather than name, because that was shown on screen and
was most salient. But while it is clearly preferable to share video for participants to get to know
each other, that places greater demands on participants who lack access.
As with other teleconferencing settings, we found that interruptions increased after moving

online. Participants occasionally stood up or stopped to communicate with roommates or family. In
general, these interruptions were brief and did not interrupt the flow of the workshop. There were
also conversations and even fights in the background, so their focus may be lower than in other
settings. But in some cases, where participants were willing, participating from their homes could
add to the workshop. For example, one participant walked the group around their home, to share
the artwork they had tried to post on social media before their account was suspended. Thus, future
online participatory design workshops might consider the potential provided by the unusual access
to personal spaces as a way to balance the added challenges of conducting workshops online.

3.5 Limitations
There are some limitations to this approach.While 67% of participants had prior personal experience
with content moderation, the study design is likely to influence the values and suggestions they
share. If a participant had previously experienced content moderation related to self-promotion,
for example, a value like “diversity” might be less salient. Similarly, because not all participants had
previously experienced these harmful forms of content moderation personally, many participants
distinguished between what they and the case study protagonist would evaluate in the activity. We
suggest that these values and designs are specific to these harmful forms of content moderation, and
less harmful forms should be studied as well. Further, while all participants used social media (on
average reporting use of 5.8 platforms), not every participant used the platform featured in their case
study. Finally, our study is small and involves self-selected participants, so we may miss important
subgroups within these communities. For example, no participants selected ‘Other’ or ‘Non-binary’
in the LGBTQ+ groups. Future studies could cover these communities more comprehensively.

3.6 Ethical Considerations
Researchers have recently begun attending more carefully to ethical considerations in the practice
of participatory design. One recent effort outlined four principles of central importance: free and
informed participation, minimizing risk of harm, maximizing outcomes and benefits, and supporting
appropriate empowerment [61]. These principles can be challenging to employ in practice.
For example, part of acheiving informed consent requires recognizing that “design is not a

universally understood practice” and that organizers need to take care when sharing the project
details, activities, and goals [61]. In some cases, researchers have identified issues with particular
activities, for example, brainstorming with markers and colored pencils, which participants can
perceive as “infantilizing and belittling” [51]. To minimize these concerns, when participants chose
to “write” a design instead of sketching it out, the research team supported that decision. Similarly,
when participants were asked to engage in ‘blue sky’ brainstorming like the magical mug (which
some can perceive as a “luxury practice” [51]), the research team shared why: to avoid focusing on
what platforms currently provide. However, even with careful consideration, challenges remain.
For example, one principle highlights supporting fair and appropriate empowerment, which can
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“involve trying to find ways to distribute power more equally amongst stakeholders” [61]. In our case,
the powerful stakeholders are the social media platforms themselves. While we can add our voice
to calls to attend to these users, we cannot enforce or demand those changes.

4 ANALYSIS
All nine workshops were recorded and transcribed. The results take the form of: the transcript for
the workshop and the paired design artifacts. Results were analyzed using qualitative coding.
To address RQ1 (understanding the values that participants considered most important), the

report card design artifacts were analyzed using the “spreadsheet method,” as described in [102].
This process first counts the number of occurrences of each value (e.g., ‘honesty’) on the report cards.
The values are then clustered to group related terms. Two researchers independently performed
the clustering and iterated on the groupings until they reached agreement. The results present only
the major clusters, though the full set is included in the supplementary materials. We analyze the
artifact rather than the transcript for this research question because some values may not have
been covered in the group discussion due to time constraints rather than importance.
To answer RQ2 (understanding how users approach designing systems to allow user influence

and control), we analyze the magical mug and final design activities as well as the closing discussion.
The designs participants created were analyzed together, as we found many of the same themes
emerged. A randomly selected subset of designs (five per activity) is included in the supplementary
materials. Iterative open coding was used to identify themes in the designs participants created and
how they discussed them [12]. A large initial set of codes were discussed by two authors; 18 of the
most common were categorized into three broader themes. Both codes and themes were discussed
by two authors until agreement was reached [31].

5 RESULTS
5.1 RQ1 Values For Content Moderation Systems
To address RQ1, we analyze the report cards that participants generated in the first activity.
Participants had a very diverse set of values that they consider important for the design and
evaluation of content moderation systems. The most common clusters are shown in Table 3, though
only those where five or more participants contributed.4
Likely influenced by the case studies that participants were reflecting on, the most commonly

shared value was inclusivity. Twenty distinct participants – almost two thirds of all participants –
mentioned concepts around diversity, tolerance, and inclusiveness. As one participant described
this in the discussion:

I put tolerance and inclusiveness. Because it is... I think these questions have to do with
large communities of people with different ideas about what is acceptable. So, that’s the
question of, to what degree do we tolerate differences, even if we don’t agree with them?
And inclusiveness is similar, but it has to do with how much people feel included in this
community that they voluntarily joined. [P12]

The second most common cluster considered a very different direction: the competence of the
platform itself. Unlike the inclusiveness cluster which featured only a few, very common terms,
participants used a wide variety of terms to describe the aspects of competence that they valued:
being reliable, accurate, rigorous, efficient, useful, and so on. For example, one person who thought
quality was important defined that as, “In a sense of what it does to show you in your newsfeed, of
how it uses AI to really customize and show you stuff that keeps you active on the site, that keeps you
wanting to scroll” [P16]. For these users platforms need to be well designed and executed: “there
4Other clusters did have more total words, but were contributed to disproportionately by a single person.
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Inclusivity 20a

Inclusiveness 10b
Diversity 6
Tolerance 4
Openness 3
Belongness 1
Discrimination 1

Competence 19
Usefuleness 5
Accountability 4
Consistency 3
Professionalism 2
Quality 2
Accuracy 2
Competent 1
Reliable 1
Carefulness 1
Rigor 1
Discipline 1
Efficiency 1
Responsibility 1

Communication 14
Transparency 10
Communicable 2
Honest 2
Clear policy 1
Shadowbanning 1
Trigger warnings 1
Quick response 1

Equality 10
Fairness 7
Equality 2
Democraticness 1

Security 9
Security 5
Safety 3
Privacy 1
Privacy policies 1

Compassion 7
Empathy 2
Support 2
Compassion 1
Sympathy 1
Sensitivity 1
User Support 1

Fun 7
Fun 3
Enjoyable / fun 1
Enjoyment 1
Enthusiam 1
Interesting or not 1
Interests/Hobbies 1

Freedom 5
Freedom 5

Pro Social 5
Making a difference 3
Community 3
Justice 1
Socially responsible 1
Community building 1

aNumber of unique participants contributing to that cluster. One participant may contribute multiple terms to a cluster.
bNumber of unique participants who include that value

Table 3. The values users consider most important in the design and evaluation of content moderation
systems, where at least five different users included the term in their “report card” for the social network.

are so many platforms out there there must be something about this one that made them want to use
it” [P1]. And as has been shown in prior work [25], participants have strong opinions about how
the news feed curation operates: “I think the algorithm accuracy is pretty bad also. I had Instagram
back when it was still chronological timeline, and I always wished that that would come back” [P11].
Another large cluster dealt with the communication that the platform provides with its users,

focusing on issues of transparency, clear policy, and quick responses. Participants also included some
aspects (rather than values) that they did not agree with, like shadowbanning. Many participants
thought platforms performed poorly on that front:

Whilst Instagram does a good job at explaining like what their content is, they do not do a
good job of telling the users why their thing is being specifically taken down. They’ll just
be like, ‘Oh, you broke one of the codes of conduct,’ or, ‘Your post has been flagged for not
meeting the community guidelines,’ but then won’t go into specifics or communicate with
them how to avoid this in the future [P15],

But others disagreed and mentioned prior experiences with platforms communicating their policies
and standards: “I feel like I get sometimes posts from Tumblr, like their actual blog about their policies,
so I feel sometimes they do an okay job of at least telling people what the policies are” [P29].
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Finally, another large cluster addressed ideas of equality, fairness, and democratic values. Often
in the discussions this emerged as an idea concerned with resisting censorship, though in some
cases participants mentioned that once a user has one piece of content flagged the problem can
become recurring, “I personally think that I’ve never had an issue with it, but I don’t really post
anything that controversial. But I have noticed a lot of people that don’t get treated very fairly, they
get things removed a lot” [P13] and another participant replied “I definitely agree with [P13], I’ve
seen it a lot with other people. And what I’ve also been thinking about is when somebody has their
account flagged, or something gets taken down, I feel they’re more prone to have it happen again to
them” [P15]. Compared to the value of inclusivity, participants were concerned more about process
when they discussed the value of equality, “I also put fairness. And it’s more talking about the content
review and how fair the process is to artists and people of different professions” [P14].

Many of these values: communicating to and from the platform, supporting diverse participation,
taking democratic approaches, as well as others from the smaller clusters like compassion and
pro sociality emerge in many of the designs that participants develop in the later portions of the
workshop, which we report results from next.

5.2 RQ2 How Users Design for Contestability
We highlight three major themes we identified from participant designs and the group discussions:
representation, communication and compassion (Figure 3).

5.2.1 Representation. One of the most common themes that participants identified was the idea of
representation: “something I’m concerned with is also that people have representation on whatever the
spaces or platform they’re using” [P6]. Participants shared many ways of achieving this (Figure 3),
which can be grouped into direct or indirect forms of representation.

Forms of Representation: Some suggested very direct forms of representation as part of
building community consensus into content moderation, for example, “a randomly selected jury
duty” [P25] or “vote” [P5, P10] to establish the norms and policies of content moderation: “Randomly
select 10 people and honestly, there’s a lot of people on Facebook, so you could pick 1000 people and
then you say this, ‘Should this be allowed on Facebook?’” [P25]. Participants who agreed with this
approach appreciated that many users could be involved and noted that it is a “good idea to have

[P9]

Representation Communication Compassion

[P17]

[P24]

[P13]

[P14][P23]

[P2]

[P17]

[P21]

Fig. 3. Themes of Designing for Contestability in Content Moderation Systems. Participants generated a
diverse set of ideas, with many focused on adding representation, improving communication, and designing
with compassion. While many participants suggested practical changes (e.g., P9 designing a “Council of
Peers” app to signal communal acceptance), others generated metaphorical or conceptual approaches (e.g.,
P24’s idea of helping users emerge from a fog of confusion to clarity).
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a mix of different people” [P23]. These suggestions typically involved having all users engaged
directly in decision making.

Others suggested less direct forms of representation, where instead community members volun-
teer or are elected to represent their peers, like “some sort of a focus group’’ [P7] or “a board” [P6].
One participant suggested: “Maybe have like community-based arbitration, where they’re vetted,
super users who can actually review it and say, ‘Is this actually a problem or is this just a mistake in
the algorithm?’” [P4], while another suggested “People can run for being on this board, there is some
way that people can either be elected to it or group kind of process, and to help set the standards, but
also a place to bring disputes about the content” [P7]. In these suggestions, fewer users would direct
weigh in on decisions about content moderation, but would be represented by fellow community
members (rather than the platform itself). The forms of representation that participants suggested
could have major impacts on the challenges they identified with the approach, as we discuss later.
First, however, we address the motivations participants identified for this approach.

Motivations for Representation: Participants justified their calls for representation from
both theoretical and practical perspectives. On the theoretical side, two participants referred to
the democratic principles that underlie this kind of representation: ”I like the idea that feeling
democratic” [P12]. Others argued that users have a right to representation: “Representation is
necessary and that users have a say ’cause users of platforms are the reasons they flourish, the reason
anyone’s able to make any kinds of money” [P6].
However, many participants approached the idea pragmatically. While they mentioned many

potential benefits, they were often tied to a concern with cultural competence, by which we mean
the ability to be aware of and sensitive to cross-cultural differences. Several groups argued that
cultural knowledge was essential for evaluating content.

A number of participants discussed the importance of cultural competence in relation to important
content that violated platform policy. These workshops were conducted during the Black Lives
Matter protests of early 2020, and one participant shared how videos containing violence could
be important:“Most of us would have known nothing about George Floyd [...] had those social media
platforms been censoring and not showing” [P9]. This participant tied the importance of these videos
to the scarcity of other forms of access:

For me, I think that social media platforms have to understand the difference that they are
making in terms of the oppressed groups in society today [...] so that’s why I said, don’t
silence the voices of the oppressed. One of the beautiful things about oppressed groups is
you use what’s available to try to make the difference in your situation. And so someone
in China or India muting that, it also serves as a double injury [P9].

Precisely because marginalized communities may lack other forms of power and access, the ability
to make full use of social media becomes incredibly important. And while many platforms have
exceptions for “newsworthy” content, everyday users do not have the privilege to decide what is
“news” or have their content exempted.

Even beyond high impact content, participants agreed that this ability to deal with local commu-
nity norms could be productive. For example, in considering language that might be considered
offensive, “I have family members, women family members, that refer to each other using B. I don’t
particularly like it, [...] but again, I’m not the one to tell you not to say it, because it doesn’t impact me
in the same way that it impacts them.” [P9]. Even within a family, some can have very different
expectations of behavior, and forms of moderation that can incorporate these local differences
would be useful. Nevertheless, some participants also noted challenges around who should weigh
in, which we will discuss shortly.
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Similarly, representation can help manage rapid changes in community norms. One participant
from one of the LGBTQ+ groups described himself as “in that generation that I’m still struggling
with ‘they’, so I try to use ‘they’ but I don’t know” and noted that a representation-based approach
could deal with change better than others: “to determine the approach that it’s always changing that
represents the diverse aspects of the queer community” [P7].

Finally, participants argued that this approach could increase trust in the platform and the efficacy
of the moderation. Participants saw trust arising naturally, because even indirect representatives
would be close to the community: “these are good people who we trust to make decisions [...] who would
be more community-based than company-based” [P4]. In addition, some suggested representative
moderation could be more effective at changing behavior, because users would listen to their
community in a way they would not listen to a social media platform:

[Your friends] might say, "Hey, you shouldn’t be talking like that on the platform." It’s nice
when your friends check you in that way. But if Facebook is just deleting things before
they can even see it, you might not think that what you did was bad. You might just blame
the algorithm or you might blame Facebook. [P8]

If users knew instead that their community was represented in the decision – even directly weighed
in on that decision – “you might actually be able to reflect on your actions” [P8]. Participants saw
this self-reflection as crucial for real change; some users might be “easily swayed by whatever the
majority opinion is," but communities actually acheive more “if the person actually makes the choice
themself wanting to change, it has more of a lasting impact that defines who they are as a person.
And they become more of an ally and advocating for what’s right” [P16]. Thus, participants saw
representation and a voice for their community in moderation decisions as a way to reflect but also
shape their communities.

Challenges of Representation: While groups saw clear benefits for designing for represen-
tation, participants identified a number of challenges in the discussions as well. Several groups
highlighted one well known risk of direct representation: the tyranny of the majority. In one group
that discussed direct representation with users voting, one participant argued that “just because the
majority agrees with something doesn’t mean it’s right. I know there’s some things in the past, that a
majority have agreed and it’s now in the present day morally un-opposable [sic]” [P27]. Similarly,
another group noted that “having a homogeneous group of people making a decision, a collective
decision for an identity that is usually the minority, doesn’t really benefit the minority at all and
continues to make minority voices not heard” [P19].
This also connected to a broader challenge many groups identified of who would weigh in.

Participants in one group argued that to achieve the benefits of cultural competence, representatives
would need to knowledge of specific, local communities: “American culture, which is completely
different, and then Black-American culture, which is completely different, or Spanish-American culture,
which is completely different” [P10]. Some went even further, arguing that within these communities
important intersectional identities and experiences emerge:

Me, as a man of color, when women of color are talking about issues that are pertinent to
their sex and their gender, who am I to say anything other than ‘How can I support?’ I
can’t speak on it, I shouldn’t try to correct that. You may even have a similar identity. I’m
in my late 40s, so even if I see another black man, but he’s 22, it’s different. And so I can’t
say, ‘Oh, you don’t know...’ No, he’s a young man. So yeah, it’s very complex, and that
needs to be taken into consideration [P9].

This question of whether someone without shared identity can weigh in became an important point
of disagreement. Some argued that content moderation should be self-determined by only those
with personal experience: “You can read about all sorts of different things and still not know anything
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about it, really. If you’re not part of that group and experience it for yourself personally, then this
difference is just not for you to even speak about” [P10]. But others suggested that it was possible to
learn and know without personal experience: “We all come from different backgrounds and different
identities, so I think that there should be multiple people on the table who are responsible for explaining
these different aspects and different perspectives” [P19]. This question of whether representation
should be centralized or distributed out to individual communities was central and unresolved.
There were other challenges participants identified in considering who would weigh in, par-

ticularly around bias in who would be involved. Participants identified challenges both of those
who would not participate (“if it was random, you always have that person that might skip out on it”
[P23]) and those who would (“more extremists on the issue might be more inclined to self-select and
actually volunteer their opinion” [P27]). Nevertheless, participants argued that well-meaning people
who would be involved exist and could be recruited: “there are certainly people who believe in the
power of social media ...[who are] more interested in creating meaningful change that stems from a
platform like this. So I would say that both people who, it’s their job but also people who find meaning
and purpose in kind of advising others and helping on their own time” [P26]. But they noted that
some guidelines were needed, both before they participate, “I do think that the people need to be
vetted” [P26], and after “[you need] ramifications, repercussions rather, if you aren’t diligent with
your reasoning” [P27] to address the challenges of laziness or extremism.
Finally, echoing the issue that some users “might skip out,” many users thought representation

in content moderation could be a challenge due to the amount of work (and kind of work) users
would need to do. One participant pointed this out as he was describing his own idea: “I feel like it
would take a lot more work [chuckle] then, now that I just thought about it” [P29]. Similarly, the kind
of content this would expose everday users to could be a problem: “Originally, when I was doing the
workbook thing, I did read previously about the human moderators and how much personal distress
and damage they go through to have to moderate these kinds of things [...] it’s tough to have to ask
people to view those kinds of materials” [P29]. Some even argued that using this approach could
destroy the platform entirely: “if you have something to say about that content that’s being reviewed
or it’s personally affecting you, but if everybody had to participate [...] it would probably crash the
social media and nobody would use it” [P28]. So while many groups saw great potential in the idea
of designing content moderation for representation, they also identified major (and potentially
fatal) challenges at the same time.

[P13] [P14] [P29]

Fig. 4. Designing for Communication. Some communication focused on argumentation (P13), while others
focused on access (P14). P29 noted that the argumentation is also tightly connected to resources.
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5.2.2 Communication. A second common theme that appeared in many designs for shaping and
influencing content moderation was that of supporting users’ communication with the platform.

Forms of Communication: In thinking through communication with the platform, groups
discussed both questions of whether users can communicate with the platform – which we refer to
as access – and how users communicate with the platform – which we refer to as argumentation.
Many groups focused on the goal of helping users formulate an argument: “It could also help

you find the right way to say things” [P13]. These suggestions focused on two primary approaches:
improving users’ persuasion and improving platforms’ transparency. One participant from an artist
group shared her ideas about how both sides of this communication could work – communication
to the platform by users, “she would be able to provide evidence of others who find her work inspi-
rational, or educational, like there’s a hashtag called ’Draw this in your style’, [...] provide evidence
of a community that she’s helping to cultivate” and communication from the platform, “and then
alternatively, [...] the ability for the platform to provide evidence of the people she’s offending with her
work, or the effect that this work is having on this person’s life who got offended, maybe did their child
see something” [P11]. In many cases, participants saw this as scaffolding users’ communication
skills: helping them understand what the platform would consider and listen to, while providing
the information they would need from the platform to argue for changes successfully.
The idea of access, or whether users could communicate with the platform, also emerged fre-

quently in the designs participants generated. Typically these ideas were seen in contrast to the
current system, where users are stuck “waiting multiple days trying to communicate, while not
getting anything back” [P14]. Many participants introduced designs that would allow users to
communicate directly to human content moderators: by allowing the user to “have a chance to even
talk to somebody on the phone, or do a Zoom call” [P1], or “call or text them personally to see what the
issue was and talk to them face-to-face” [P28]. In some cases this was tied to ideas for transparency
and persuasion, for example, connecting to moderators who could “[give] you the context and
you get feedback immediately and they can just assist you on your way” [P14]. Interestingly, some
went beyond this direct access to the moderators and instead argued for direct access to the power
brokers at the platform. For example, one participant designed a magical mug where “you’d pour
all your problems and worries into the mug,” and the worries would evaporate and “when evaporated
would go to Instagram and they would see them in their mugs at their next board meeting and have to
talk about them because it has filled up their entire mug” [P15]. Others appreciated this approach,
because “it’s nice that it directly influences the higher-ups instead of the employees, which was usually
never the ones to blame, they’re just following the guidelines” [P14]. So while some participants
believed that improved access to the moderators could improve communication, others argued
access to decision-makers is actually what is needed.

Motivations for Communication: When groups discussed the value of communication, they
focused primarily on the practical benefits it would offer. One participant did introduce more
theoretical reasons for focusing on communication. He explicitly contrasted the approach of
focusing on argumentation with the idea of representation: “I do find a lot of value in referring to what
the community wants, the democracy aspect, [...but sometimes it’s] incorrect or not reasonable” [P12].
Instead, he argued, “if the artist says, ‘No, look, you’re thinking about it the wrong way and I have an
argument behind that.’ That is what I kinda revert to. It seems kind of dry and rational, but...” [P12]
can offer a more justified and consistent approach. Despite this strong theoretical motivation, most
groups focused on practical benefits.

In terms of access, they saw it as a way to fix the problem of “speaking into a void” that users have
expressed in prior content moderation work [86, 116]. As one participant described his idea, “I’m
creating more out of a personal experience of I’m not... I’m usually pretty lazy about filing complaints
or applications. I just never think that I would be heard” [P14]. In terms of argumentation, many
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participants saw this as a way to address the cold start problem, when users don’t know what or
how to say to persuade a social media platform: “if you know exactly what to say, then it would give
you a jump start [...] as opposed to having something where you just have a blank slate and you don’t
even know what to say or include, you don’t know where to start” [P30]. And in connection to the
idea of compassion, which we discuss next, some noted that “any time you’re heated” [P13] it can
be hard to make a clear case or think creatively.
One participant argued that communication is key because “These aren’t laws. Most of the time,

they’re not federal laws that they’re violating, these are just policies put forth by companies that can
change” [P29]. However, as in the case for representation, she highlighted the connection between
users’ communication with the platform and other forms of power and access. Since these policies
are decided by the platform alone, users’ ability to drive change depends on their resources. As she
described it, “argumentative powers” incorporate resources and money as well as rhetoric: “There’s
always a possibility of changing them if you have enough resources, if you have enough money, if you
have the... I guess, the argumentative powers to make it happen” [P29] (Figure 4). So designing for
better communication offers the ability to address the “inequities” [P27] that exist in terms of how
persuasive users can be to the platform.

Communication from the platform was also seen as a way to address inequities that can arise in
content moderation itself. One participant made the case that technology can embed bias:

If you are using some kind of technology to do your content moderation: What is it? Who
made it? Who else uses it? Because I know there’s a lot of issues with the way technology is
developed [...] Racism, sexism, these kind of things are embedded in technologies and coding,
if the individual that created the code has that. So you need a lot more transparency [P6].

But another noted that even human content moderators can have “some implicit biases” but with
“accountability and transparency,” users “should know exactly where the decision came from” [P27]. It
was striking that everyday technology users were so aware of potential challenges of automation
and called for transparency, accountability, and fairness in the same language as researchers.

Challenges of Communication: Participants highlighted a number of challenges for designing
for communication around content moderation systems. Many participants articulated major
challenges around the idea of communication from the platform that a number of groups suggested.
For example, one participant liked an idea but added you need to share information “in a way
that makes sense. It’s not just a bunch of all of the work that goes into making an algorithm that
you’re like, ‘I don’t know what this means.’ But just simple and concise to the extent it can be” [P26].
Some went further, closely mirroring work by researchers, who have argued that “transparency can
intentionally occlude” [4]. One participant shared that, “I think one thing that they really need to get
right is the transparency,” continuing:

If Instagram was like, ‘Okay well we’re unveiling a new content moderation thing.’ It
is very, very, very easy for someone who is very smart in computer science or tech to
completely muddle up the entire thing with these terms [P15].

Whether participants foresaw this as intentional or not, they anticipated the risks of asking for
transparency and made it clear that only some forms of communication from the platform (clear,
simple, concise) would actually be useful.
A second, even more pernicious challenge that participants identified was how this approach

might run counter to the platform’s incentives. Adding enough human moderators so that users
could access them promptly would be expensive: “if that was available to every single person on social
media, that obviously would not work out.” [P28]. While some groups brainstormed intermediaries,
chatbots, and other measures that could substitute, they saw the cost to platforms as a major
issue. This was an issue users often found easiest to solve in the magic mug activity, for example,
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envisioning “every time maybe she used the mug, she would get money. And she could use that money
to hire lawyers and agents to force Tumblr to change” [P29]. Another noted the fundamental problem
of scale, where the platform could easily ignore the problems of any small minority of users. To
solve these problems, “it’s gonna take a lot of manpower” [P15], so “it’s very easy for Instagram as a
big corporation to brush that off and be like, ‘Okay, we’re not gonna deal with this. We said what we
said, if you don’t like it, then just don’t be on the app. We have 100 million other people who are on
this app.’” [P15]. This participant argued that you need a “solution forces their hand, and the only
way to do that is to overwhelm them” [P15]. So while participants envisioned money as an easy way
to drive communication and changes that differ from platform incentives, they also saw solidarity
and communal efforts as an alternative approach.

5.2.3 Compassion. The most prevalent – and perhaps most surprising – theme was the very simple
idea of increasing the love and compassion expressed by social media platforms (Figure 5).

Forms of Compassion: Groups’ suggestions to increase love and compassion took a number
of different forms: suggesting that platforms 1) emphasize sympathy when making decisions, 2)
provide emotional and particularly mental health support, and 3) connect users impacted by content
moderation to their family and/or community.

Perhaps the simplest changewould be emphasizing empathywhenmaking decisions. For example,
one design called for “more moderators with more emotional intelligence” [P21] (Figure 3), which
could help them listen and understand. One participant shared her own experience from college,
“I was a resident advisor and we always are trained on saying, ‘I see you, I hear you.’ And I think
that that’s something that needs to be taken into account more” [P19], where moderators actually
acknowledge that they see and hear the harms users experience.
A second, frequent suggestion recommended providing emotional and mental health support.

This kind of emotional support was particularly common in the magical mugs, where the emotional
fallout of a negative experience could be fixed by magic: “Drink the contents of this mug and find
peace” [P22]. But some recommended more specific support for mental health: “it would be really
interesting to see Facebook or other social media advocating for more mental health resources, whether
that be through virtual therapy sessions, or even just like more videos or content that’s tailored with
the like, ‘How do you process what you’re feeling?’” [P16]. Others suggested that the platform itself
would not need to provide this support but could “[direct] her and her family to resources so that they
could get the counseling or therapy” [P17], connecting users with external mental health support.

[P2] [P4] [P19]

[P17]

[P6]

Fig. 5. Designing for Compassion. Many designed around ideas of compassion and love, saying, “the goal is to
to have love and peace” [P2] and how much it can mean to say “I’m sorry, [and] that you’re being seen” [P19].
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Finally, some suggested connecting users to their families and communities. Participants ex-
pressed both the need from the user, “sometimes when you go through those situations, you feel like
you’re alone, so just know that you’re not alone, everyone has to deal with idiots like this too” [P8].
But they also shared how when they are able to provide such emotional support, they benefit as
well: “So I like to get joy and support someone after they’ve gone through something shitty and just let
them know you’re there with them” [P6].

Motivations for Compassion: Participants motivated this call for compassion in part because
content moderation often occurs when users share an initial negative experience. These experiences
“can be very triggering [... and require] proper emotional support, because at the end of the day, we’re
all human and words could definitely hurt” [P20]. But they also noted that moderation itself is a
negative experience. One participant had been temporarily suspended after posting his artwork:

The experience was very, very bad, and I was literally shocked. It took me like two, three
days to figure out what is happening because I was literally shocked. I mean, as an artist,
I’m very emotional person so I was like, ‘What the fuck happened? I can’t believe it’” [P32].

After experiencing moderation, participants argued that users can feel “forgotten” [P21] and if they
are suspended, “one of the worst things about that experience would be losing that sense of community
you have” [P6]. For these reasons, increasing love and compassion assume paramount importance.

Challenges for Compassion: Again, as in the discussions around communication, participants
noted that love and compassion can conflict with current platform incentives. When one participant
described hermagicmug, she described it as “filled with compassion and understanding [...] by wizards
who are balanced and listen with their hearts instead of their profit motive” [P4], and continued:

A lot of these social media companies, even if they try to come across as this fair, open
space, their main motivation is profit in some fashion. Whether that is from users buying
into their system or from advertisers buying in order to push their products, there’s a profit
motive basis for everything. And for people to genuinely be heard and to feel like they
have a voice, I think that at least that profit motive needs to be reduced as the driving
force, because to my mind, profit motive trumps compassion all the time [P4].

Participants saw great value in the idea of compassion, but also saw how difficult it could be
to achieve when pitted against concrete goals that social media platforms have as a business. If
designing for compassion does not increase revenue, it is hard to justify when “there’s a profit
motive basis” for every decision. This recognizes the potential need to continue looking outside of
social media systems when seeking to drive change.

5.3 Connecting Values to Designs
Our results found that participant’s designs for contestability in content moderation are largely
consistent with their values, though some interesting changes emerge. The most commonly shared
values – diversity and inclusiveness – drive suggestions for representation: “it would be a good idea
to have a mix of different people. Just because the input would overall benefit society, since society
as diverse as a whole” [P23]. Similarly, the values of transparency and competence are reflected in
designs that call for better communication. For example, participants suggest platforms inform
users about the decision-making process and helping them construct strong arguments, “Instagram
should be able to provide evidence for their case” [P11]. Lastly, users’ values of compassion and pro
sociality directly translate to demands in their designs for greater love and compassion from social
media platforms: “the goal is to to have love and peace” [P2].
Despite the overall strong connection between participants’ values and designs, a few notable

exceptions arose. In one case, a new value became a focus of many designs: user control. As one
participant described it in the closing discussion, “I think control for the users [...] was the most
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common theme to me” [P7]. Participants often discussed this control as a user’s ability to choose what
they would see and who would view their content, a “method where viewers can block this kind of
content, but she can also access other viewers [...] it’s a magical solution for both sides somehow” [P29].
Several groups discussed it as a form of consent, where platforms could “allow people to post the
things that maybe wouldn’t able to be fit into the guidelines right now, and those who have consented
to see it would be able to see it” [P13]. This new value may have emerged as a result of our study
design; by explicitly asking participants to think about how they would choose to design content
moderation systems, we may have made them more aware of ideas of choice, agency, and control.
Finally, while seven participants mentioning the value of fun initially, it was mentioned rarely

and only in passing in the designs participants generated. Again, this may be a function of the study
design. Our study focused on case studies that cause substantial harmful consequences for their
protagonists, and may have encouraged participants to adopt more serious approaches. In different
circumstances, however, shaping and influencing content moderation systems can be fun. Users
have created memes about content moderation systems to protest questionable decisions [105],
which can attract public attention and awareness [92]. So while this value was less commonly
expressed in participants’ designs, it may still offer important avenues for future approaches.

5.4 Differences Between Groups
Finally, we examined whether our results could offer any insight into differences in discussions for
those previously harmed in our specific context of content moderation (e.g., the artists) and those
harmed more pervasively (BIPOC, LGBTQ+ users). Most themes that emerged were shared across
many groups. Indeed, many participants shared thoughts (e.g., discussing the Black Lives Matter
movement in LGBTQ+ groups) and shared identities with other groups (e.g., in one BIPOC group
nearly every participant shared artwork online). But a few interesting distinctions arose.

One distinction was that artists were already very familiar with moderation and workarounds. As
one filmmaker noted, “before we publish or release our film, we have already experienced moderation
because the Netflix or PBS will have different requirement for us [...] we always experience that
moderation” [P31]. And while these ideas emerged in other groups as well, artists – particularly
professional artists – were very familiar with strategies for sharing their work while evading content
moderation. For example, by hosting their work other platforms, like Etsy or even pornography
platforms, and altering images in ways that make it difficult for platforms to detect.
Groups of artists were also far more likely to consider definitions (“what is art?”) than other

groups. For example, stating that the protagonist of the case study “had a definition of art, and I don’t
feel like I have one” [P12] and “art, it’s so widespread and nobody knows where the boundary is, and
what are we supposed to do and we’re not supposed to do” [P32]. This drove lengthy conversations,
like thought experiments of when something transitioned from vulgarity to art. And while some
suggested criteria, others wondered how social media could hope to “distinguish art from the other
stuff, ’cause I’m not good at that even as a human being” [P33] and artist.
While artists engaged in these debates during the workshops, the BIPOC and LGBTQ+ groups

were more likely to see the value of having “tough conversations” [P3] on social media. For example,
one participant developed a metaphor where part of the platform would be “underground,” where
“[you know] what you’re in for, which is not always gonna be comfortable for you, necessarily [P3].
Participants in another group discussed how important it is to engage in critical thinking and
dicussion, “my main message was just to get rid of the group think mindset ” [P20] and that it is
important “not to bully or anything like that, but just to be an educator” [P20]. While this echoes the
idea that representation can be used to shape communities through reflection, these groups also
emphasized that difficult conversations on social media needed to be part of that change.
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Finally, several participants in the BIPOC and LGBTQ+ groups connected their concerns to issues
with larger social ideologies and beliefs like heteronormativity, patriarchy, and racism. For example,
in considering the LGBTQ+ case study, one participant noted that “it’s a total patriarchal approach
because specifically for the Tumblr post, it’s female nipples” [P5]. By connecting to larger challenges
in society, these participants made it clear that solving issues around content moderation also
involved making progress on these larger social issues.
The differences that emerged are likely to be at least to some extent due to the different case

studies and the aspects they made most salient. Further, drawing on the concepts of inclusive
design [22], we argue the ideas we generated can be helpful to social media users more broadly.

6 DISCUSSION
6.1 Representative Moderation
Social media platforms are not democratic institutions. But it is striking how little they solicit the
public’s opinions about what is acceptable. Instead, they decide for their users. But this level of
supervision and control is unusual for adults to experience. Our work finds a growing demand for
representative moderation, or a form of content moderation where users are empowered to have
a say in how policies are made and how decisions are carried out5. In recent months, platforms
have introduced approaches in this spirit [21, 28]. And recent work has found that civics-oriented
approaches can improved the perceived fairness of content moderation [32], but our participants
identified a number of additional benefits that representative moderation can offer, like cultural
competence. These ideas can also serve as prompts to adapt automated approaches. For example,
rather than have a single policy, platforms could infer “local” communities and their norms, similar
to community-based approaches that have been successful in the past [18]. Still, even beyond those
identified by participants, many challenges for representative moderation remain.
Many of the suggestions offered by participants could exacerbate problems identified in prior

work, like the frustration users feel at perceived inconsistency [86, 116]. If platforms treat com-
munities differently, this is likely to worsen. Adding representation could also raise questions of
accountability. When existing models have problems — for example, targeting Native American
users — there is a single organization responsible. Systems that embrace representational efforts
may encounter fewer issues but more diffuse responsibility when those problems do arise [93].
Moderators encounter fatigue, trauma, and even PTSD when asked to evaluate potentially

harmful content every day [30, 66, 98, 109, 110]. Any approach that asks users to weigh in on
decisions is likely to expose some to similarly traumatizing content. In addition, these communities
are underrepresented in society. If platforms ensure representatives of these communities are
included, they will work (and potentially suffer) more than others. They may also be asked to speak
on behalf of many – who might not share their identity, values, or goals. And as communities grow,
efforts to use community-policing or other community-based moderation have run into challenges
as the communities’ norms weaken [17]. This again emphasizes the fact that collective approaches
may be preferable to more individualized ones. Instead of asking a single user to represent their
entire community, we need approaches where the community can weigh in as a group.

6.2 Communication
Participants suggested improvements for communication both to users by platforms and to plat-
forms by users. Many participant suggestions were similar for both, particularly around providing
transparency and context for decisions. This is particularly striking given the robust research
agenda around efforts towards providing transparency and explanations [26, 88, 95, 96]. Recent
5While they did not define representative moderation, this term was first used by Boufoy-Bastick and Singh [11].
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work has found these approaches can be effective for content moderation [59]. There seems to be
ample room to adapt these approaches to address users concerns: providing context, demonstrating
consistency in decision making, scaffolding users’ arguments to the platform, and so on. One of the
greatest opportunities is designing around social explanations, as called for in recent work [76].

In addition to platforms seeking to provide this transparency, however, platforms might benefit
by providing opportunities for others to co-design content moderation. For example, there may
be organizations or other third parties that understand specific domains and can design more
effective moderation for them. For example, an arts organization might be better able to adjudicate
and articulate reasoning for content moderation of art. Individuals could then opt-in to content
moderation that addresses their particular set of needs. Rather than trying to resolve what counts
as art, platforms could allow users to delegate to organizations with tailored goals and expertise.

6.3 Compassion
Compassion was perhaps the most surprising theme that participants returned to in their designs.
Design considers empathy a central task [39, 53]. In his influential ‘Designerly ways of knowing,’
Cross distinguished design culture from existing cultures of sciences and the humanities, citing as
core values: practicality, ingenuity and empathy [24]. Despite the uptake of “design thinking” in
industry, some have questioned whether this has included empathy [39], while others have noted
the challenges in achieving empathy [53]. This suggests that the task participants set for platforms
will not be easy. However, platforms developing content moderation seem to focus primarily on
malicious users and those gaming the system. Many users simply called for platforms to recognize
the harms they do to users when they make mistakes – the disruption, dislocation, and isolation
they can experience. And while most content moderation is not a crisis, on occasion it can be: one
young man recently committed suicide after an account suspension prevented him from conducting
business and repeated attempts to appeal the decision failed [94]. Platforms already provide mental
health support in specific contexts like searches for self harm [73], eating disorders [45], and
suicide [19]. Providing emotional support could one small way to begin to address users’ calls for
additional compassion in the design of content moderation. But more generally, HCI has a long
history of developing methods, practices, and techniques for empathy, particularly empathy through
dialogue [120]. So while some platforms have spoken with users harmed by past problems [29],
both platforms and users could both benefit if they spoke with users proactively instead.

7 CONCLUSIONS
Users’ values are closely connected to the changes they would like to see to support users in
shaping and influencing content moderation decision making. For example, the largest cluster
of values, around diversity and inclusion, drive users to demand greater cultural competence
and representation in content moderation. Similarly, users’ interest in communication from the
platform and equality help shape their demands to support argumentation and access – both by
informing users about how decisions are made, but also by supporting requests in a way that
addresses inequities connected to argumentative skill, like time, education and access. Finally
some directly translate – where users value compassion and demand that platforms rebalance to
prioritize compassion over their existing incentives. These results also suggest the importance of
considering broader forms of justice when designing social computing systems. The importance
that participants place on connecting to family and community seem natural given the original
purpose of social computing. However, participants note that platforms often fail to build up these
connections, particularly in times of harm due to content moderation. But is precisely at these
times when relational justice would emphasize the importance of maintaining community and
restorative justice the need to repair the harm.
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