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Social media took center stage in discussions about U.S. politics and civic life during and after the 2020 presidential election. President Trump and his allies used Twitter and other tools to develop and advance the false narrative that the election had been stolen. Right-wing extremists organized on social media platforms to storm the U.S. Capitol on January 6 and briefly halted the official electoral vote count. Ultimately, Twitter and Facebook deplatformed the former president, sparking debates about the power these platforms have over speech online.

Is social media increasing political polarization in the U.S. and in other nations? Are conspiracy theorists and movements like QAnon incubating on social platforms? Can the algorithms of social media drag unsuspecting users into extremism? In short, is social media bad for democracy?

These are worthwhile questions, but they reflect a key blind spot. Because Facebook, Twitter, and YouTube are so prominent and are so widely amplified by mainstream media, we tend to assume that all social media operate in the same way and suffer from the same problems. This narrow view of social media not only limits our discussions about social media and its effects, it constrains our imagination about what social media could do or be. Our work on Digital Public Infrastructures begins from the idea that we can build social media that works radically differently than Facebook, Twitter, and YouTube. Mapping the diverse range of social media “logics”—different ways social media can and does work—is proof positive that other worlds are possible.

This field guide is the result of a year-long exploration of social media platforms and practices. We set out looking for social media that works on a different “logic” than Facebook, Twitter, or YouTube do. This led us to examine communities that have tried consciously to use different models than surveillance capitalism, like the cryptologic community and the creators of decentralized platforms. It also led us to reach out to collaborators in other countries and subcultures, leading to essays on Chinese and Russian social media, as well as an essay on gift logic in fanfiction communities.

We rely on the (partial, inadequate, and incomplete) indices of web-based populari-
ty to identify other social media logics that surprised us with their popularity: question-and-answer platforms and forum-type social networks, for example. Our deep dive into the popularity rankings of social media reveals logics we’ve not yet written about, like social networks designed for the workplace. They also remind us that the landscape is ever-shifting, with networks like TikTok cementing their popularity during the time of our study, forcing us to ask whether our categories need to expand to encompass new dimensions: Is a social network where you don’t primarily follow friends a social network? Are algorithmically directed social networks their own thing, or are all social networks algorithmically directed to one extent or another?

It is important for us to disclaim—early and often—that this guide is far from comprehensive. Not only are there logics we have not written about, there are logics we have not been smart enough to discern. The lines we’ve drawn are also not definitive. We don’t believe that an ideal set of categories to understand social media is possible, and even if it were, we would have no reason to believe these are the correct categories. We use these categories because they allow us to talk about social media in different ways, acknowledging different combinations of business models, technical affordances, communities, norms, and other factors.

As our project developed over time, it became clear that we were creating a field guide. Much as a field guide to birds helps us look more closely at the birds we encounter on a walk through the woods, we hope this field guide might cause you to look at social media in a different way. To enliven the metaphor, we worked with the remarkable Fiammetta Ghedini of RIVA Illustrations to create a set of fancifully named avians to illustrate some of our favorite social media logics.

This field guide is not just an invitation to look, but to discover: new social media logics, new ways of classifying or talking about social networks. We hope this book may be a living guide, and hope that more authors might join us over time, either to document new logics or to challenge the categories we’ve created. The main message we hope you will take away from this project is not that ours is a correct way of mapping the space of social media, but that social media is vastly more complex and diverse than we often conceive of it.

We celebrate this diversity consciously because we believe that having a too-limited understanding of what social media is leads us to a too-limited vision of what social
media can be. There is a diverse space of social media outside of the shadow of the major platforms and we believe it is there where the key to a different future lies. As Ruha Benjamin says, “imagination is a battleground.” Currently, we are living in the imagination of venture capitalists, a few corporations, and Mark Zuckerberg. To break out of it, we will have to imagine something different. We hope this project will be a valuable contribution to that process.

Ethan Zuckerman
Civic Logic

Avis Politicus
It may be our best chance to build digital spaces that enhance our social and civic life

In late 2010, a young Egyptian named Wael Ghonim posted a Facebook page titled “We are all Khaled Said.” The page called attention to the death of a young activist, tortured to death by Egyptian police. The page became the rallying point for protests against the Mubarak regime after Ghonim asked his readers when they were going to take to the streets like Tunisians had in overthrowing their government. As the movement grew, Mubarak reached out to Ghonim and asked him to pull “his people” from Tahrir Square and negotiate. Ghonim explained that they weren’t “his people”—he had sparked a movement that grew organically and was far beyond his personal control. That movement succeeded in removing Mubarak from power by February 11, 2011.

Like many Egyptians who had supported the revolution, Ghonim was frustrated with the outcome—a transfer of power first to the Muslim Brotherhood and then back to the Egyptian army. The tools that were so powerful in bringing angry people out into the streets were far less useful in enabling careful deliberation about a way forward for the country. By 2015, Ghonim began to believe the limitations of tools like Facebook were responsible in part for misdirecting the energy of the Egyptian revolution. So Ghomin started a new social media network.

Parlio, the network Ghonim created, was explicitly designed for a different kind of conversation than those normally hosted on Facebook. It opened by invitation to a small group of political activists and community leaders in 2014, and Ghonim explained that the goal was not to reach a billion users, but to reach perhaps a hundred thousand young leaders. These leaders could connect to one another and develop their thinking about how to create lasting political change. Instead of positioning itself as a free speech zone where anything goes, Parlio offered an official etiquette statement:
“Be curious, open-minded, and civil. We want you to share opinions and experiences that strengthen the community’s collective intelligence. We believe diversity of thought is a virtue, and we’re here to learn new perspectives; not to win arguments. We are trying to define a new type of network. One void of Internet-trolling, where we can create a community of trust and respect that expands our horizons. Parlio values dissent, but above all else, civility.”

Parlio didn’t last long—it opened to the general public in early 2015 and was acquired by question-answering social network Quora in early 2016. The conversations were remarkably civil and serious, but Parlio didn’t replace Facebook for most of its users, and it had trouble building a stable, growing userbase. It remains useful as an example of some of the key traits of a social network built around a civic logic, where the goal is not to maximize profit or achieve a particular technical vision of decentralization or robustness. Social networks ordered around civic logics offer different affordances for different uses, and may have different rule sets and revenue models. What they have in common is that they’ve got a specific social purpose behind them, and often a community that is a full participant in its own governance.

Different Affordances, Different Norms

Not far from Tahrir Square, Esra’a al Shafei was working to create another civic community with a unique set of affordances and norms in Manama, Bahrain. Shafei is a Bahraini activist who has created several online communities dedicated to freedom of expression. Mideast Tunes is a platform for underground musicians to share music for social change. Crowdvoice.by encourages nonprofit organizations to amplify each other’s campaigns and content. But in 2011, Shafei was launching Ahwaa, a platform for LGBTQ youth in the Middle East—an especially challenging prospect given the social and legal threats to LGBTQ people from national governments in the region.

Ahwaa looks radically different from most social networks. When you join, you create a cartoon avatar of yourself—it is forbidden to upload most photos, especially photos of yourself, as they could be used by the authorities to arrest or harass those depicted. Ahwaa is a gamified social network: You earn points by making comments or creating content that other users find helpful. Those points give you privileges, like the ability to host chat rooms or send private messages. The system aims to insulate users from harassment, making it difficult for a troll to access sensitive content.
Ahwaa is not for everyone—most users would prefer to make friends in an environment where they can share photos of themselves. But that’s really the point of networks that operate on civic logics. They’re not for everyone, not for every use case, but they provide critically important spaces for conversations that are difficult to hold elsewhere, and which make us richer and more resilient as a society. If an aspect of Facebook logic is that a platform should be able to support 2 billion people and their various needs, one aspect of civic social media logic is that it’s OK for a network to support only 20 people if those people have a real need for an online community space. Civic networks are easy to ignore because they likely cannot or should not scale to many millions of users. Instead, they are likely limited to communities of a few dozen to a few thousand, communities that can meet and dialog in person with a minimum of structure to provide representation and coordination.

Civic networks may demand participation in very different ways than we’re used to interacting on social networks. Gell.com is a network designed to surface the best arguments on both sides of controversial political issues. A typical Gell page might feature a divisive question—Should travel bans be imposed due to coronavirus?—and a set of arguments for and against, each voted on by participants in the system. While the site invites participation, that participation is carefully scaffolded—you are giving your opinion on an issue or your thoughts about the merits of someone’s argument. The site’s CEO, Loren Bendele, noted in conversation with me (Ethan) that these affordances mean they have far less abusive behavior and remove less content than standard social networks, which is especially impressive given the political nature of the content. Gell might have more users and more engagement if they didn’t manage participation so carefully, but the civic goals of the network are well served by the careful rule sets.

We can see these limits on engagement even more explicitly in platforms like vTaiwan that aim to facilitate direct participation in government. vTaiwan and a similar platform called Decidim rose out of direct democracy movements in Taiwan and Barcelona, respectively. On vTaiwan (which uses the open source tool Pol.is to host debate) users cannot reply to posts. Instead, they participate solely through stand-alone posts. This is meant to discourage trolls and encourage constructive conversation. Additionally, vTaiwan uses upvotes and downvotes on posts to generate a map of the debate, creating clusters of people who voted similarly. The clusters show where there are divides and where there is consensus. People then try to draft comments that win upvotes from both sides of a divide, bringing them closer together. As Taiwan’s digital minister Audrey
Tang puts it, “If you show people the face of the crowd, and if you take away the reply button, then people stop wasting time on divisive statements.” vTaiwan was used to debate how to regulate Uber in Taiwan. Within a few days the debate had settled into two groups, one pro-Uber and one anti-Uber. However, as the groups looked to attract more supporters, their members started posting things that everyone could agree on. In the end, a set of seven posts emerged with almost universal approval and informed the new regulations Taiwan implemented.

Platforms like vTaiwan could be the town squares of the civic logic ecosystem, serving as meticulously designed spaces that host larger conversations and encourage groups who spend much of their time in separate networks to connect. This could address concerns that smaller civic networks would become echo chambers, and offer an alternative to taking to Facebook and Twitter when people want to engage in a larger debate. On the other hand, the demands of participating in these carefully constructed spaces and the lack of formal power can end up turning off many users. vTaiwan has 200,000 participants in a nation of 23 million, and while it is widely celebrated for helping to open a new era in participatory democracy, even its creators admit that it is a “tiger without teeth.”

Who Makes the Rules?
Parlio, Ahwaa, Gell, and vTaiwan represent the civic visions of their founders—in each case, a passionate founder had a vision for how online conversations could operate differently. But the most subversive idea about how networks could act as civic spaces may come from a site often in the news for its most toxic communities: Reddit. The interlocking message boards of Reddit are collectively one of the most popular social media spaces online, ranked 18th in engagement by internet traffic measurement service Alexa. (By contrast, Twitter ranks 50th in engagement.) While there are rules of the road that govern Reddit as a whole, and the site’s owners periodically purge the site of “subreddits” that frequently break the rules, most of the governance of the site is handled by volunteer administrators for each subcommunity.

Some of these rules can seem trivial: On the popular /r/aww community where people share cute and funny pictures of animals, you cannot post images of pets that are dying, sick, or just back from the vet—there is a blanket ban on “sad” content. Want bittersweet animal content? Start your own subreddit. Or become a moderator on /r/aww and lobby
the other admins for your position. It might take a while—the most popular subreddits like /r/aww, which new Reddit users are subscribed to by default, usually only recruit experienced moderators, so you may have to warm up in the minor leagues first.

Reddit is far from a model democracy—not all moderators poll their users before making changes to a subreddit’s rules, and “drama” on Reddit often comes from moderators who make decisions out of step with their community’s desires. But well-moderated corners of Reddit may serve as a model for how communities can make and enforce their own rules about acceptable online behavior with little outside supervision.

This, in turn, represents another way in which civic-model social spaces could help our overall civic culture. While sites like Gell or Parlio encourage us to engage in certain types of productive conversation, Reddit offers practice in the day-to-day use of our civic muscles. Moderators put hundreds of (unpaid) hours into mediating online conversations. In the process, they get a practical education in politics, much like the people celebrated by Robert Putnam who ran neighborhood organizations like the Elks Lodge or the local bowling league. Putnam worried that without these institutions to socialize us into running good meetings, compromising on controversial issues, and listening to those we disagree with, our ability to be good citizens would erode. Participating in online communities that take participatory civics seriously seems like a worthy way to exercise those neglected muscles.

(Is Reddit best understood as a civic-model social network? Probably not. It’s core goal is entertainment, giving people spaces to explore their passions, from cute animals to European football. But its governance model—inherited from chan logic spaces like message boards—may be a more civic vision of governance than that embraced by early experiments in civic social spaces.)

Are Civic Networks Viable?
By conventional metrics of userbase or ad sales, the answer is simple: No. Networks like Gell and Ahwaa have barely enough traffic to register on measurement sites like Alexa. They are unable to cover costs through advertising and most cannot rely on venture capital investment to grow their communities until they are viable.

But what does viable mean? If we accept that the goal of running a site that operates on
civic logic is not to make money, but to nurture and support a community, so viability might equal survivability. Global Voices, a self-governing civic-logic community that celebrates perspectives and reporting from around the world, spends roughly $1 million a year in donor funds to support a staff of editors and translators, but its core technical costs (bandwidth and professional technical talent) is only a tenth of that expense. Medium-traffic image boards (tens of thousands of users) routinely run using volunteer labor at costs of a few hundred dollars a month. At these levels, subscription revenues could easily keep a site afloat.

But survival is a low bar to clear. The exciting possible future for civic-logic networks is that they become regarded as public goods—aspects of our social infrastructure that are so important that we choose to support them through taxpayer dollars or through community giving, the way we support libraries and public parks.

Getting there won’t be easy. The early attempts at civic logic are inspiring and have demonstrated the value of similar projects. But it’s still too hard to create a civic social media platform. You need a significant amount of technical work and money to launch a community, gather users, and moderate the conversation. To truly enable a flowering of civic life online, we need a system that enables civic groups with minimal technical expertise and money to spin up their own social media space.

However, even more importantly, we have to address the problem of network effects and scarce attention. If you are a regular user of Facebook, it may not be because you think the network’s tools are the most effective or that the community’s values align perfectly with your own. You may be there because many of your friends and family are there. A new civic network has to fight for your attention, peeling a fraction of it away from Facebook to bring you into a new and different space. Most projects have set themselves up beside existing social networks and hoped to lure participants in, like a town meeting hosted between two busy bars, hoping to lure in stray patrons. Instead, these new networks may need to interoperate with existing networks, bringing highlights of their discussions into existing conversations and inviting participants to join in without forsaking their existing social ties. The Gobo project at the Initiative for Digital Public Infrastructure is building a social media client that’s compatible both with new civic logic networks and with existing networks in the hopes that users will dip in and out of these new spaces.
Right now, many of our online interactions take place in the digital equivalent of a shopping mall. Controlled by corporations and designed to maximize advertising revenue, they sometimes host civic discussions, but they aren’t real civic spaces. There is clearly an opportunity to build a better future, one that commits to digital spaces that enhance our social and civic life; one that gives communities control over where and how they come together online. We need to learn from the successes and failures of the civic platforms that have come before if we hope to exit the shopping mall and enter the park.
Local Logic

Communitarius Nimby
Local Logic: It’s not always a beautiful day in the neighborhood

The advantages and disadvantages of local platforms and their potential to support healthy communities on- and offline

Cameron Childs’ parents own a beach house in Bethany Beach, Delaware. He told reporters at The Root that one day his wife and daughter, both who are black, headed there for a vacation. Later that same day, Cameron received an alert on Nextdoor, the local social network, titled “Spook Alert,” a phrase used by his neighbors in Bethany Beach when black people are spotted in the neighborhood. As he read the posts he realized that the alert was about his wife and daughter, who had just arrived at the beach house. Someone had already called the police to report a “suspicious woman” trying to break in. Thankfully, the investigation ended quickly when Cameron’s wife explained the situation to the police and they left.

Unfortunately, Cameron’s story is rather common on Nextdoor. Another story from the same article describes a man who often walks home from work late at night waking up to see Nextdoor posts describing him as a “dark, suspicious man” casing houses and cars. The discussion culminated in people cheering on a fellow neighbor who said he took his gun and drove around to investigate.

Naked racism isn’t the only thing that happens on Nextdoor. Sometimes a photo of a dead hawk sparks a four-month-long debate. Or a lost pet is found and outgrown bicycles are given away. Nextdoor’s hyperlocal and often toxic mixture of content has led it to be described as “a home for racial profiling” and “Twitter for old people.”

Nextdoor’s mission is to help “cultivate a kinder world where everyone has a neighborhood they can rely on.” Why does that laudable goal often take a backseat to racialized paranoia, exhausting debates, and absurd pettiness? Taking a look at an alternative may help.
Front Porch Forum (FPF) is a local social network that’s been described as “a model for online communities.” It serves every town in Vermont and a few in New York, Massachusetts, and New Hampshire. Michael Wood-Lewis and his wife Valerie got the idea for FPF in 2000 after they moved to Burlington, Vermont, from Washington, D.C. Their son had developed cerebral palsy and they realized they needed support from their neighbors. However, they struggled to build connections with the community - something flinty and taciturn Vermonters are somewhat famous for.

Wood-Lewis thought the forum would make it easier to connect with neighbors and for newcomers to become locals. It was a hit and by 2006 the forum began to expand to other towns in Vermont. The growth was organic: Typically, towns would approach FPF and pay a one-time fee to cover the startup cost for their town. Eventually, with the help of two government grants, FPF expanded statewide (a great example of public funding for civic social media).

That organic growth was key to maintaining one of the key differences between FPF and Nextdoor: proactive moderation. FPF uses a team of moderators that review each post to make sure it adheres to the site’s code of conduct (which bars personal attacks and behavior “counter to its community-building mission”) before it’s posted. That helps to keep the discussion friendly and constructive. In contrast, on Nextdoor moderation is done reactively and largely handled by the community. The person who starts their neighborhood’s forum is moderator by default, and crucially, moderators enjoy a monopoly over their neighborhood’s forum. People can’t create a different forum for their neighborhood if they disagree with their moderators’ practices. That’s true with FPF as well, but instead of dealing with potentially hostile neighbors when you have an issue, you can appeal to professional moderators who have an incentive to keep you on the platform. Nextdoor’s governance structure means moderation can be messy, frustrating, and biased. For example, this summer in the wake of the George Floyd protests there were many reports of people being banned or having posts deleted when they advocated for solidarity with protestors while racist and inflammatory posts went unpunished. Without the ability to create a competing forum or contribute to their forum’s governance, disaffected users either have to grit their teeth and accept the rules, or leave the platform altogether.

Another key difference is in the affordances of each platform. Nextdoor is like most social media: As soon as you post something it appears on the platform. That means posts
and comments can quickly devolve. However, on FPF, instead of making content immediately available online, posts and replies are published once a day. It’s like a local newspaper landing on your neighbors’ front porches at the same time every day. The slower pace encourages users to think more about what they’re saying and FPF has even had people contact them asking to retract a comment before it appeared the next day.

Is FPF replicable? Or is it a product of northern New England’s social norms, and relative ethnic and cultural homogeneity? The answer may become clearer as FPF expands, but for now, we are optimistic that it is replicable. We believe a platform that takes governance seriously, is designed for a specific purpose, and has ties to the communities it serves can be successful anywhere. FPF may be more polite or less political than other sites because of the region it serves, but that doesn’t mean the model couldn't work elsewhere. A similar forum in New York City may be home to more profanity and casual conflict but that’s not necessarily an issue if it reflects the norms of the community it serves.

Local social media platforms like Nextdoor, FPF, and Neighbors fall under what we will call “local logic.” Local logic platforms share many of the characteristics of other social media platforms, except posts and communities are restricted to a local area that can be as small as a city block and as big as a rural town. They also tend to have strict identity requirements. Those two features are the key to what makes local logic unique. Using our axes, we can further analyze the characteristics of local logic platforms:

- Technology — centralized
- Revenue model — varied, but advertising is promising
- Ideology — social media organized around local communities
- Governance — varied; typically require proof of real identity
- Affordances — varied

**Technology.** Most local platforms use centralized technology, storing posts and user
data in centralized databases. This is largely due to the business advantages of storing content and data centrally—companies are able to control their product and experience. However, it also makes sense because decentralization would be difficult for local platforms. Most towns and neighborhoods lack the resources to spin up their own site on a decentralized network. It’s much easier for a company to invest in building a site and then offer it to many different localities. That’s unfortunate because local social media with its thousands of unique communities could be a perfect place for decentralized tech to take hold. For example, differences in local government might mean that communities need different affordances from their platforms—a great use case for decentralized networks. Addressing the challenges of making decentralization work for local logic platforms is a high priority for the Initiative for Digital Public Infrastructure.

**Revenue model.** Varied. Some, like Nextdoor, rely on advertisements. Some rely on subscriptions like Mycoop. Some, like Neighbors, are cross-subsidized (which is part of Amazon Ring). FPF relies mostly on advertisements, which it supplements with subscriptions for politicians and local governments and donations. Also, as we mentioned above, FPF grew thanks to two government grants. Local platforms have a tremendous advantage when it comes to revenue models, as they can offer advertisements with a great deal of certainty that they will be targeted locally and be seen by a lot of people. Local platforms that work in cooperation with local newspapers may be able to create a new revenue stream for local journalism.

**Ideology.** Local platforms aim to provide a social media experience that is organized around local communities. Local communities offer an experience that people can’t get from other types of online communities. Discussions about lost pets, local politics, crime, handymen, and block parties are best had with neighbors, not a dispersed community of offline strangers.

Mark Zuckerberg crudely explained part of the appeal of local platforms when he told colleagues “a squirrel dying in your front yard may be more relevant to your interests right now than people dying in Africa.” Local logic recognizes the truth of this, but also recognizes that it will always be a complement to platforms that focus on a broader set of concerns—Facebook’s “global community” will still dominate our attention.

**Governance.** There isn’t a settled governance model for local platforms. Some are centrally moderated like FPF and Neighbors (though FPF takes a much more proactive
approach to moderation than most). Some are moderated by the community, like on Nextdoor. However, most local platforms require real names and proof of residence. For example, Nextdoor either verifies that your mobile phone plan’s billing address matches the address you use on Nextdoor or it mails a letter containing a verification code to the address.

Because local platforms verify that users live in the same community and typically require users to use their real names, you would think they would be free of much of the harmful content and governance problems that plague other social media platforms. In some ways that’s true. Local platforms face less of a threat from pseudonymous trolls and explicit content thanks to identity requirements. However, when governance is an afterthought, local social media can be hellish: the worst of Facebook but more closely connected to people’s offline lives and more easily translated into real-world action. Just like it’s easier to inspire people to look for a lost pet on local platforms, it’s easier to inspire people to grab a gun and go looking for a “suspicious” person.

Nextdoor’s monopolized community moderation is particularly susceptible to such issues. FPF’s proactive moderation and slower pace works well, but is less dynamic, which means that many local conversations are likely held elsewhere. NABUR, a platform developed by a family-owned network of newspapers based in Arizona, is a local platform that is trying to split the difference. It looks and functions like Nextdoor or a local Facebook group but it’s organized around community newspapers and is moderated by local journalists—the hope being that local journalists’ domain expertise, ties to the community, and established trust will make it a better place to discuss local issues than Nextdoor or Facebook.

**Affordances.** The affordances vary widely on local logic platforms. Nextdoor looks a lot like Facebook. Front Porch Forum looks like a typical online forum, except it uploads new content once a day. Neighbors is centered around recorded clips from Ring doorbells, suggesting a dystopian surveillance-based version of YouTube.

Local communities are in many ways the ideal use case for social media. Platforms organized around local communities have inherent structures that support healthy discussion, like reputation and identity; they connect people who have shared interests and common goals; and they enable real-world community building. However, they are also prone to misinformation, paranoia, racism, and petty conflict, which can make them
spaces that breed division, not unity. Which way a platform leans comes down largely to its governance and affordances. As we saw with FPF and Nextdoor, two platforms with very similar goals can be very different experiences thanks to differences along those two axes.

If there’s a broader lesson from local logic platforms, it’s that solving the “identity problem” will not remove bad behavior from social media. People are very capable of being racist idiots even when everyone knows who they are and where they live. Good governance goes way beyond making people’s identities visible—it requires real thought about what speech is encouraged and shunned, what the consequences for harmful speech should be, and how design choices interact with it all.

Getting local social media right is important. Local platforms present an opportunity to strengthen social capital and civic life. At their best, they can keep residents informed about local issues, encourage civic organizing and action, and facilitate new connections and greater understanding. For all the negative stories about Nextdoor, there are plenty of examples like this: Syrian refugees in St. Louis who met a local through Nextdoor and created an organization that feeds the homeless and hosts a supper club; a woman in Georgia who saw a Nextdoor post about a black man being called a racial slur in her community and created an organization that brings people together to talk about racism. FPF has a whole blog dedicated to documenting the kindness and community the platform has fostered. The potential for local platforms to be positive spaces is clearly there—the key is building them in ways that encourage the best of us as neighbors, not the worst.
CHAND RAJENDRA-NICOLUCCI & ETHAN ZUCKERMAN

What if Social Media Worked More Like Email?

Hearkening back to the internet’s good ol’ days with decentralized networks

When progressive lawyer Sanjay Hegde had his account suspended twice by Twitter, it sparked a national discussion about Twitter’s moderation practices in India. Many argued the platform discriminated against minorities, particularly Dalits (formerly untouchables), citing routine suspensions for activists and writers while trends started by Hindu nationalists like #BoycottAllMuslims were allowed to continue. In response, a number of Indian Twitter users shifted to mstdn.social, a server (“instance”) on Mastodon, a decentralized alternative to Twitter.

This sequence of events—a group finds dominant platforms unsuitable (often due to bans) and decides to migrate to an alternative that promises autonomy—is a common way users migrate to decentralized social media platforms like Mastodon. In fact, these marginal groups make up a large part of their user base. Some of the most popular instances on Mastodon, with hundreds of thousands of users each, were created through a similar cycle: One instance hosts the hateful far-right community Gab, while other instances are dedicated to lolicon (sexually suggestive drawings of children), and another instance serves as a replacement for Backpage, a community for sex workers. Decentralized platforms make it possible to create online communities with all sorts of different rules while retaining the ability to interoperate with existing networks.

As we’ve begun our work on mapping social media, several alternatives to “Facebook logic” have become clear. Mastodon is an example of a platform that falls under what we will call “decentralized” logic. This group of platforms uses decentralized technology such as federation or peer-to-peer protocols. Federation means that users interact with
an external server like when you use Twitter or Facebook, but instead of being limited to a single company anyone can run a server that interoperates with the network, giving users more providers to choose from. Peer-to-peer protocols make everyone’s device a server, completely decentralizing the network. Relying on decentralized technology means that these platforms typically emphasize autonomy and privacy. This is enforced by design—there is no central entity that controls user data, meaning centralized governance and surveillant advertising in the tradition of Facebook are essentially impossible. (This lack of control has downsides, as we will explore below.)

FIG. 1 — Centralized, Decentralized and Distributed Networks

Decentralized platforms may be worth a close look in the wake of the recent controversy over Twitter and Facebook’s reactions to a New York Post article about Hunter Biden. Twitter took the “nuclear option,” preventing people from linking to the Post article and locking accounts of those who posted links. It later backed down from this stance, changing a policy on hacked materials.

Proponents of decentralized platforms like Mastodon would likely argue the situation highlights exactly why we need alternatives to Twitter or Facebook. Instead of one company dictating the rules for everyone, on decentralized social media a wide array of instances would have reacted in their own ways. Some might have banned posts with the link, but others would have chosen not to, allowing anyone to share the link. Others may have allowed it to be shared but inserted context about the story with each post. Users upset with their instance’s handling of the story could move to a different instance without losing access to the wider network.

This gets at the heart of the argument for decentralized platforms, which can be summed up like this: What if social media worked more like email?

Email is an unsung hero, allowing people to send rich messages to anyone with an internet connection. Even more impressive in our age of walled-gardens is that you can use a wide variety of competing services to send and receive messages. You can send email from an Outlook account to a Gmail account. You can leave Gmail but still use your Gmail account with Apple Mail. You can use a service that offers unique functionality and features like Hey!, Superhuman, or Protonmail. You can take advantage of any number of third-party apps like Boomerang, SaneBox, and MixMax. As a result of email’s ubiquity and usability, it’s used as an authentication for virtually all other internet tools, and it’s become a hip new form of personal publishing with the rise of email newsletters.

Proponents of decentralized social media argue that it takes us back to an earlier, better era of the internet where “protocols, not platforms” dominated. They contend decentralization will give users control of their privacy and enable more speech while minimizing the impact of trolling, hate-speech, and disinformation. Currently, (as we saw above) the qualities of decentralized platforms largely appeal to people who find the dominant platforms unsuitable. Going forward, maintaining a significant userbase and finding a sustainable revenue model are likely the biggest challenges to the success of these platforms.
Using **our axes**, we can analyze what makes decentralized logic distinct:

- Technology — decentralized
- Revenue model — donations/subscriptions
- Ideology — autonomy, privacy for everyone
- Governance — community
- Affordances — varied

**Technology.** Decentralized platforms register users, host content, and store user data with decentralized technology like federated servers or peer-to-peer protocols. For example, Mastodon uses a federation protocol called "**ActivityPub**" that standardizes client-server and server-server processes for social media. This is what allows different Mastodon instances to communicate with each other and also enables the "fediverse"—platforms who use ActivityPub (or other open protocols) and can thus interoperate. The fediverse started with GNU social and now includes over a dozen platforms like Mastodon, PeerTube, and Freindica. Peer-to-peer protocols offer similar features. For instance, Planetary.social uses the **Secure Scuttlebutt** protocol, which is a peer-to-peer "gossip" protocol. User data and content are stored locally and Planetary.social users can communicate with anyone using **Secure Scuttlebutt**—even if they don’t use the Planetary.social platform.

**Revenue model.** Decentralized platforms often rely on donations and/or subscriptions for their revenue. For example, Mastodon founder and lead developer Eugen Rochko currently **receives** via Patreon about $6,000 per month to pay himself and fund hosting and moderation for the mastodon.social instance. Meanwhile, Planetary.social relies on subscriptions and venture capital. Finding sustainable revenue models for decentralized platforms is an open problem and a significant barrier to growth and sustainability. Developers need incentives to create compelling platforms and, because decentralization (along with the entrenched positions of the dominant platforms) effectively rules out targeted advertising, new revenue models will have to emerge that can support sustainable growth.

**Ideology.** The main goal for these platforms is to provide social media with autonomy and privacy for everyone. Often, they are created due to disillusionment with the status quo. For example, Eugen Rochko **created** Mastodon to work the way he “wishes Twitter would.” Diaspora was built **in response** to a talk by Eben Moglen that described central-
ized social networks as “spying for free.”

However, because switching costs are high, and centralized social networks often have more polished and familiar interfaces, decentralized platforms struggle to attract users and largely serve people for whom centralized platforms are ill-suited. While different instances of decentralized platforms interoperate, it’s harder to use a decentralized tool like Mastodon and a similar, centralized tool like Twitter together—and most of your friends are already on Twitter. It is difficult to estimate the userbase of these platforms, but Mastodon likely has 3 million or fewer users, or roughly 1 percent of Twitter’s user-base.

**Governance.** Governance is handled by the community on decentralized platforms. On federated platforms like Mastodon, every instance has its own set of rules that are enforced by instance administrators. On peer-to-peer platforms like Manyverse, users control moderation largely by blocking other users. Some platforms like Planetary.social offer centralized moderation on top of a peer-to-peer protocol, but that moderation only applies to users of Planetary.social—moderated content is still available to users of other platforms built on the same protocol. Because no central entity can enforce moderation for the whole network, decentralized platforms that take trust and safety seriously often have to rely on indirect methods of moderation. For example, to be listed on Mastodon’s official site, an instance has to agree to follow the Mastodon Server Covenant, which lays out commitments to “actively moderat[e] against racism, sexism, homophobia, and transphobia,” have daily backups, grant more than one person emergency access, and notify people three months in advance of potential closure. These indirect methods are meant to ensure that most people who encounter a platform have a safe experience, even without the advantages of centralization.

Decentralizing governance means that a diverse array of communities with different norms and standards can arise. For example, Mastodon is home to instances with strict harassment policies while also being home to the instance that hosts the vitriolic and far-right Gab. This is sustainable because users and servers can choose who to connect with. So, when Gab forked Mastodon or ISIS recruiters joined Diaspora, most servers simply blocked all content originating from the offending servers and accounts. Gab users can see their server and the few that are willing to federate with it; the rest of the Mastodon universe has functionally closed themselves down to Gab and its content.
This governance structure means that the community a user belongs to largely determines what they can and can’t see. Some have argued this makes decentralized platforms more prone to “filter bubbles.” However, it doesn’t seem like they are any more prone to filter bubbles than the dominant centralized platforms, where content is determined by a user’s community (i.e., friends, follower lists, subreddits) and algorithms tuned for engagement.

**Affordances.** The affordances on these platforms vary and largely mirror the dominant platforms: Mastodon is a Twitter clone, PeerTube is a YouTube clone, and Planetary.social looks somewhat like Facebook. As Planetary.social puts it, these platforms aim to provide experiences “that people want to use that works as much as possible as they expect, but which is backed up by better values and technology.”

Decentralized platforms are exciting because they hearken back to the original, decentralized vision of the web. Yes, that vision had its flaws—namely the conviction that the web would lead to a digital utopia—but the values at its core are still important today in our world of digital gatekeepers. Unfortunately, decentralized platforms face significant challenges to their widespread adoption. Mainly, addressing their usability difficulties and overcoming the massive network effects of centralized platforms. We are not convinced decentralized platforms can face these challenges alone. Interoperability with existing platforms is likely a key precursor to the widespread adoption of these platforms and may require interventions from governments that require platforms like Facebook and Twitter to adopt open standards or share their APIs and social graphs. Ironically, it seems like for the decentralized movement to succeed, it may need to partner with the governments it once hoped to transcend.
Crypto Logic

Tokensus Obscuraii
What makes crypto social media unique?

At first glance, Steemit looks a little like Reddit, the wildly popular internet community site where users vote posts to prominence on the site’s front page. Posts, accompanied by illustrative images, are authored by various users, and you can click on them to read more, or vote them up or down.

But there’s something unfamiliar about Steemit: Each post has a price tag, which represents Steem tokens the post’s creator stands to earn for creating a popular post.

Underlying Steemit and similar social media sites are cryptocurrencies, commonly called tokens, which are tracked on a shared ledger, usually a blockchain. Contributors to a site can be rewarded with tokens, encouraging the creation of high quality content that gets upvoted by other users. Upvotes and downvotes are rewarded as well—the system creates new currency to reward people who participate in the life of the site.

But tokens aren’t just a measure of how successful posts are at attracting attention—they’re often a source of governing power. A Steemit user can earn Steem Power either by posting and voting on content, or by donating computing power to the system, analogous to participating as a “miner” in the Bitcoin system. Upvotes from a user with a lot of Steem Power matter more than upvotes from a less powerful user. And users with lots of Steem Power can sway how the system fundamentally works, including approving changes to the code for the Steem blockchain, which can lead to some very strange situations, as we’ll explore below.

Steemit is an example of a social media platform that’s engaged in cryptocurrency/blockchain capitalism, which we’re going to call “crypto logic” for short. There are other
platforms that work like Steemit. DTube is a clone of YouTube where users are rewarded for their participation with a token called DTube Coin. Minds combines Facebook and Twitter features with rewards for participation and a Patreon-like subscription service that allows users to support their favorite creators—many of whom are right-wing extremists. These platforms have different technical affordances and norms, but are united by a particular set of design decisions. Some of the key elements:

- A belief that users will create and curate high quality content if they are compensated for their efforts.
- A governance system that gives users power proportionate to their token holdings.
- The use of decentralized systems to provide strong censorship resistance.

Mapping these characteristics to the five axes framework we've been using to understand social media platforms looks something like this:

**Affordances.** Variable: Crypto logic platforms often look like clones of existing social media such as Reddit or YouTube. Some have novel capabilities, particularly related to monetization, like Minds’ support for subscriptions and the ability to boost (promote) posts on DTube.

**Technology.** These platforms typically use public blockchains to register users and to decide and log how content and tokens are routed. When it comes to storing content, crypto logic platforms often claim they are “decentralized” or “censorship resistant,” which they achieve by either storing posts on a blockchain or by using decentralized storage protocols such as IPFS (Interplanetary File System—a sophisticated BitTorrent-like distributed storage system). However, many of these platforms fail to live up to this billing either by implementing decentralization weakly or by simply storing content centrally.

**Ideology.** Crypto logic platforms serve three main purposes: enriching tokenholders, empowering users, and providing censorship resistance. Underlying this model is a deep belief in the power of markets and market design. Every platform is looking to craft the right combination of economic incentives with the hope of creating a place where everyone is happy: Developers and investors get rich while users control the rules, what’s popular, and their content—and get paid for their efforts.

**Revenue model.** In one way, crypto logic platforms are supported like conventional social media: ads. But there’s a secondary route to earning: the platform tokens them-
selves. The tokens are tradeable and can appreciate in value. Also, platforms can charge fees for transactions involving tokens like subscriptions or boosts. Many crypto logic platforms make the case that their tokens are useful as the backbone of different crypto-based systems, not just their service, with the hope that this leads to people purchasing and trading the tokens much as they do with Bitcoin or Ethereum. Should this occur, the tokens could increase in value, leading to financial gains for early users of the system. This also means that the tokens are subject to pump-and-dump schemes, leaving the currency that underlies a platform’s governance vulnerable.

**Governance.** Many crypto logic platforms advertise a strong free speech stance, subscribing to the libertarian idea that markets will weed out unhelpful or unproductive conduct through price signals—i.e., unhelpful content will be downvoted and fail to make money, thus incentivizing quality content production and curation. However, this can fail to materialize in practice because engagement centered around profit-seeking instead of social interaction can lead to spam and poor moderation. For example, after Taringa! implemented a revenue-sharing program that paid creators in Bitcoin, the amount of copied content increased by 30 percent.

Other decisions are often made through voting, with a user’s voting shares proportional to her currency holdings; The idea being the best contributors and those with the most invested in the success of the platform will have the loudest voice in the governance of the network.

And here’s where things can get really complicated.

Steemit is a very different site now than it was early in 2020. Cryptocurrency investor and tech entrepreneur Justin Sun purchased Steemit from one of its founders in December 2019. Because Steemit is governed by its community, this shouldn’t have had much of an effect on the operations of the site—but it did. Along with purchasing the company, Sun acquired 20 percent of the Steem tokens in circulation, a stake that had been set aside by the founders. This concerned the Steem community, who pushed for a rules change to the system that would prevent Sun from becoming the most powerful voice overnight, and ultimately, from moving Steemit to his own blockchain system, TRON.

But the Steemit users hadn’t counted on the worldwide market in Steem tokens. Sun convinced several cryptocurrency exchanges to use their millions of Steem tokens to
sway the vote in his favor and change the platform rules. In response, many long-time Steem participants decamped for a different blockchain, Hive, bringing their tokens with them. Users who supported Sun—many from South Korea—remain on Steemit, while others have moved their conversations to platforms like Peakd that run on the Hive blockchain.

This sort of drama might turn off users looking for a stable, consistent host for their online conversations. But it also reflects some of the deep values of crypto logic: Justin Sun used market power to take over the Steemit platform, and Steemit users took their money and went elsewhere, just as they would have if their favorite restaurant went downhill under new management.

However, the vulnerability of Steemit should give pause to those excited about crypto logic platforms because of their censorship resistance. Even if platforms use a blockchain to store content (which is not a given—Minds, for example, does not), it may not provide the guarantees that users expect when they hear “blockchain.” Specifically, most crypto logic platforms use blockchains that rely on a consensus mechanism called Delegated-Proof-of-Stake (DPOS). In DPOS, users who hold the associated cryptocurrency elect 20-100 “witnesses” who verify transactions and produce blocks. This is in contrast to Proof-of-Work (POW) or Proof-of-Stake (POS), which allow anyone who meets a requirement (solving a hard puzzle in POW; staking currency in POS) to verify transactions and produce blocks. Vitalik Buterin, the founder of Ethereum, has described DPOS as “plutocracy” and “[not] wise for Ethereum (or really, any base-layer blockchain).” It’s DPOS that allowed Justin Sun to take over the Steem blockchain—with enough Steem tokens (stake), he was able to appoint “witnesses” who agreed to the changes he wanted to make.

Crypto logic platforms have worthy goals, but it’s not clear that they will be able to achieve them. The logic is a mix of libertarian values, speculation, and a strong belief in the power of markets to solve complex social problems. Existing platforms have struggled to attract large userbases, lacked quality content, and fallen short of their security guarantees. Even so, there are millions (single digit millions, not the hundreds of millions using major social media platforms) of people experimenting with crypto logic platforms. Alexa ranks DLive, a crypto logic live-streaming platform, #4259 in global internet engagement, a long way from Twitch (#31 globally), but massive in terms of social media experiments. DLive was even the home for PewDiePie, YouTube’s most
popular creator from April 2019 to May 2020. With the exodus of much of its community, Steemit now ranks behind far-right hangout Minds in traffic (#12,065), though Minds has a smaller audience than the even more hateful Gab (#8445). Clearly there is an appetite for social media with monetization built-in and more user autonomy. It’s just not clear that crypto logic is the way to do it.
Market Nationalism

Emporiko Megasinus
The Great Shopping Mall: The market nationalist logic of Chinese social media

The West tends to focus on security, but entertainment and commerce are the key goals here

Some 2,200 years ago, when Emperor Qin Shi Huangdi, the historic first emperor of China, ordered construction of the Great Wall of China to keep out nomadic tribes from Central Asia, he could scarcely have imagined what it’s become today. Now a UNESCO World Heritage Site, the physical Great Wall is a major tourist attraction, filled with souvenir tchotchkes, a cable car system, toboggan slides and market hawkers. Visitors can buy tickets for the wall using WeChat or AliPay, and they can post Bytedance and Bilibili videos of their experiences online thanks to free wifi and high-speed cell towers. Rather than keep people out, the contemporary Great Wall is designed to draw people in—to the tune of some 10 million tourists per year—making it one of the top tourist destinations in the world.

The Chinese internet is often described using the image of the “Great Firewall,” a system of information and access control infamous worldwide for its sophisticated censorship. The words “Great Firewall” conjure up the days of Emperor Qin and the emperors who came after him, building section upon section of wall for hundreds of years as both a nationalist and military project. This outdated image of the Great Firewall promotes the idea of China as the isolated and fortified Central Kingdom, unwilling to engage with the outside world. It remains difficult to scale the Great Wall (though it’s an excellent and popular activity for interval training) and dangerous to hold a political protest, but tourism, entertainment, and commerce better define the Wall today than isolation. While the country continues to maintain and construct border walls, it is a global economic powerhouse, now leading the world in foreign investment.

Rather than Emperor Qin to guide our understanding of the logics behind the Chinese internet, we should perhaps imagine Jack Ma. Ma, an international celebrity and
billionaire, has gone viral globally with his Michael Jackson moves and martial arts powers. While Ma does not formally operate social media—he is most famous for the e-commerce platform Alibaba and fintech provider Ant Financial—Alibaba platforms are effectively social. His story is a reminder of the twin tensions of commerce and state control that guide the logic of China’s internet: After years of international fame and celebration as one of China’s richest men and the CEO behind one of its great internet success stories, Ma was recently curbed by Beijing after he spoke critically about regulators, even while Alibaba itself seems not to have fallen out of favor.

Ma appears to have crossed a line, but for successful influencers in China, decisions made by commercial platforms represent a more significant constraint and concern than state censorship. Consider Li Jiaqi (aka Austin Li), China’s King of Lipstick, a social media influencer from the second-tier city of Nanchang. Li is part of an influencer industry that operates directly on commercial platforms like Alibaba, helping boost emerging and major brands alike. He’s generated sales of more than $145 million on the Black Friday-esque Singles Day, thanks to 40 million fans on Douyin (China’s TikTok) and a livestreaming service on Taobao, Alibaba’s consumer-to-consumer retail site. Despite a barrage of harassment for breaking gender norms, Li dons the lipstick himself and shares bold opinions about the products. He’s since branched off to other products, including donating masks during a fundraiser for Wuhan when the pandemic struck. The state and corporate controls on speech are real, significant, and influential. But they do not prevent China’s internet from generating its own culture of celebrities and influencers.

Influencer-driven economic systems also bleed into Chinese video social media networks, which capitalize on China’s powerful, highly saturated mobile payment usage. Douyin and Kuaishou are home to numerous online influencers like Li Jiaqi, ranging from rural youth to urban housewives, who cultivate an audience for financial reward. Audiences can quickly and easily send money through the platforms using WeChat Pay or Alipay (a platform by Ant Financial). A sense of entrepreneurialism prevails, while influencers and users ultimately remain beholden to platform policies and fees.

It is time for a new image of the Chinese internet to complement that of the Great Firewall: the Great Shopping Mall. As a recent Economist special report on the future of Chinese e-commerce has argued, the distinction between social media, entertainment, and e-commerce has become quite blurry on the Chinese internet, likely more so than on the American internet. While others have long pointed to the salience of the shop-
ping mall analogy for China’s economic landscape, the analogy comes with consequences for civic tech and governance. The Chinese vision of the internet, which has aimed to grow economic activity while tamping down political dissent, has seemed to be the exact opposite of Silicon Valley’s techno-libertarian vision. And yet today, as nation states the world over put pressure on technology companies on issues like content moderation, trade, and user privacy, the dynamics between the state and private internet companies in China presaged a global era of tension between market forces and governments where private and public interests negotiate influence over internet governance and user rights. In this way, Chinese social media logic follows a double bottom line: The market and the state, which, as David Graeber describes in his book, *Debt: The First 5000 Years*, are two flanks of the same animal.

In the West, we’ve become accustomed to reports of censorship in China as the result of a menacing authoritarian regime that threatens the core tenets of free expression. While a convenient construction, this centers authoritarianism as the guiding force for China’s social media platforms, missing the underlying capitalist logic behind the world’s largest internet ecosystem that is starting to extend past China’s borders to shape global commerce. Centering market-oriented logic helps blur the boundaries on both sides of the so-called Firewall, helping us understand that the history of China’s internet—fostered as a tense alignment between the market and the state—has extraordinary implications globally, including for those of us in Western democracies.

Like a physical shopping mall, the Chinese internet operates as a market-oriented public space, beholden first to the market and the state, and only then to users. It is an internet that promotes commerce and socializing, so long as you play by its rules. It is an internet controlled by private companies but over which the government maintains regulatory control. And, like the global spread of shopping malls, it is a model that can and has been exported to places like Iran and Vietnam. It influences global commerce, with the rapid spread of WeChat Pay and Alipay, accepted around the world, and Alibaba’s popularity as a global portal to the Chinese product market. The Great Shopping Mall promotes free trade over free expression, privatization at the service of politics. It is an example of what we might call market nationalism—the use of private markets to support nationalist interests, with strong government oversight.

Indeed, a strong state censorship mechanism in China alongside the erosion of a robust civil society has had severe consequences for journalists and medical professionals, as
well as ordinary citizens who speak out online. That said, the market logic of China’s social media landscape is not dissimilar from that of Silicon Valley. In both contexts, private companies build platforms that operate using attention economics, where platforms are largely offered free to users, and companies make money through advertising.

Many of these companies end up publicly traded on international stock exchanges, creating further pressure for quarterly user growth and revenue metrics. In both contexts, a robust ecosystem of platforms, from public microblogging like Sina Weibo, to small group chat like Weixin, to viral video hosting like Douyin, satisfy a myriad of social needs. In fact, counter to conventional wisdom about China copying U.S. innovation, many Silicon Valley companies learn from and study Chinese platforms for innovative ideas.

One key difference lies in how platforms interface with their respective governments. In both China and the West, the digital is, in fact, political. However, those politics differ. The traditional framework for evaluating these distinctions has typically focused on individual user freedom. But in 2021, the notion of individual user freedom as unchecked “free speech” no longer suffices. Instead, another way of viewing the differences might be the relationship of platforms to community safety and agency, in a world with little difference between offline and online public squares.

In 2017, Bytedance was in the hot seat with Chinese government regulators. The platform that drew the ire of internet regulators in China was not the globally popular TikTok, but Bytedance’s news app, Jinri Toutiao (今日头条). “In an age where technology is key, we can’t let algorithms control everything,” exclaimed a headline from the People’s Daily. Regulators worried that an algorithmically generated news feed of content was exposing users to a variety of unsavory material, from health misinformation to political content critical of China’s authoritarian regime. This episode presaged concerns about TikTok, a Bytedance platform, that emerged in 2020 from countries like India, Pakistan, and the United States, which each raised issues with the platform’s content moderation policies and influence over public discourse.

In the case of Chinese state censorship, notions of online community safety and agency are dictated by an authoritarian government, not actual communities using the platform. Legions of human censors are employed internally by companies like Bytedance like machetes, alongside automated censorship, used as a “scalpel.” These dynamics
echo similar structures in the West, where centralized platform governance hinges on low-wage content moderators rather than user communities—however, until recently, Western governments were reluctant to interfere in platforms’ operations. Everyday users of Chinese social media networks—such as Weibo, Weixin (WeChat), and video platforms like Douyin (the Chinese version of TikTok) are subject to what is termed “porous censorship” by scholar Margaret Roberts, where the state uses “fear, friction, and flooding.” If China were to pursue a completely watertight censorship policy under absolute dictatorship, political unrest would be inevitable. Instead, under porous censorship, the vast majority of users are aware that the Great Firewall and censorship exists, though not often directly affected by it.

As internet policy scholar Rebecca MacKinnon has argued, China’s system of governance is an example of networked authoritarianism, a model we now see spreading throughout the technical and political worlds. This critical scholarship was an early warning of the political risks of the internet, helping counter an extended period of techno-optimism. It is through the mechanisms of uncertainty and fear, information friction and flooding that digital authoritarianism proliferates. Users censor themselves before posting, and access to content banned by the state requires users to take additional, potentially risky steps like using a VPN. Additionally, social media users are bombarded with so much content that state-sponsored channels continually package up easy to read material, thus enticing users to read government crafted content rather than navigating an overwhelming information landscape by themselves. At the same time, a world of video games, luxury goods, open commerce, and viral videos provides both bread and circuses for the netizenry.

As anyone who has visited or lived in China can attest to, a sense of choice—that users can purchase a VPN to access restricted content or not—gives the majority of netizens a placid, false sense of agency. The narrative of individual choice and momentary, paid access to information on platforms like Twitter and Facebook belies how that choice itself is in a larger matrix of information friction and control. While VPNs are not required to navigate many Western internet systems (though recent GDPR and commercial licensing regulations have made them somewhat more common for uses like streaming Netflix videos overseas), much of the choice presented to users outside the Chinese internet is still limited to large, commercial platforms that often prioritize profit over user rights.
If we could sum up the logic of China’s Great Shopping Mall, it is this: Private platforms seek user growth and capital appreciation, utilizing attention economics to grow a large userbase, within tight state constraints. The specific dynamics of the attention economics differ by platform, but in the end, they have the same goal of hockey stick growth. The state, concerned about opinions and expression that may hamper its interests, imposes restrictions through regulatory guidelines that private platforms then interpret and implement. Platforms utilize small armies of paid click workers—digital mall cops—who interpret these regulations in real-world contexts. Their actions, in turn, train artificial intelligence systems that provide blanket coverage. If further violations occur, actual police may get directly involved. But security is only one side of the coin; entertainment and commerce are the key goals here.

Take a visit to the malls of Beijing, Shanghai, Chengdu or countless other Chinese cities, and they look and operate like the malls of Minnesota, Manila, and Mexico. All around the world, shopping malls are designed first and foremost for commerce, but double as a place of quasi-public gathering for parties, families, and bored teenagers. Political dissent is not unheard of in malls, but it is rarely welcome. There are no dissidents, no homeless people, no gangs, no solicitors, no electioneering. Public squares they are not, even while they serve a function for the public. So long as you play by the rules of both capital and state, you are welcome. Good luck if you do not.

Government oversight of social media platforms is now a growing reality around the world, from calls to revisit Section 230 in the United States, to GDPR and LGPD in the European Union and Brazil, respectively, and regulatory discussions in India, Egypt, and others. Silicon Valley could once calmly proclaim that its platforms operated neutrally, while China’s model of state-supervised internet governance once seemed unique to the country and its politics. Today, Silicon Valley platforms face regulations around the world that shape their content moderation policies and overall logics, while at the same time they make content moderation decisions that shape civic discourse around the world.

China’s market-oriented, state-influenced logic of social media preceded today’s discussions around the state’s role in the internet by decades, but now the world is catching up. Market nationalism appears to be one dominant framework for how the internet is governed, influencing the internet’s development in many parts of the world as na-
tions seek to promote commerce while restricting dissent. That said, the internet is still young, and there remain opportunities for a new global logic of digital governance that can act more in accordance with international human rights norms while fostering technological innovation and strong economic growth. China’s government has presented its model, and now the world must decide its version too.
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Russian Logic

Tupicus Runetus
Contradiction is the defining feature of the Runet

Russia’s Unique Internet Logic

In 1999, Vladimir Putin, recently appointed prime minister of Russia, held the first high-level meeting between leaders of the Russian internet community and Russian authorities. While some Kremlin officials urged an increase in the state’s control over the new technology, Putin offered an encouraging statement: “We will not seek a balance between freedom and regulation: the choice will always be in favor of freedom.” Later, during his first candidacy for president, Putin argued that the “internet is a very promising form of communication,” and praised its role in education, though also expressed regret that he didn’t personally use it enough.

After taking office, his enthusiasm for the internet began to wane, and Putin started to express some concerns about the impact of the internet on children and the absence of “positive content” online. But the decisive shift occurred in 2010, when the Russian leader famously stated that “50 percent of the internet’s content is pornography.” In addition, he described the internet as a space for the propagation of terrorism, extremism, and xenophobia.

Since that pivot, Putin’s discourse has focused on regulations aimed to protect children and copyright. His views have also become increasingly focused on the internet’s sociopolitical influences. In 2014, Putin stated that “All this internet was created as a CIA special project and it develops accordingly.” That statement signaled the start of increasing political regulation of the online space, a process that eventually resulted in the approval of Russia’s internet sovereignty law. Putin argues that there is no contradiction between internet sovereignty and internet freedom, since the purpose of the law is to protect Russian internet infrastructure from acts of external hostility.
that might disconnect the nation from the global network. Therefore, an autonomous Russian internet is essential to protect critical communications infrastructure. In that light, “The more sovereignty, including in the digital realm, the better,” concluded Putin. Finally, in 2021, Putin declared that the internet should follow not only legal rules, but also what he called “moral laws”; otherwise, Russian society could be destroyed from within.

The dramatic evolution of Putin’s position on internet freedom highlights the unique socio-political environment in which the Russian internet has developed. The histories of national internets can be generally divided into two groups. In the first case, we can see the development of the internet in liberal countries (e.g., the United States, and in Europe, and other more open societies). In the second case, we can see how the internet evolved in authoritarian environments (as in the case of China). The Russian internet is often considered an example of an internet developed under authoritarian principles, due to an increasing number of legal initiatives and policies, including the Internet Sovereignty bill, designed to increase control over the internet. However, the comparison of Russian internet sovereignty to the Great Firewall of China is misleading and incomplete.

The Russian internet is the only internet that started as a totally free space—to some extent even less regulated than the Western internet—and developed into one of the most regulated and restricted internet spaces. That’s why, unlike other internet spheres that haven’t experienced such a dramatic change, it’s full of contradictions between different logics. Understanding the logic of Russian social media requires an analogy from geology. “Superposition” is the idea that “the oldest layer is at the base and that the layers are progressively younger with ascending order in the sequence.” In the case of the Russian internet (Runet), the internet as an alternative socio-political space without any substantial control of state, can be thought of as the base layer of Runet’s development. Subsequent, more tightly controlled layers could not totally replace the existing structure, but were built on top of it, while creating contradictions between the different layers. The continuous conflict between different logics is the defining feature of the Runet, though the tightly controlled top layers now put increasing pressure on the older, unregulated foundation.
Runet: Between two logics

A renowned 19th century Russian philosopher, Pyotr Chaadayev, made a famous argument about the unique location of Russia between two major civilizations: “[W]e belong neither to the West nor to the East, and we possess the traditions of neither.” (Since Chaadayev questioned the unique role of Russia and its greatness, he was declared legally insane and put under medical supervision.) The early development of Runet was driven by the tension between those who believed the Russian internet was “something genuinely Russian” and those who supported the “Westernization” and “Internationalization” associated with internet adoption (Henrike Schmidt & Katy Teubener, (2006) “Our RuNet”? Cultural Identity and Media Usage (p. 19) in Control + Shift Public and Private Usages of the Russian Internet.)

The development of the Russian internet can also be seen as a product of tension between two major digital civilizations. On the one hand, the initial development of Runet relied on libertarian ideas of the internet as an alternative socio-political and cultural space that offered new degrees of freedom beyond the state’s control. This ideology, which became popular in Silicon Valley, also captured the idea of some Russian internet pioneers, notably Pavel Durov, founder of VKontakte. Many leading Russian platforms, including Odnoklassniki and VKontakte, were developed relying on Western prototypes and adopted some of the presumptions of these platforms.

On the other hand, in the economic domain, many Russian entrepreneurs tried to follow the Chinese model. A key player in the early development of Runet, Yuri Milner—a co-founder of Mail.ru Group—has told the press that he started to visit China in 2003 to learn from Chinese internet business models. China was the source of inspiration for the integration of social networks with online games, and the origin of premium digital badges and gifts, a common practice in Chinese social media that has had little traction in the United States. At the same time, China was also a model to consider when Russian authorities realized the need to increase their political control of Runet. The Great Chinese Firewall approach was impractical, both politically and technically, in a digital domain that was initially developed as a free space with a high level of integration with global platforms. However, some practices related to online control, including new forms of regulation and citizen engagement in state-sponsored surveillance, were inspired by Chinese practices.
Odnoklassniki vs. VKontakte: The logic of contradictions

The development of Runet can’t be explained by a single logic, or even a couple of logics. Instead, it has been driven by contradictions between these logics and continuous tensions between cultural, social, political, and economic forces. Understanding the logics of Runet requires exploring the history of platforms’ development in a way that accounts for internal complexity and continuous clashes between different logics. In effect, we need to look at the geologic strata that support contemporary internet developments. The battle between two major Russian social networks—Odnoklassniki and VKontakte—that ended with both networks being purchased by the same holding company illustrates the importance of this historical understanding.

Odnoklassniki was launched in spring 2006 and quickly grew to have 4 million users in 2007. It modeled Classmates.com as a prototype: Social networking was mostly driven by an opportunity to find former classmates and friends from high school and college. One of the major affordances of the platform was the ability to give “marks” to the photos of your friends. A paid service allowed customers to give special marks, as well as to remove bad marks from their own photos. In effect, the service introduced a variety of paid virtual presents and unique emoji. From the very beginning, Odnoklassniki sought to satisfy emotional needs related to interpersonal communication through a rich array of digital affordances associated with the symbolic manifestation of emotions.

Several months later, a new Russian social network was born. Unlike Odnoklassniki, VKontakte relied on Facebook as a prototype, targeting current university students based on their university affiliation and looked visually similar to Mark Zuckerberg’s project. Odnoklassniki and VKontakte shared a focus on communities of classmates, but also shared the idea that the consumption of content on social networks doesn’t necessarily need to be limited to content produced by “friends.” Instead, these social networks also became platforms for sharing different types of content.

This innovation—a social network that features a broad range of content as well as posts from friends—was critical to the success of VKontakte. It wasn’t only a social network but also a mix of 4chan, Napster, and Pornhub. It offered an unlimited opportunity to host and share music and video files, including pirated full-length movies and pornography. It provided spaces for different types of underground cultures and communities to flourish. And it served as an imageboard that allowed continuous circulation of memes.
and black humor. Imagine a network that combined the reach of Facebook with some elements of the darknet—that was VKontakte to the Russian-speaking world.

The public pages of VKontakte became a leading publishing medium across the Runet. One of the most popular public pages—MDK—which has more than 11 million followers, was created as a counter-cultural space to poke fun at various mainstream trends and share politically incorrect humor. Today, the rating of top popular public pages offers pages dedicated to new music and movies, and pages used to share memes, jokes, black humor, and ironic depictions of modern life. A network of public pages under a common title Podslushano (overheard) is a popular space to hear—and spread—local rumors.

Both Odnoklassniki and VKontakte have dedicated significant effort to integrating online games, which offer a major source of monetization. Recent data indicates that gaming continues to be the second most popular function of Russian social networks after communication (62 percent vs. 54 percent), followed by listening to music (49 percent) and watching video (42 percent). Other recent data shows that the major source of income for Odnoklassniki is still gaming and virtual gifts, not advertising. According to the current head of Odnoklassniki, Anton Fedchin, his social network makes substantial income from fulfilling emotional needs by sharing signs of virtual recognition. For instance, paid virtual gifts are particularly popular for International Women’s Day (March 8).

Despite similarities, there are substantial differences between Odnoklassniki and VKontakte, perhaps best represented by the personalities of the founders of these networks. The founder of Odnoklassniki—Albert Popkov—has said that he wasn’t ready to break some of the boundaries that VKontakte had broken. In an interview with Russian journalist Andrey Loshak, he observed, “We had certain postulates that we did not want to overstep, but VKontakte could. Porn, theft of content, VKontakte very quickly made music, made video sharing available.” Though Odnoklassniki ultimately lost the battle for the younger generation, it has been able to keep older users and users from areas far from Moscow (“the regions”). One of the Runet’s founders Anton Nossik characterized the competitors as a network that looks into the past and a network that looks into the future: “For people who have lived their lives unsuccessfully and in vain, and in adulthood see that they have surrounded themselves with the wrong people, Odnoklassniki allows you to erase all this random foam. Facebook, VKontakte is for those who have everything ahead, and Odnoklassniki is for those who had their last interesting meetings 30 years ago.”
Despite the differences between the networks, Yuri Milner of the Mail.ru Group—a holding company anchored by Russia’s most popular email service—tried to gather Russia’s most influential internet projects under the same roof. In 2008, Odnoklassniki was sold to a holding company that Milner controlled. The story of the ownership battle for VKontakte was much more complicated but eventually, it also was taken under full control by the Mail.ru group. By that point, Mail.ru was owned by several actors, including Russian oligarch Alisher Usmanov. (Usmanov formally left Mail.ru’s orbit in 2018, interestingly handing more control of the conglomerate to Chinese companies.)

According to Milner, the Russian internet presents a unique case of successful development of a local digital ecosystem without state-sponsored protectionism. However, Russia’s nonintervention in internet development began to change in 2008. The global economic crisis that year forced independent internet companies to look for additional funding sources, including oligarchs with close ties to the Kremlin. Several years later, in 2012, thousands of Russians went out to the streets to protest unfair elections. Alongside Facebook, VKontakte was actively used by young Russians to share information about protests and support mobilizations. Russian security services demanded platforms disclose the personal information of members of oppositional groups. Pavel Durov, the libertarian founder of VKontakte, publicly refused to do so. Eventually, Durov was forced to leave both VKontakte and Russia. He later founded Telegram outside of Russia, and that platform has consistently refused subsequent demands by Russian authorities.

Since 2012, the state of the Russian internet has changed dramatically. Russian authorities started to realize the political importance of keeping the internet under tighter control. That’s why new layers of control and surveillance were built on top of an architecture that was constructed as an independent and alternative space. At present, VKontakte cooperates with Russian authorities and allows surveillance of content by Russian security forces. At the same time, despite stricter copyright regulations, it still serves as a major host for pirated music, movies, and pornography. VKontakte embodies the contradictions of Runet, where the libertarian spirit of Durov’s vision coexists with the state’s online regulation and surveillance model.

In addition to these contradictions, the trend on both Odnoklassniki and VKontakte is the shift from offering an opportunity to maintain social connections toward content
production. The head of Odnoklassniki, Anton Fedchin, summarized this trend:

“We really want to get away from the restrictions associated with the fact that users are subscribed to specific people and groups. Previously, we have always been a platform for communicating with close friends, but now the user’s inner circle can no longer generate enough content for the user to cover his needs. So that he does not go to other platforms, we want to diversify the feed content by adding recommended content to the users in the main feed.”

The Rankings: Battleground Runet
Looking into the popularity of the websites in the Russian internet demonstrates a set of battles that have characterized Runet over the past 25 years. (There are many Russian and Western versions of popularity rankings, though they all show similar trends with some differences; see e.g., Alexa, Similarweb.) That history can be divided into several confrontations: the battle between Russian social networks, particularly Odnoklassniki and VKontakte; the battle between Russian platform ecosystems, particularly Mail.ru, Yandex, and Rambler; but also the battle for dominance between Russian and Western platforms.

The struggle between Russian and Western online platforms unfolds in several areas of Russian internet rankings. In search engines, we see a continuous struggle between homegrown Yandex and Google, which compete for leadership in their category. In the sector of social networking, the top positions are held by VKontakte and Odnoklassniki. The Western social networks, particularly Instagram and Facebook, are close to the top, while Twitter is a little farther behind. These Western networks are popular despite continuous pressure by Russian authorities on Facebook, Twitter, and recently Tiktok, seeking to ensure that these foreign websites do not outrank homegrown counterparts on the charts. Though these platforms haven’t been banned thus far, Russian authorities’ recent decision to slow down the access to Twitter may not only decrease its popularity but also serve as a “yellow card” prior to a more thorough ban of Western social media in Russia.

The landscape of Russian internet platforms, integrated companies that combine several functions, is complex, crossing lines of functionality and occasionally nationality. LiveJournal, the American and, later, Russian platform that was once the symbol of
Runet, is now just a bit player. Mail.ru is not only the leading e-mail service in Russia, but also the winner in the platform game, owning both social networks Odnoklassniki and VKontakte. At the same time, search engine Yandex continues expanding into services and AI, taking control over Uber in Russia and offering the Russian alternative of Amazon’s Alexa: Alisa. There are no signs of the presence of eBay and Amazon on Runet’s top popularity rankings. Instead, Russians have Avito.ru, Wildberries, Ozon.ru and AliExpress (the only Chinese platform that has a significant presence in the top ranks of Russian internet sites.) Western e-commerce platforms regularly fail to grow in Russia due to issues with international delivery and a failure to integrate with Russian online payment systems.

The Russian concept of internet sovereignty is driven by a vision that Russian platforms should occupy the top of all the rankings. In addition to various regulations and restrictions on Western platforms (e.g., limiting the speed of access to Twitter), Russian authorities try to create favorable conditions for local platforms. For instance, a recent Russian government decision requires all mobile devices sold in Russia to have a long list of Russian applications pre-installed, including Odnoklassniki and VKontakte. Russian authorities also have invested significantly to develop the so-called “social internet” that will offer free internet access to a “white list” of websites that the government has approved. It seems likely that only Russian sites will be included on this whitelist.

At the same time, some key internet segments are dominated by Western platforms, highlighting the failure to develop Russian alternatives. Most remarkable is the popularity of YouTube—Russian RUTUBE failed to offer a viable alternative to the Western video-sharing platform despite the powerful backing of Gazprom-Media. The popularity of Wikipedia also demonstrates Russian authorities’ failure to develop an alternative state-sponsored online encyclopedia despite several efforts to sponsor the development of an official Russian Wikipedia. Runet chat logic is dominated by Telegram and WhatsApp, both outside of Russian control, despite Telegram’s authorship by Pavel Durov. Finally, there is the striking absence of LinkedIn, the only major Western social network that has been officially blocked in Russia. There are almost no local alternatives that support professional development: The most popular platform in this segment is Headhunter, which is a job board and an online resume website, but not a professional social network.
Conflict is the Way It is

The development of Runet is an outcome of the dramatic history of Russian social, cultural, economic, and political development over the last 25 years. Runet’s logic should be seen in context as a continuous struggle between various internet visions that are promoted by different cultural, political, and economic elites (Asmolov & Kolozaridi, 2017; Asmolov & Kolozaridi, 2020). In that light, the Russian social media logic is different from Western prototypes. It’s an outcome of a history of contradictions and of tensions between different social, cultural, political, and economic realities. Very different, often contradictory logics coexist next to each other, while simultaneously struggling with each other in the same space. In the case of VKontakte, some of the underground and libertarian logics are so fundamental to the development of the platforms that it’s impossible to remove and replace them without collapsing the whole system. Some of this coexistence of contradictions follows a tacit agreement that some prohibited practices are allowed, but they are also completely transparent to state surveillance.

These websites continue to be a battleground between different visions of the internet broadly and Runet specifically, shaped by political forces (those that regulate platforms) and economic forces (those that own platforms), as well as by developers and users. While it appears that Russian authorities are exerting more and more pressure in order to increase the control over Russian platforms, while limiting the access to Western ones, the overall battle for Runet is far from being decided. The nature of Runet is a struggle between different logics. When one logic gains the upper hand, it often results in the development of new spaces, as in the case of Telegram. Therefore, while platforms and their communities fall and new ones rise in the clash of conflicting logics and models, we may see Runet continue to look for its unique place between the East and the West.
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Creator Logic

Instagrammar Artisticus
Artists and entertainers are the original gig workers. They’ve long sacrificed stability and security in exchange for freedom. Many work a day job to support their creative dreams and most are never able to make a living purely from their artistic work.

The emergence of social media platforms like YouTube promised a new age for creators. Finally liberated from the gatekeepers of the past, and with the internet’s scale at their disposal, creators could build a solid living on the “long tail” of the internet with thousands, not millions of fans. In some ways, that’s been true. Many creators have been able to build solid businesses online, and a few have made fortunes. Culture has become participatory and personalized in a way we’ve never seen before. Perhaps as a consequence, almost 30 percent of kids ages 8 to 12 want to be a YouTuber when they grow up.

But the new spaces for creativity online have also replicated many of the problems of the old system, and led to new problems. Li Jin writes that the “creator economy needs a middle class,” pointing to the fact that “the top creators are massively successful, while long-tail creators are barely getting by.” Furthermore, even top creators are stuck in perpetual precarity, with their livelihoods dependent on the whims of a platform, and constant pressure to produce for increasingly demanding audiences and algorithms.

The platforms on which creators share their work fall under what we will call “creator logic.” Creator logic platforms enable users to share a specific type of media (like video, livestreams, or art), in a one-to-many fashion. They are home to “creators,” people who consistently make content for the platform, often as a source of income, and to audiences who turn to these platforms for entertainment, information, and a sense of identity and
community in fandom. What distinguishes creator logic from other forms of social media—all of which enable users to create and disseminate media—are its tools for monetization and production, and its focus on consumption. Creator logic platforms mediate cultural production and consumption on a massive scale, essentially functioning as two-sided cultural marketplaces, matching producers with audiences. The power and importance of that role should not be underestimated: Legal scholar Jack Balkin argues that “cultural power is even more pervasive than state power,” pointing to the ways culture constitutes our identities and affects our lives.

Some creator platforms, like YouTube or Twitch, are more general-purpose. Others, like Wattpad or TikTok, have more tailored use cases. The cultural forms that emerge on creator platforms are explicitly and implicitly shaped by the platforms, as well as by users. For example, TikTok’s sound library, video filters, and 60-second time limit make it easy for users to mimic popular TikToks and give them their own twist, creating what are essentially video memes. Creators have used those tools to spawn a number of new trends in the past year, including dances like M to the B, comedy formats like #YouHaveTo, and songs like #BoredInTheHouse. Even more general-purpose platforms like YouTube shape cultural forms. Though YouTube allows you to share videos of virtually any length and format, it implicitly encourages lengthier videos and mainstream topics through its recommendation algorithm and content policies. This interaction between platform design and user agency is present on all social media, but is particularly prominent on creator platforms, which place a premium on creativity.

To attract creators, platforms offer them an audience, and help with monetization and production. Creator platforms help creators monetize their content by sharing revenue and by building tools that enable subscriptions and tips. Creator platforms help creators produce content with tools like TikTok’s video filters and sound library, and resources like YouTube’s “Creator Academy.” By offering creators help with monetization and production, platforms incentivize and subsidize creation, raising the quality and quantity of content on the platform.

Monetization also serves a governance function. Platforms can use it as a carrot and a stick, offering help when content hews to their guidelines, and withdrawing help when it doesn’t. For example, to qualify for revenue sharing on YouTube, videos have to be “advertiser-friendly,” which means, among other things, videos can’t include violence or inappropriate language, and can’t cover topics such as firearms or “controversial is-
sues.” In addition to limiting the types of videos that can be monetized, YouTube sometimes demonetizes entire channels when creators repeatedly or egregiously violate the rules. For example, before Alex Jones was kicked off YouTube in 2018, his channel was demonetized after he called a survivor of the Parkland school shooting a “crisis actor.” Similarly, Steven Crowder’s channel was demonetized in 2019 after he repeatedly harassed then-Vox writer Carlos Maza. The channel was remonetized a year later because, per YouTube, “Mr. Crowder has ... taken steps to address the behavior that led to his suspension and has demonstrated a track record of policy-compliant behavior.” (Though Maza tweeted that the decision “proves that YouTube has no real interest in enforcing it’s [sic] anti-hate policies.”)

In addition to carrots and sticks, creator logic platforms use algorithms to govern content. Most social media platforms use algorithms to help moderate and surface content, but for creator platforms algorithms are central. On social media organized around connection, users choose from whom they want to see content from, while algorithms play more of a background role, curating content and offering suggestions. But on creator platforms, users don’t come to the platform with a list of content they want to consume. Instead, algorithms have to infer that list and connect creators with consumers. On TikTok, most of the videos people watch are chosen by its For You algorithm. Similarly, YouTube’s recommendation system chooses 70 percent of the videos people watch. Because algorithms are so central, creators try to optimize their content for them, a challenging task, as platforms typically ensure their algorithms are opaque.

The canonical example of optimizing for the algorithm is the “reply girl” on YouTube. Creators figured out that using a suggestive thumbnail to promote their content drove a lot of clicks and thus a lot of views. Because YouTube’s recommendation algorithm mostly focused on views, it would push the video out to more people, driving even more views, and making the creators a significant amount of money. Eventually, YouTube revised its algorithm to focus less on the number of views and more on watch time, a change that mostly killed the phenomenon because people usually stopped watching when they realized the video was unrelated to the thumbnail.

All of this discussion about the power of creator platforms highlights an important point: Creator platforms exist in a state of tension. On the one hand, they exert significant control over the creators and content on their platforms. On the other hand, they preach the gospel of creative freedom, pushing the ideal of the entrepreneurial, inde-
pendent creator and celebrating the disruption of cultural gatekeepers. That tension enables creator platforms to switch between the role of gatekeeper and the role of creative liberator, depending on what suits their interests. If this tactic sounds familiar, it’s because Uber, Lyft, Instacart, and their gig economy peers tell similar stories of individual freedom and bypassing gatekeepers, while exerting significant power over drivers and delivery workers.

In fact, creators share some of the challenges that face gig workers, citing burnout from dealing with demanding audiences and algorithms, frustration with opaque platforms, and the insecurity of work without traditional benefits. In 2017 and 2018, those challenges boiled over, and a wave of YouTube creators quit the platform.

Consider Ethan Klein and his wife Hila Klein, the creators of h3h3Productions, a popular YouTube comedy channel. They make videos that satirize popular YouTube content and creators—for example, one of their most popular videos, with 27 million views, “VAPE NATION,” makes fun of the popular genre of vaping videos.

In 2017, at the height of their success, the Kleins posted a video titled “We’re at an Important Crossroad in our Lives,” about their struggles to make money from their videos after YouTube, in an attempt to make content more advertiser friendly, made changes to its algorithms and policies. Ethan Klein explained, saying, “The problem is that YouTube, in an effort to bring brands back, has given them the tools to not put ads on anything that might seem controversial. But it’s so blunt and it’s so stupid that it is destroying our channel and our livelihood.” Since then, the Kleins have shifted away from primarily making comedy videos towards focusing on their vlog and podcast—content formats that are easier to monetize. Seven months after posting the video about their difficulties to monetize, the Kleins posted a video titled “Where have we been?” that detailed Ethan’s struggles with burnout. Ethan said, “The truth is that I’ve been like, I’ve been depressed,” saying he was “working nonstop” and that he “kind of like snapped a little bit, and I just … I couldn’t make h3 videos anymore.”

However, for some creators, quitting isn’t an option. During the pandemic, thousands of people who lost their jobs turned to creator platforms as a source of income. OneZero interviewed a massage therapist who started making videos about stretching and guided relaxation after her studio closed. She said it was never her “dream” to be a creator but it’s the only option she has. Unfortunately, many of the people turning to
creator platforms find that the “long tail” fails to support them. On YouTube, the top three percent of creators receive 90 percent of the views, and even the average creator in the lucky 3 percent only receives $16,800 per year in ad income, less than one-third of the median household income. Similarly, on Spotify the top 43,000 artists—1.4 percent of the platform—make 90 percent of royalties. (It’s worth noting that these distributions are exactly what’s expected from a Pareto-distributed “long tail” economy.) The same OneZero article described a chef in Nebraska who, after seeing his shifts cut during the pandemic, was spending $400 per month on groceries to support a cooking channel on Twitch—an investment that at his current subscription rate would take years to recoup.

There are important differences between traditional gig economy platforms and creator platforms. Creators produce unique, differentiated goods—their labor isn’t commodified like drivers or grocery shoppers—which should give creators more power to negotiate with platforms. But that may be changing. The latest manifestations of creator logic make it easier than ever for anyone to be a creator, and they distribute rewards based less on past performance and existing audiences, and more on the success of a particular piece of content.

For example, TikTok’s production tools have made it easy for anyone to create videos for the platform, while its “creator fund” distributes money purely based on how much engagement a piece of content receives, engagement that is determined by an algorithm in a “meritocratic” fashion—essentially every video posted to TikTok is shown to a small subset of people based on their interests, and depending on their engagement with the video, the video is shown to more or fewer people, with the process repeating itself. On the one hand, this may democratize access to large audiences. More creators have a shot at going viral and being rewarded for it. (More freedom and cultural liberation, with a side of meritocracy!) On the other hand, this may be a way to commodify creators and increase platforms’ control by unbundling audiences from creators and ensuring that there will always be someone ready to produce engaging content.

To date, creator platforms have received proportionally less attention than other types of social media, particularly social networks like Twitter and Facebook. In a paper that’s under review, co-author Ethan Zuckerman points out that between 2008-2019 YouTube was the subject of fewer papers per year than Twitter and Facebook—YouTube’s number was a little more than half of Twitter’s and Facebook’s—despite YouTube’s enormous
reach and importance. Likewise, Evelyn Douek asks in a recent Wired article, “Why isn’t Susan Wojcicki getting grilled by Congress?” pointing out that Congressional hearings on social media consistently leave out the CEO of YouTube. Douek argues this overlooking of YouTube is because, “In general, researchers, lawmakers, and journalists focus on the problems that are most visible and tractable, even if they are not necessarily the only important ones.” Creator platforms can be harder to study because they often host content that is more difficult to analyze than text, like video, images, and audio. Their users also skew younger, which means the platforms are less visible to researchers, policymakers, and journalists who mostly use Facebook or Twitter. Also, creator platforms tend to portray themselves as spaces for creativity, downplaying political activity on their platforms in a bid to reduce scrutiny.

Who does pay attention to creator platforms? Advertisers. And because brands do most of the advertising on creator platforms, brands can have a significant amount of influence over creator platforms’ policies. For example, in 2017 YouTube faced an ad boycott from brands who complained that their ads were appearing next to hateful and offensive content. YouTube quickly changed its advertising policies and made it significantly harder for creators to monetize their videos. Compare that with what happened when brands boycotted Facebook this past summer in response to Facebook’s actions in the wake of George Floyd’s killing: Facebook made almost no changes, and Zuckerberg was quoted as saying, “We’re not gonna change our policies or approach on anything because of a threat to a small percent of our revenue.” Unlike YouTube, Facebook is able to ignore brand advertisers because most of its revenue comes from small, direct-response ads (direct-response ads aim to persuade people to immediately click and buy a product). Direct-response ads are estimated to make up only 20-30 percent of YouTube’s revenue, with the rest coming from brands. Recent efforts to grow direct-response advertising on YouTube could be a sign that the platform is looking to reduce brands’ influence.

Going forward, scholars, journalists, and policymakers who study the platforms should take seriously creator platforms’ role mediating the mass production and consumption of culture. Research like Rebecca Lewis’s “Alternative Influence: Broadcasting the Reactionary Right on YouTube” or Kevin Munger et al.’s “Fifteen Seconds of Fame: TikTok and the Democratization of Mobile Video on Social Media,” and journalism like Kevin Roose’s “Rabbit Hole” are good examples. What types of content do creator platforms incentivize? What values are embedded in the algorithms that surface content? Who is allowed to participate in the construction and development of culture? Platforms are
shaping the work of creators who in turn are shaping the culture and worldview for millions of fans. In essence, we have a new television industry, with creators reaching millions of people every day, but we talk very little about the power and incentives behind it. One clear demonstration of this attention gap is a comparison of viewership for streamers on Twitch with popular television programs. Hasan Piker, a progressive political commentator, who streams daily on Twitch averaged over 35,000 concurrent viewers during his 10-plus hour streams in January 2021. For comparison, in January 2021 among adults 18-49 (a comparable but likely broader demo than Twitch), Fox News as a whole averaged 147,000 viewers. Fox News’s reach is larger with older viewers, of course, but it is still the most popular cable news network among adults 18-49. Or consider TommyInnit, a 16-year-old Minecraft streamer from England. TommyInnit averaged over 256,000 concurrent viewers in January 2021, a level that outpaces popular late night shows like The Late Late Show with James Corden (176,000 among adults 18-49) and Late Night with Seth Myers (227,000 among adults 18-49). Given the centrality of cable news and network television in our debates about media, politics, and culture, it’s likely we need to be paying closer attention to figures like Piker and TommyInnit and the platforms they create on.

In the end, we should acknowledge creator platforms’ role in fostering a more participatory culture, but we should also be wary of their preferred narratives, and treat them as the powerful institutions that they are.
Gift Logic

Trochilidae Potlatchus
Gift Logic: Labors of love flourish online under fandom’s social norms

Fan culture’s cycle of gifting, receiving, and reciprocating helps create and maintain social solidarity

Before the erotic novel *Fifty Shades of Grey* burned up bestseller lists and made author E.L. James the fastest-selling author in history, a large number of people had already read the novel for free. The only difference was that in the original version, main characters Ana Steele and Christian Grey were named “Bella Swann” and “Edward Cullen”—characters from Stephenie Meyer’s *Twilight* novels.

Master of the Universe, originally published online by James under a pseudonym, was a work of alternate universe *Twilight* fanfiction. Fanfiction is a type of transformative work—that is, a new creative work that is transformative of some original media. Imagine a story about the continuing adventures of Captain Kirk and Mr. Spock, though in the case of alternate universe fanfiction, perhaps Kirk is a barista and Spock is a veterinarian. And fanfiction (along with other fanworks, like fan art) is the basis of a huge, thriving, and long-standing online community (fandom) that has actually existed since long before it moved online. Master of the Universe was part of this community—until it wasn't.

As Bethan Jones describes in an analysis of fandom debates around “pulling to publish” fanfiction commercially, criticism of *Fifty Shades of Grey* focused in part on the violation of a strong community norm against profiting from fanfiction. This norm stems in part from a desire to protect the status of transformative works as fair use rather than illegal copyright infringement. The “four factor” test to determine whether a use of copyrighted material is “fair use” considers the effects of the transformative work on the marketplace for the original work—by avoiding selling fanfiction, fans have hoped to cement their transformations firmly as fair use. In the case of *Fifty Shades of Grey*, the book is so far removed from any elements of *Twilight* that copyright is almost certainly not an issue.
(though there are more recent, fascinating cases of this particular deep legal question).

What James’ “fifty shades of norm violations” actually illustrate is the strength of the fandom community as a gift economy. Anthropologists have used this term to describe a number of nonmarket societies, though there are also noncommodified spheres of exchange even in market societies (e.g., organ donation, the economics of zoo animals, or Burning Man). In his 1993 book about the WELL, one of the oldest virtual communities, Howard Rheingold described “a kind of gift economy in which people do things for one another out of a spirit of building something between them, rather than a spreadsheet-calculated quid pro quo.”

It makes sense that a spirit of gifting might flourish more online than in other contexts in capitalist societies. As media scholar Henry Jenkins pointed out, companies were relative late-comers to the web, which was originally designed to facilitate collaboration between scientists and researchers, rather than to enable “the metered access expected within a commodity culture.” However, even among many examples of the online sharing economy (e.g., open source, Wikipedia, couch surfing), fandom stands out as representing a long-standing “labor of love” culture that has existed since before the community even moved online, dating back to Star Trek fandom and printed zines in the 1960s. However, as Jenkins notes, the move to digital distribution allowed for an even fuller embracing of the gift economy, as it lowered the cost of sharing stories; authors no longer even had to recoup costs.

In their introduction to a special issue of Transformative Works and Cultures on “fandom and/as labor,” Mel Stanfill and Megan Condis modify a famous open source saying: “free as in free speech, not free as in beer.” Fanworks as “free as in a gift, not free as in without pay,” noting that the circulation of fanworks as gifts produces and reinforces identities and relationships within the community. Indeed, this community aspect is incredibly important; in The Fanfiction Reader: Folk Tales for the Digital Age, media scholar Francesca Coppa offers a definition of fanfiction that includes not only rewriting and transforming stories written by others, but also “written within” a fandom community, describing it as “a case study in community production and reception.” She also notes that it is typically written as a gift for that community, and that in fact “many people write their first story to say thank you for all the stories they read previously, to give something back to the community that’s fed them.” And even those who consume but do not create fanfiction give something back, by way of sharing and accolades; there
is also a strong social norm in fandom towards expressing appreciation, and indeed, explicitly positive feedback for fanworks.

Legal scholar Rebecca Tushnet also describes a system based on “payment in credit” in which moral claims to attribution are incredibly important. This also means that when attribution is the core value in fan concepts of authorship, plagiarism is one of the most serious crimes a fan can commit. When creators are not paid for their work, credit is critical, particularly acknowledging help received along the way. Karen Hellekson described fan gift culture as a cycle of gifting, receiving, and reciprocating, which includes providing commentary about those gifts with the goal of creating and maintaining social solidarity. The normative violations of Fifty Shades of Grey, then, lie not only in commercializing it, and in taking a work out of the community in which it was created and subsequently gifted, but in failing to acknowledge the labor that fanfiction readers and reviewers did in shaping Master of the Universe.

Fan community anger about Fifty Shades of Grey was fierce, and this anger was provoked by a single story—what about an entire platform that exploited this gifting culture?

Founded in 2007 by a group of male venture capitalists, FanLib was a commercial platform that sought to monetize fanfiction production. Backlash was swift, and the platform shut down by 2008. Jenkins described their underlying misstep: “FanLib had done its homework by the standards of the VC world. … They simply hadn’t really listened to, talked with, or respected the existing grassroots community which surrounded the production and distribution of fan fiction.” Though the design and mission of the platform violated fandom norms around noncommercialism, it also failed to respect the community aspect of fanfiction production, where membership in that community is an important credential. Or as Hellekson put it, they broke the rules of engagement by misreading “community” as “commodity.”

Around this same time, in addition to FanLib sparking concerns about further exploitation of fandom by outside platforms, there was also a mass exodus from LiveJournal. LiveJournal had been a comfortable home for many fanfiction creators as it allowed pseudonyms, which were helpful for authors who wished to separate their fan identities from their professional lives. When Russian company SUP bought LiveJournal in 2007, many fans cited policy and design changes that LiveJournal had made that no longer made fan creators feel welcome. The resulting groundswell of support from the com-
munity to “own the servers” resulted in the creation of the nonprofit Organization for Transformative Works (OTW), and the design and creation of Archive of Our Own (AO3), a fanfiction archive that today hosts over 3.5 million registered users and over 7.5 million individual works.

AO3 is notable for a number of reasons, including as a rare example of a technology being developed entirely by the community it serves, especially when that community is made up primarily of groups typically underrepresented in computing (i.e., women and LGBTQ+ people). The first developers behind AO3 decided they would have to “grow their own,” and as a result a number of fans learned to code in order to contribute to the archive’s development. In speaking with a number of these early contributors as part of my research, I observed how the design of the archive is deeply embedded with many core values of the community, including those related to gifting and attribution.

For example, AO3 includes mechanisms to both tag works explicitly as gifts for individuals and to tag works as “inspired by” other works, enabling credit. There is also extensive support for fanfiction exchanges, which are a core part of fandom gifting culture, and which previously required a huge amount of manual labor to organize.

Creators also have the option to “orphan” a work, which allows them to disconnect their identity/authorship from it while it remains on the archive, a feature that discourages removing works from the community while allowing creators to maintain control over their work and privacy. AO3 also has an “open doors” mechanism for importing works from other archives, especially those that might otherwise be shut down. These features, along with the Fanlore wiki (also under OTW’s umbrella) are meant to help preserve fan history, which includes the content that was gifted to fandom.

Interestingly, some criticisms of AO3’s design choices are also rooted in the gifting and attribution norms of fandom. Positive comments on stories are an important part of the gift culture and “payment” in credit. When AO3 implemented a “kudos” button that functions much like a “like” button on social media platforms, many users felt that this design choice disincentivized thoughtful comments, thus shifting fandom towards consumption over engagement.

However, an important component of AO3’s success is the large number of volunteers that keep it going. For example, in addition to developers contributing code and an
abuse team that handles policy violations, there is also a small army of “tag wranglers” whose labor supports an impressive search and tagging system. I am also part of the OTW legal committee, made up mostly of law professors and lawyers who are also fans, which provides a legal advocacy voice for fan creators. And AO3 is also a noncommercial platform without advertising or any other business model; it operates entirely on donated money and time.

Volunteer contributions that fuel the online communities in fandom stem from similar motivations as creating and sharing fanworks—love and enthusiasm for something, whether that thing is a media property or fandom itself. We also see evidence of this spirit of gift-giving in the social support that takes place in fandom. For example, research led by Ph.D. student Brianna Dym about LGBTQ+ participants in fandom illustrated how it can serve as a critical support space, and those who receive that support are often eager to give back by helping others and contributing to community resources. Our research about computational projects in fandom also pointed to enthusiasm and contributing to a community to be powerful motivators in learning technical skills. And though this community’s strong social norms do at times fail and community values are contested, most online fandom spaces (including AO3) are far more pro-social than we tend to think of online communities as a whole.

It is unsurprising that gift logic in an online community relies heavily on enthusiasm, volunteer labor, reciprocity, and a strong sense of community and group identity. However, as with other contexts, like open source or Wikipedia, such a system is vulnerable to drop-offs in participation and even a tragedy-of-the-commons scenario where self-interested actors overwhelm those contributing. The “death” of Wikipedia has been predicted for years, particularly as volunteer contributions declined from their height.

However, transformative fandom is still going strong after decades and decades, and despite numerous migrations across online platforms. Though the “grow our own” philosophy and volunteer-led technological contributions to AO3 are vulnerable to bottlenecks in expertise, the community seems to have mostly mastered this inevitable tension between fragility and resilience. If transformative fandom as an online community provides us insight into the “secret sauce” of gift logic, it is likely the genuine labor of love.
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Chat Logic

Whatsappis Familiaris
Chat Logic: When you want a living room, not a town square

People want privacy and ephemerality, but can it scale?

When Mark Zuckerberg declared “The future is private” at Facebook’s annual conference in 2019, it was seen as an odd—perhaps even laughable—statement. Facebook has a long history of privacy scandals, one of which led to an FTC consent decree and a record-breaking $5 billion fine, another of which, the Cambridge Analytica controversy, is the subject of articles, books, and films. Privacy is not exactly what Facebook is best known for.

However, Zuckerberg’s declaration actually made perfect sense. The digital town square Facebook had created was fundamentally at odds with the informality, privacy, and ephemerality of offline social interactions. For Facebook’s first 15 years—especially after the introduction of the news feed—interacting on it was the equivalent of having your living room transported to a stage in the middle of the town square where you were recorded and archived. That’s an unnatural way to structure social life. Many people prefer the intimacy of communicating one-on-one or with a few friends and family. They don’t want a permanent, public record of what they’ve shared.

Where have people turned instead? Chat apps. Think about where you go to comment on breaking news, joke with friends and family, and share photos from your weekend. Increasingly, it’s apps like WhatsApp, Discord, iMessage, and Snapchat.

This shift is hugely important. It means our digital town squares—Facebook, Twitter, YouTube—look more like our offline town squares: performative, dominated by elites, and subject to constant political contestation. Meanwhile, “living room” interactions that used to take place in digital town squares have migrated to chat apps.

Chat became a popular form of interaction online in the early 1980s, with programs
like “talk” that allowed users of the same Unix systems to chat with one another, and “ntalk” that allowed chat between different computers on the same network. In 1988, Finnish programmer Jarkko Oikarinen created Internet-Relay-Chat, an open, decentralized protocol that allows users to chat in groups called “channels” and one-on-one. IRC was quickly joined by platforms that used proprietary protocols and were able to offer superior user experiences like ICQ, AIM, and Yahoo Messenger. However, this meant that people had to use multiple IM clients to communicate with friends across different platforms (similar to how social media works today). Jabber (now called XMPP) tried to address this by creating a protocol that used gateways—connections to other messaging protocols—to enable multi-protocol clients. Using Jabber, you could access all your messages across different platforms using a single client (this is similar to what Gobo.social is trying to achieve with today’s social media platforms). However, the rise of mobile phones and companies’ desire to create walled gardens meant that multi-protocol clients largely fell by the wayside. Today’s dominant chat platforms run on proprietary protocols and explicitly discourage interoperability with other services and clients.

WhatsApp, Discord, iMessage, Snapchat, Slack, Telegram, Signal and other popular chat platforms fall under what we will call “chat logic.” The most important features of “chat logic” are privacy, ephemerality, and community governance. They are what make chat platforms more like a living room than a town square. We can map these characteristics on to the axes we’ve been using to understand social media platforms:

- Technology — varied
- Revenue model — varied
- Ideology — private, real-time communication for everyone
- Governance — community
- Affordances — privacy, ephemerality, real-time communication (text, audio, video)

**Technology.** Some chat platforms store messages in centralized servers. Others store messages on users’ devices and use end-to-end encryption. All use centralized servers to route messages and most use proprietary protocols. The decision to store messages locally or in the cloud depends largely on the intended use case. Chat platforms that cater to larger groups such as Discord and Slack want the ability to enforce rules centrally. They maintain large chat histories that can’t be stored on a user’s device, so they tend to use the cloud. Chat platforms that are intended for smaller groups and one-on-
one communication like WhatsApp or iMessage emphasize user privacy and have small footprints, so they usually store messages locally and use end-to-end encryption. In some cases, like Signal, the end-to-end encryption is the key selling point for the whole system.

Most chat platforms rely on proprietary protocols and discourage interoperability. This helps the platforms monetize and control their user experience. However, as we saw with Jabber, for as long as instant messaging has been around people have tried to find ways to build clients that fit their needs and still allow them to communicate with the wider network. For example, in Africa, alternative WhatsApp clients that are created by reverse-engineering WhatsApp are actually more popular than Facebook. This is a great example of adversarial interoperability, which is explained by Cory Doctorow as “when you create a new product or service that plugs into the existing ones without the permission of the companies that make them.”

**Revenue model.** There isn't a settled revenue model for chat platforms. Some rely on donations, like Signal and Telegram. Others rely on subscriptions, like Slack (and formerly WhatsApp), ads, like Facebook Messenger and Snapchat, or paid features and add-ons, like Line and WeChat. Because chat applications are primarily used on mobile phones, charging through the Google and Apple app stores opens a revenue stream not easily accessible to social networks accessed primarily through browsers.

**Ideology.** These platforms aim to provide private, real-time communication for everyone. Rather than broadcast, chat logic is about one-on-one or small group communication. Some platforms are focused on encryption, like Signal and others target businesses, like Slack or Wire. But overall the purpose of chat platforms is to provide real-time communication, with tight control over who accesses your chat, to everyone who wants it.

**Governance.** Because chat logic is about small groups, governance is handled by the community. Platforms that use local storage and/or end-to-end encryption like WhatsApp, iMessage, and Signal are unable to centrally moderate by design. Platforms that use cloud storage either choose not to moderate except in extreme circumstances, like Telegram, or set baseline rules that are then extended by the community, like on Discord. Decentralizing governance means that chat platforms cater to a diverse array of communities with different norms, standards, and purposes. As Discord puts it, chat platforms are great “[w]hether you’re part of a school club, gam-
ing group, worldwide art community, or just a handful of friends.”

On platforms that cater to smaller groups like iMessage, WhatsApp, and Snapchat, moderation is essentially an extension of offline social life. People can be “ghosted,” removed from chats, and blocked for a number of reasons, but there is rarely a formal code of conduct for what speech is permitted or banned. Frequently smaller group chats are made up of people who know each other offline, which can incentivize good behavior.

On platforms that cater to larger groups like Discord and Slack, there are designated “channel” administrators (similar to subreddit moderators) who handle moderation and create formal policies which they then enforce. Larger group chats suffer from many of the same content moderation problems traditional social media faces. For example, Discord hosted a number of far-right chats that were used to plan the deadly Charlottesville protests in 2017. Additionally, large WhatsApp groups have been blamed for inciting mob murders in India.

Small group chats seem to avoid some of the moderation problems that plague many social media platforms. But as groups get larger, people are less likely to know each other in different contexts, and discussions can get out of control. Some of the WhatsApp groups that have been blamed for inciting violence had 100 or more members, which combined with easy message forwarding means they may have functioned more as a broadcast and amplification service than a private space for discussion.

**Affordances.** Chat platforms offer real-time communication, privacy, and ephemerality.

Chats are private by default—you usually need an invitation to join one. This means you can be fairly confident that what you share will only be seen by other people in the chat, giving you the freedom to be yourself and connect naturally. Chats are also ephemeral. Some platforms enforce this directly, like Snapchat and its disappearing messages. However, chats are also inherently ephemeral because they are usually real-time and typically high volume. Just like you don’t remember the majority of your offline conversations, most online chats are quickly forgotten. Additionally, there isn’t an easily accessible public archive of your messages that could be used against you. Remarks made on chat platforms will usually fade into obscurity, and capturing and reposting chat transcripts is a major violation of norms in many chat communities.
The evolution of chat logic spaces in parallel to more permanent and asynchronous social media spaces is likely a positive development. We shouldn’t have to subject ourselves to the competitive, political, and highly visible digital town square when we are trying to hang out with friends and family or organize in small groups. That’s what living rooms are for.

However, as chat logic platforms become the dominant spaces in some online ecosystems—particularly in developing nations, and in nations with large diasporas like India—they may act as powerful amplifiers and broadcasters. At that point, the advantages of chat logic—ephemerality, privacy, and speed—can become dangers instead of benefits. High-velocity weaponized misinformation, spread through channels that can’t be easily studied, is a nightmare for scholars of hate speech and disinformation.

Some chat platforms are trying to stop living rooms from turning into de facto public squares by limiting their size and virality. Whether users accept these restrictions, or whether they simply move to less regulated spaces may determine how the living room/public square tension is resolved going forward.
Alt-Tech Logic

Utentis Deplatformatus
What happens when you exile users and communities?

On August 6, 2018, Alex Jones finally got deplatformed.

The conspiracy theorist behind the popular Infowars site had been pushing the bounds of acceptable speech for many years. His belief that the massacre of 20 children and six educators by a deranged shooter at the Sandy Hook Elementary School was a “false flag” operation involving “crisis actors” is perhaps the most offensive of Jones’s theories, leading to defamation lawsuits from some of the parents of victims. But what finally led to Jones’s removal from major social media platforms was his tendency to celebrate and endorse violence, in direct conflict with platforms’ terms of service.

Apple moved first, removing five of Jones’s six shows from their widely used podcast index. While Apple was not hosting Jones’s content, their decision to de-index him had a significant impact, opening the floodgates for other platforms to take action. Facebook, YouTube, and Spotify deleted much or all of his content the same day, citing a variety of reasons. Facebook noted that Jones had previously been suspended from the platform for 30 days, pointing to a “repeat offenders” policy as the reason he could be removed from the platform. Spotify had removed individual episodes of Jones’s show a week earlier, but defended the decision to completely ban it based on hate speech and incitement to violence. The deplatforming that most hurt Jones was likely YouTube’s—his channels had 2.5 million subscribers and his videos over a billion combined views. While many platforms quickly followed Apple’s decision on August 6th, Twitter allowed Jones to remain, finally banning him a month later. (This sequence of events is a great example of what evelyn douek calls the “domino effect”—mainstream platforms often make controversial decisions in near-unison in a scramble not to be the odd one left out.)
Deplatforming reduced the reach of Jones’s Infowars website—a New York Times analysis reported 1.4 million daily views of the Infowars site and videos during the three weeks before the ban and only 715,000 daily views in the three weeks post-ban. But deplatforming Alex Jones didn’t silence him—it just sent him to Gab. And Parler. And his own video streaming site, Banned.Video.

Jones’s deplatforming was a signature event in the growth of what we might call “alt-tech.” Much as the alt-right has attempted to rebrand racist nationalism and neo-Nazism in a more acceptable guise, alt-tech platforms represent a slick, modern version of the old racist social media, hosted on sites like Stormfront. While Stormfront, which still exists despite sustained efforts to pull it offline, looks like a 1990s-style bulletin board system, alt-tech sites mimic contemporary social media sites, with an ideological twist. They promise to offer free speech, uncontrolled by the gatekeepers of Silicon Valley. Indeed, Parler—an alt-tech Twitter alternative started in 2018—advertises this on its front page, saying “Speak freely and express yourself openly, without fear of being ‘deplatformed’ for your views.” (This promise often isn’t borne out in reality as Parler regularly bans trolls who hold opposing viewpoints.)

The logic of alt-tech platforms is simple: They exist to provide a parallel online space for individuals, ideas, and causes that are outside the boundaries of speech permitted on mainstream social media platforms. Not all communities that have been deplatformed and found other ways to exist online should be considered alt-tech; Switter, for instance, is a Twitter alternative on Mastodon for sex workers who’ve been deplatformed due to anti-sex trafficking legislation FOSTA/SESTA. We use the alt-tech term to refer to platforms that offer a promise of uncensored speech, which exist specifically to give a space for far-right, nationalist, racist, or extremist points of view, and which harbor a broad sense of grievance that speech has been “censored” for failure to be “politically correct.” Many, but not all of these alt-tech sites are far-right communities: Kaitlin Tiffany documented an alt-tech community for Trans-exclusionary Radical Feminists who were thrown off Reddit during the same purge that eliminated r/The_Donald.

There is no one set of technical affordances that describe the alt-tech space because providers are working to replicate every part of the tech universe. Consider Hatreon, the bluntly named alt-tech alternative to crowdfunding site Patreon—it has been down since 2017 when Visa stopped processing payments for them, but the name makes the mission quite clear. Similarly, alt-tech sites replicate the functionality of YouTube, Reddit, Twit-
It’s worth taking a close look at alt-tech platforms right now given Donald Trump’s recent suspensions from Facebook, Twitter, Instagram, and other mainstream social media platforms. On January 6, 2020, President Trump held a “Save America” rally in Washington, D.C., where he urged his followers to march on Congress to protest the certification of electoral college votes for the 2020 election. Some of those followers stormed the Capitol, vandalizing and looting the building, forcing Congress to flee their chambers, and ultimately resulting in at least five deaths. Asked by lawmakers on both sides of the aisle to condemn the riot, Trump released a video on Twitter and Facebook that repeated his unfounded claims about election fraud and expressed encouragement and solidarity with the rioters. Twitter and Facebook allowed the video to stand, with warnings, for a few hours before removing the posts and banning the president for incitement to violence. These bans were announced as temporary suspensions, though Twitter banned the president permanently on January 8 “due to the risk of further incitement of violence,” and Facebook banned the president indefinitely.

This is not the first clash between the president and mainstream social media platforms. The president and many of his supporters believe that mainstream platforms are biased against conservative points of view. (Some scholarly research suggests the opposite, showing that mainstream platforms serve as a more powerful echo chamber for right-wing points of view than they do for left-wing perspectives.) As platforms have gotten more aggressive about labeling the president’s statements as falsehoods, Trump has struck back, issuing an executive order that aims to strip platforms of Section 230 liability protections if they restrict or remove access to content, i.e., if they label his tweets. The president later vetoed the National Defense Authorization Act in part because it failed to overturn Section 230 protections as he had demanded. (Congress overrode his veto.)

What happens if other mainstream platforms follow in Twitter’s footsteps and permanently deplatform Donald Trump? It seems likely that Trump would establish a presence on an alt-tech platform, just as Alex Jones did when Infowars was deplatformed. The CEO of Gab, Andrew Torba, has been actively recruiting Trump to the platform since it was founded, and announced on the day Trump was suspended from Twitter that he was in contact with the president’s media team. Tech journalist Kevin Roose speculates that deplatforming Trump will limit Trump’s appeal to a narrow, ideologically insular
audience, constraining his reach and power.

Perhaps. But it’s complicated: As prominent figures like Jones are forced onto alt-tech platforms, they bring their userbases with them. Gab’s CEO claims that his service’s userbase has expanded 120 percent in the 24 hours after Trump’s Twitter suspension. That’s impossible to verify, but consistent with the rise in popularity of other alt-tech platforms, like Parler, which had roughly 500,000 daily active users in late October 2020, but rose to almost 3 million after the 2020 U.S. presidential election and has since stabilized to around 2.3 million users a day. In fact, the alt-tech space may be poised to develop into a significant and influential part of the media ecosystem, especially if Trump is forced into it. Research from Harvard has shown the unique reach and power of Trump’s social media presence, and though it will inevitably be diminished as he leaves office, his sizable influence would likely significantly accelerate the development of the alt-tech space.

It’s not just people who get deplatformed: so do platforms. Pittsburgh synagogue shooter Robert Gregory Bowers maintained an active profile on Gab where his bio was filled with anti-Semitic statements, and where he posted the infamous phrase “Screw your optics - I’m going in” before killing 11 worshipers. Companies that provided payment services, domain names, and web hosting to Gab terminated their relationships, and Gab was offline for several days until it could find a domain name registrar and web host willing to provide them with services. Gab also found itself exiled from the decentralized internet community Mastodon. In July 2019, Gab began using a forked version of the open-source Mastodon code to run its site. Mastodon issued a statement opposing Gab’s values, and makers of important Mastodon clients blacklisted the Gab site, making it unreachable for their users. Gab has also been unable to create a mobile app as both the Apple App and Google Play stores have rejected Gab on the grounds that it supports hate speech. Similarly, Parler was removed from Amazon’s cloud services and the Google and Apple app stores in the days after the Capitol riot.

Not only is it hard to keep an alt-tech site on the internet—it’s even harder to make money from it. Gab is supported by user subscriptions (the site is free, but subscriptions give access to premium features) and donations/investments. Parler has been pursuing an investor-backed model, launching ParlayAds, an ad network that claims to be less restrictive than Facebook and Google. However, a major investor in Parler is Rebekah Mercer, a prominent conservative donor, which suggests that her investment might be
ideologically motivated rather than purely based on financial interests.

Understanding the alt-tech space in terms of ideology helps explain the decisions some players in the space make. TheDonald.win is one of several community sites that broke away from Reddit when the company banned the notorious pro-Trump community, r/The_Donald. These .win sites—communities.win—are bare-bones, with no attempts at monetization, but host active discussions about Donald Trump, Tucker Carlson, and various conspiracy theories on a system that looks like Reddit. It’s unclear how much it costs to host such a site but it’s possible it’s being run purely as a service to users by a small group of like-minded admins and sponsors. Other sites clearly have broader ambitions—in addition to its Twitter-like core site, Gab has launched GabTV as an alternative to YouTube, and the Dissenter Browser, a forked version of the open source Brave browser (which may ultimately bring Gab into the crypto logic paradigm, as Brave is based around an attention token that rewards users for reading and writing.)

Deplatforming bad actors from mainstream social media—whether they are conspiracy theorists like Jones or U.S. presidents—likely limits the spread of their ideas. However, it could also lead to insular echo chambers, filled with only the most devoted extremists, a dynamic that could lead to further radicalization and extremism. A recent study (pre-print) found that conversation on TheDonald.win is significantly more toxic than the conversation on its predecessor, r/The_Donald. Understanding the trade-offs of deplatforming, and looking for ways to combat extremism on alt-tech platforms will be crucial as the space develops.

The New York Times reported that Gab and Parler were used to help rally rioters to the Capitol on January 6, which has substantially increased the media and research scrutiny of conversations that take place on these platforms. However, these platforms are significantly harder to study than mainstream platforms. Twitter maintains an API that researchers can use to download and analyze tweets. Gab on the other hand has no such interface. Pushshift—an amazingly ambitious one-man social media monitoring project—maintains an index of the site for researchers, but fights an uphill battle against Gab’s attempts to block its data collection tools. Similarly, security researchers reportedly scraped 70 terabytes of posts from Parler before it was taken down, which may enable research on the platform’s role in Capitol unrest. However, scraping is a challenging research technique that requires significant technical effort to perform and in this case the researchers even had to hack the platform to archive the
data. In other words, by deplatforming toxic communities and sending them towards the alt-tech ecosystem, we may be reducing their influence, but also losing our ability to study their conversations.

This points to a larger lesson. Building a healthy social media ecosystem will be full of tradeoffs, and it’s important to understand and highlight them, not because the changes are necessarily wrong, but because examining and responding to tradeoffs will be crucial to ensuring well-meaning changes don’t cause us to take one step forward and two steps back. Alt-tech presents powerful questions about speech online. Is it better to exile toxic speech from popular platforms if it risks making communities even more extreme? If toxic speech becomes harder to study and track? How do we ensure that deplatforming toxic speech isn’t weaponized to silence any dissenting point of view? These questions are beyond the scope of this essay, but are worth considering as this space develops.
A group of Reddit users—“Redditors”—on the r/wallstreetbets subreddit began working in concert to push up the stock price of Gamestop, a moribund brick and mortar retailer suffering during pandemic lockdowns. While some believed that Gamestop was undervalued, others saw the opportunity to pressure institutional investors who’d bet against the stock—a technique called a “short squeeze,” in which investors pump up the value of a stock and force those who’ve bet against it to buy shares to cover their losses, further increasing the stock value. Gamestop traded at just over $4 a share in June 2020. In late January 2021, it hit a high of $483 a share before settling down at more than 40 times its value from a year ago. In the process, institutional investors and hedge funds lost more than $11 billion in bets against the stock.

Gamestop was one of several “meme stocks” celebrated by the r/wallstreetbets community. Other “nostalgia brands,” including movie theater chain AMC and smartphone manufacturer BlackBerry, have been championed by r/wallstreetbets and have gone on runs that seem more attributable to online popularity than to the financial fundamentals of a company. Just to ensure that everyone remembers that you can’t spell “memestock” without “meme,” the r/wallstreetbets community donated more than $350,000 to gorilla conservation charities. Why? The community’s motto is “Apes Together Strong,” a line from the 2011 film “Rise of the Planet of the Apes”—members of r/wallstreetbets embrace their characterization as “dumb” day traders working together to overthrow the “genius” institutional investors. (And, of course, it’s also a Harambe reference.)

For the brief moment that Reddit-coordinated day traders did war with institutional investors, the vast, multifaceted, and confusing community that is Reddit was on display. And for once, the story wasn’t about racism, sexism, political extremism, or pedophilia.
Reddit is massively popular—Alexa ranks it as 7th in the U.S. in terms of traffic, just behind Facebook and ahead of Wikipedia, Instagram, LinkedIn, or Twitter. But because Reddit is so many different things to different people, it often gains widespread attention for the wrong reasons.

Reddit is the most visible U.S. example of a style of digital community called a forum. Forums hail back to bulletin boards, a pre-networked form of digital community in which many users would dial in to the same single computer, read and post messages, then log out to make room for the next user. Forums tend to be text-based, though many support images, and some (imageboards) focus primarily on images. Usenet, a text-based internet forum created in 1979 by a pair of graduate students at Duke University, became the breeding ground for pre-web internet culture, giving birth to emoji, flame wars, trolling, and abbreviations like LOL.

Two important factors of Usenet’s success have been embraced by many subsequent forums: a strong commitment to free speech and the ability for users to create their own topical communities. Usenet was a truly distributed network: Users would post messages to a particular node and their messages would be spread to other federated servers. There was no central way to moderate Usenet messages—when spammers began advertising on the network, the only way to delete their posts was by using blocklists at each individual server. While this was technically unwieldy, it illustrated a strongly held design principle—each user should have the right to decide the speech she wanted to see and wanted to filter out. While Usenet began with a small set of clearly defined topics, that “hierarchy” expanded rapidly as users requested new topics and subtopics. When users began requesting topics that administrators thought were inappropriate—namely rec.drugs—a group of Usenet pioneers created the “alt” hierarchy, inaugurating it with alt.drugs, alt.sex, and alt.rockandroll. Surprising absolutely no one, this set of Usenet groups grew rapidly and quickly eclipsed the formal hierarchy of computation and academic-focused groups.

Forums became an extremely popular form of web community in Japan, with 2channel (2ch.net) founded in 1999 by Hiroyuki Nishimura and emerging as a space for uncensored and anonymous speech. It was a powerful release valve in a culture known for structure and formality, but it was also a vector for harassment and extreme speech. 2chan inspired American teenager Christopher “moot” Poole to create an American successor, 4chan, in 2003, which quickly developed all the problems of its Japanese inspi-
ration as well as a host of novel dysfunctions. 4chan is relentlessly creative, responsible for many of the greatest hits of web culture, including lolcats and rickrolling. It’s also a cauldron from whose depths have crawled the Gamergate harassment campaign, aspects of the alt-right movement, and perhaps worst of all, brony fandom. Analyzing 4chan, its predecessors and successors in his book “It Came From Something Awful,” journalist Dale Berran identifies a strain of nihilism that he sees as drawing users to 4chan and fueling movements like the alt-right and incel culture.

Reddit’s founders Alexis Ohanian and Steve Huffman were surely aware of 4chan when they launched their site in 2005 as a “front-page for the internet,” a user-submitted collection of headlines of what was most popular on the internet on any given day. (Indeed, much of what was most popular had been incubated within 4chan.) Organized into topics called “subreddits,” Reddit became even more user-driven in 2008 when Redditors were able to create their own subreddits. They did so, in droves—more than 2.5 million subreddits have been created. Even though most are abandoned, hundreds of thousands remain active, including r/TreesSuckingOnThings (trees growing over inanimate objects like fences), r/unstirredpaint (surprisingly beautiful pictures of paint cans before they’ve been mixed) and r/dogswithjobs (pictures of working canines, including livestock guardians and police dogs.)

Unfortunately, with the ability to create subreddits came the ability to convene communities around hateful topics. When Ellen Pao took over the CEO role of the company in 2014, she banned a set of subreddits focused on “revenge porn”—sexual imagery posted without the consent of the individual portrayed—as well as a number of explicitly hateful subreddits. While the response to Pao’s removals was ferocious, Reddit has continued to remove communities it has perceived as toxic, including r/The_Donald, a pro-Trump group that became a hotbed of misinformation and conspiracy theories.

Beneath the toxicity of some highly visible subreddits, much of Reddit is surprisingly healthy and even wholesome. Co-author Ethan Zuckerman teaches a class on fixing social media that includes an assignment in which students must identify and write a case study on healthy online communities—inevitably a third of these communities are subreddits, often support groups for people coping with chronic diseases, etc. These sites are important both because they can be some of the healthiest communities online and some of the weirdest. There’s nothing weirder—and more representative of the internet’s creative energies—than discovering an interest you’ve never had with
thousands of passionate devotees posting endless variations of content you can’t imagine caring about. For those who celebrate the internet’s weirdness and wildness, forums are a glimpse back into the medium’s earlier and stranger days.

While these sites have a common technical root in forum software, understanding them as subcultural logics may be a better way of absorbing their key characteristics. These forms of social media sites are focused on specific topics, and often defend the boundaries of that topic, expressing hostility to the intrusion of other topics. They are likely to develop their own norms and practices, which may bring them into conflict with the broader norms and standards of the platforms they operate on top of. This can get truly confusing when the subculture of a subreddit (r/wallstreetbets) conflicts with the larger subculture of Reddit as a whole and with the broader cultural norms of society at large. Many subcultural sites are built on generic platforms that don’t have specific affordances for that community’s needs—because Reddit never anticipated a subreddit on knitting, there’s no special support for sharing knitting patterns. This lack of specific affordances leads to creative repurposing of other tools, or the development of helper tools—there is a small ecosystem of tools like Imgur, which exist primarily to provide services to communities within Reddit. Finally, because these subcommunities are so different, your experience interacting with one specific community may be wildly different than interacting with another subcultural community.

Beyond Reddit, which acts like a mega-forum in the U.S., absorbing standalone forums, subculture logic is quite popular. Some examples of communities with their own sites: Archive of Our Own, introduced by Casey Fiesler in her essay in this series on gift logic; Ravelry, which has emerged as a massive force in the knitting and crafting community with 9 million registered members and a million monthly viewers; Letterboxd, a community for film lovers; Mumsnet, a massively popular parenting forum in the U.K.; and TheDonald.win, which built its own site after being deplatformed from Reddit. (After the 2020 election, TheDonald.win became America.win and has turned into a more traditional blog.)

Forums broadly, and Reddit specifically, present an earlier model for social media, focused on topics of common interest rather than on preexisting social relationships. General purpose social networks like Facebook work to connect people with individuals they already interact with in the physical world. On signing up for Facebook, you are asked to list the places you’ve worked and schools you’ve attended so that Facebook can
search for people you might have known at those places. Forums offer a different model, the ability to connect with people who share a common interest, but not necessarily a common background. Given that many people live and work in communities where people share many of their demographic characteristics, it is possible that fora can challenge patterns of homophily, in which “birds of a feather” flock together. Forums offer the intriguing possibility that we might meet people with different backgrounds and origins, united only by a shared interest.

This sort of heterogeneity does not come without consequences. As mentioned above, subcultural spaces often experience stress when other topics intervene, particularly political discussions. Knitting site Ravelry experienced intense pressures during the Trump administration as politics became an unavoidable part of the crafting subculture, as Carrie Battan explains in an excellent piece in The New Yorker. Crafters posted patterns for the pink “pussy hats” that became iconic in association with the Women’s March that followed Trump’s inauguration. Right-leaning knitters responded by adopting names like “Deplorable Knitter” and posting patterns for MAGA crafts. Ravelry eventually banned Deplorable Knitter, who went on to establish her own Politically Incorrect Knitters community.

Subcultural solidarity is strong, but can be challenged when it encounters political tensions and other divisions. That may be part of why communities have such strong norms against straying off topic: It’s capable of quickly pulling a community apart. Think about how this works in the offline world—you may like the people in your weekly basketball game, but that doesn’t mean you want to discuss politics or religion with them. Subculture logic is an attempt to recreate those communities online, and an important one. The spaces where politics and identity aren’t front and center are shrinking—spending time with people who may have nothing in common with us besides a common interest helps us appreciate diversity and build understanding. Those “we’re not so different after all” moments are important.

Does subculture logic have any lessons for other types of social media?

Subcultural communities often rely on community governance. One reason may be that people in subcultural communities are passionate about them and thus willing to invest in them. Reddit maintains its massive site with only 400 employees. LinkedIn, which is much smaller, has 15,900 employees. The secret? Reddit relies on tens of thousands of
volunteer moderators, who handle most of the work of site moderation and governance day to day. One of those moderators, Robert Peck, explains that Reddit literally couldn't pay him to do the work he does voluntarily for 20 hours a week—he would refuse the work as an overly taxing paid job, but does it out of passion for the communities he serves.

This implies that with platforms that lack a similar level of investment in the community, community governance may be less successful. The Reddit model of governance may not be transferable to Facebook, where people’s main reason for being there is the platform's utility, or YouTube, where people are mainly there for entertainment. It is likely, however, that governing topic-focused communities is likely vastly easier than governing general-purpose spaces like Facebook or Twitter. Peck, the Reddit moderator, offers one reason:

“At /r/aww, people don’t always submit pictures of kittens and puppies. Sometimes they post gore porn, or threats to find me and hurt me. My rules are both obvious (kittens are great; no gore porn, no threats) and designed to prevent misuse of the platform (no social media links or handles, and no spamming). At /r/pokemon, I block pictures of, say, caterpillars, because those aren't Pokémon, are they? No, no, they aren’t.”

It’s easy to determine that caterpillars are not Pokémon. It’s harder to determine whether a heated conversation on Twitter has crossed into harassment or into organized trolling. Having very specific purposes for communities and rules that follow from those purposes can make the task of governance significantly more manageable.

Additionally, the strong norms and practices in subculture communities help to fend off context collapse, a problem endemic to networks like Facebook and Twitter. This points to a potential solution: Perhaps to avoid context collapse on those platforms, you simply take the conversation elsewhere. So, if a conversation starts on Twitter but seems like it might be a better fit in a specific context, you move the conversation to that other space. Perhaps someone replies to an academic’s tweet with a question or criticism. Instead of hashing it out on Twitter in full public view, with all the associated bad dynamics, what if the original poster suggested taking the conversation to a space dedicated to discussing that topic, or a space dedicated to intellectual discussion? This could be a way to combine what networks like Twitter or Facebook do well—virality and friction-
less connection—with what subcultural spaces do well—putting a conversation in context and sharing it only with the people interested in it.

Maybe when we complain that Facebook and Twitter haven’t led to a flowering of new connections, and instead encourage homophily and echo chambers, we are simply looking in the wrong places. Subcultural communities online have been connecting people of all different stripes since the earliest days of the internet. These interest-based communities may actually support some of the utopian proclamations about the internet leading to a new age of human connection and development. Alas, these communities also host some of the most toxic and extreme subcultures found online. Perhaps there is no utopia without accompanying dystopia.
Q&A Logic: Questions, answers, and everything in-between

Could social roles help us build healthier communities online?

“Is an egg a fruit or a vegetable?”

“Will my laptop get heavier if I put more files on it?”

“Is pepperoni pizza vegetarian?”

Yahoo Answers, the long-running question-and-answer platform that hosted bad questions, worse answers, and everything in-between, shut down in May 2021. While it may be tempting to conclude that its closure is a sign that the time for question-and-answer sites has passed, displaced by Facebook, Google, and Wikipedia, the opposite is true. As we discuss in our essay “Top 100: The most popular social media platforms and what they can teach us,” Q&A is a popular social media logic, occupying a middle space between niche logics like crypto logic and the dominant logics that house platforms like Facebook, YouTube, and WhatsApp.

Who thought asking strangers on the internet to answer their questions was a good idea? And what makes Q&A logic different from other logics we’ve discussed?

Let’s start with a bit of background. People have been using the internet for Q&A since its earliest days. The WELL, an influential early bulletin board system (BBS), had a dedicated “Experts On The WELL” topic, which was a place to ask questions that experts in the community could respond to. Similarly, Usenet, a decentralized precursor to internet forums, had a number of groups dedicated to Q&A, many of them about technical topics; for example, “comp.soft-sys.matlab” focused on the programming language Matlab. Within active Usenet groups, .help groups formed explicitly to answer user
questions and help with debugging and troubleshooting.

As Usenet faded in importance and Web 2.0 emerged as a dominant internet paradigm, a lot of Q&A moved to dedicated Q&A platforms like Yahoo Answers, Quora, and Stack Overflow. Today, Quora, Stack Overflow, and homework-focused Brainly are some of the most popular sites in the world—though they aren’t usually what comes to mind when we hear “social media.”

Users of social media platforms like Twitter or Facebook may not know what kind of content to expect when they log on—“status updates” could involve anything from a joke, a selfie, or a rant designed to start an argument. But on Q&A platforms, the rules are much simpler—you can ask a question or answer one. Marc Smith, a sociologist, and director of the Social Media Research Foundation, has done a number of studies focused on Q&A communities, particularly the different social roles that exist in them. He’s found that users on Q&A sites largely fall into one of two roles: Questioners or Answerers. Questioners mostly ask questions, and many ask only a single question. Answerers, on the other hand, mostly answer questions and typically return to the site fairly consistently to answer questions.

Smith has found that the distribution of Questioners and Answerers is quite skewed. The vast majority of users are Questioners—a study estimated that 83 percent of users on Stack Overflow, a popular Q&A platform for software developers, were Questioners. Because there are so many Questioners, so few Answerers, and little overlap between the two groups, it’s common for tensions to arise. Answerers can feel like they aren’t receiving proper recognition for their contributions, or that Questioners are wasting their time by asking repetitive/basic questions and not following community rules. Meanwhile, Questioners can feel intimidated and discouraged by the rude and unforgiving responses they receive from miffed Answerers, especially when they are new to the community.

A good example of this dynamic can be found on Stack Overflow where in recent years, a number of users have complained that many Answerers are mean and discouraging, creating an environment that is annoying for most people and harmful for novice and marginalized software developers. Unhappy Questioners point to responses like these to illustrate their complaints: “if you don’t get this ... you have no business making a portfolio as a web developer” and “I’m not sure I know how to spell it out in plainer
English ... not much to digest, even if you have to read it ten times.”

Some Answerers have responded to this criticism by pointing out that they face a deluge of questions, many of which are repetitive, basic, or don’t fit the norms of the community—the snarky responses are both a deterrent to bad questions and an outlet for their frustration. As one Answerer put it: “[Stack Overflow] forces us to constantly interact with a stream of garbage; that will inevitably create hostility.”

Why do people bother answering random people’s questions on the internet in the first place? They aren’t being paid, so is it altruism? Smith observed that most Answerers on the WELL were motivated by status and recognition: “Being knowledgeable in the WELL and being free with your knowledge is a sure way to gain status, friends, and visibility.” In a broader study of online cooperation, Peter Kollock argues that, in addition to status and recognition, contributors to public goods online are motivated by reciprocity (someone else will answer their question), attachment (they want to see the community succeed), and a sense of efficacy (pride in their work and observable impact). Kollock’s broader frame of online cooperation in the service of public goods can help us understand that people contribute to Q&A for many of the same reasons that people contribute to open-source software, Wikipedia, and online reviews.

It is useful to think about Q&A platforms, especially those that are archived and easily searchable, as community constructed knowledge bases that are closer to Wikipedia than they are to Facebook. When people can’t find information from their typical information sources, they turn to Q&A platforms.

One implication of understanding Q&A platforms as archives of knowledge is that people can use them to find their preferred answers to questions. For example, HuffPost India revealed that Quora India is home to a right-wing ecosystem of contributors who answer questions about controversial political and social topics like “love jihad” (a conspiracy theory that alleges Muslim men trick Hindu women into converting to Islam) and the Ayodhya dispute (a dispute over a Hindu holy site, previously home to a mosque that was destroyed in Hindu nationalist riots). A BJP political strategist (BJP is the right-wing political party of India’s current prime minister Narendra Modi) told HuffPost India she spends over an hour a day on Quora to clarify her party’s stance on various issues. For people looking to express opinions as facts or to oversimplify complex issues, Quora’s question-and-answer format can be attractive—it can give a false veneer of truth to top
answers, which are largely selected on the basis of popularity, not accuracy or quality, and ignores whether a question is resistant to a single “correct” answer. As a PR executive working with CEOs on their Quora presence explained to HuffPost India: “opinions should be expressed as ‘scientifically’ as possible, they shouldn’t seem bigoted.”

The veneer of authority offered by Q&A sites points to another issue: even if a question is well-suited to the question-and-answer format, the crowd-sourced answers can be wrong. For example, a study exposed major security flaws in some of the most popular C++ code snippets posted on Stack Overflow. The snippets were included in over 2500 GitHub projects, a sign of how widely the dangerous code spread. It’s worth recalling that before Wikipedia became the arbiter of truth for major web platforms, it was widely criticized for flaws in quality. Our understanding of the quality of the content on Q&A platforms will likely evolve, but just as with Wikipedia, robust rules, tools, and norms must be developed to improve the quality of the information on them.

**Business/Ownership Model**

The business model of most Q&A platforms is a combination of advertising and subscriptions. Many Q&A platforms struggle to make a profit thanks to competition from Facebook, Google, and Amazon for advertisers and a weak value proposition for subscribers. For example, China’s largest Q&A platform, Zhihu, recently explored an IPO but is facing questions about its valuation due to its weak revenues. Additionally, as Zhihu has scaled, users have complained that content quality has decreased, a common problem for large Q&A platforms.

Since Q&A platforms facilitate the creation of public goods, it’s worth considering whether an alternative business/ownership model would be more appropriate. Both Wikimedia and Q&A platforms rely on volunteer communities to co-create a knowledge base that is broadly available. Freed of conventional venture capital success metrics, Wikimedia has been able to focus on maintaining and improving the quality of its platform even as it scales. Quora may find it easier to live up to its motto as “a place to share knowledge and better understand the world,” if it were free of the obligation to justify its $2 billion valuation to investors.
Governance/Affordances
As with any social platform, the experience of a Q&A platform is related to its governance and affordances. In a paper comparing the quality of content on LiveQnA (a mid-2000s Q&A platform) and Q&A groups on Usenet, Smith et al. argue that affordances, norms, and governance explain much of the differences in quality. For example, LiveQnA’s open tagging system made it easier for users to create new, sensational tags and thus attract attention to off-topic posts. On the other hand, Usenet’s balkanized and byzantine system made it “harder to attract widespread attention but easier to reach specialized audiences.” Additionally, decades-old Usenet norms dictated that you were more likely to receive a reply if you referenced your role and involvement with the group, encouraging members to invest time and energy towards quality contributions. In contrast, LiveQnA lacked norms or affordances for people to document their contributions, making it difficult to establish and maintain standards for the community.

The importance of strong community norms becomes even clearer when we recognize that most Q&A platforms rely on volunteers to do much of the governance, using a model similar to Reddit’s. Community moderators work to verify answers, prune questions, and set and enforce the rules for the community. Governance also occurs through upvotes and downvotes, where users vote on whether a question or an answer is helpful and relevant. Users with a strong “reputation” have more influence with their votes. Reputation is built up through a variety of actions that the platform thinks indicate that the user is reliable and deserves more sway in the community. Reputation systems can be gamed if they aren't designed correctly, and can also result in a small group holding outsize influence on the platform. For example, April Wensel, founder of Compassionate Coding, described the influence high-reputation users have on Stack Overflow as a “self-reinforcing toxic power structure.”

Social Roles
The distinct “social roles” on Q&A platforms may hold some lessons for other social media. Benjamin Mako Hill has proposed that Wikipedia’s success came in part from its familiarity—people knew what an encyclopedia entry was, which provided a rough script for them to follow in contributing, rather than figuring out what a new tool or community was for. Similarly, Q&A logic communities provide a simple script for participation and may benefit from the resulting social scaffolding. It’s worth considering whether other social media logics have well-defined roles, and what this might tell us
about them: YouTube’s roles of “creator” and “audience” suggest another popular model with clearly defined ways to participate.

Tech companies sometimes imagine their users as interchangeable parts, when in fact, just like in the offline world, they form different parts of a community with distinct roles and responsibilities that require tailored approaches. Much as smart Q&A communities will design for the special needs of Questioners and Answerers, Facebook, Twitter, and YouTube likely need to design around elites and influencers as well as less experienced users.

For example, someone with 1 million followers should not be treated the same as someone with 100 followers. (And, in truth, they are likely not handled the same way by platforms’ moderation and content policies, with platforms reluctant to take action against their most popular users.) For a person with 1 million followers, Twitter is essentially a printing press on steroids, handling logistics and distribution for a one-person publication. For a person with 100 followers, Twitter is more like a book club, somewhere to discuss things they’ve read and maybe interact with the people who wrote what they’re reading. An approach informed by social roles could make it so people with 1 million followers are subject to stricter rules around harassment and misinformation, while people with 100 followers are freer to interact without platform intervention. Moving towards a better understanding of social roles on platforms might help platforms escape from the impossible task of designing one-size-fits-all content policies.

Clearer roles might also help us better understand the scale and concentration of platforms. YouTube has billions of users who upload hundreds of hours of video each minute. But only 3 percent of the site’s over 50 million creators account for 90 percent of views on YouTube. That changes the equations around YouTube’s difficulties with content moderation—a small group of popular and controversial creators likely account for many of the site’s most challenging moderation problems. Is the best way to handle those users with automated tools and overworked/underpaid contract moderators, or should YouTube invest significant effort in a separate, robust, and nuanced moderation process for those users? In any community, people take on different roles with different responsibilities. Social media should embrace that reality and implement policies and affordances that reflect it.
Conclusion
Q&A platforms can serve as a reminder of the narrow focus of much of the contemporary debate around social media. The hundreds of millions of people gathering on Quora, Stack Overflow, and Brainly to ask and answer questions are left out when we allow Facebook and Twitter to become synonymous with social media. Though Q&A platforms have their imperfections, we should marvel that millions of people donate their time and effort to help strangers online. Just as we celebrate and learn from Wikipedia, we should celebrate and learn from Q&A platforms, taking cues from their emphasis on social roles and how norms and affordances that respect those roles can lead to healthier social media spaces.
Moving past U.S. and Facebook centrism

After writing and editing the essays for this field guide, we wanted to take a step back and evaluate our work so far. We thought a good way to do this would be to construct a list of the top 100 most popular social media platforms (a harder task than you might think!) and see what we could learn from it using the analytical framework we’ve developed over the course of this series. We also examined our analytical framework itself, comparing it to existing frameworks and exploring where it worked and where it fell short.

Top 100

Constructing a top 100 list wasn’t easy. There’s no official “registry” of website traffic that serves as a “league table” for social media. Instead, there’s a variety of tools used by the advertising industry to choose where to purchase ads. Some of these tools work by auditing website traffic logs; others track a panel of users to estimate traffic to different sites. These methods are not consistent across providers, and it’s therefore difficult to come up with a decisive ranking of the most visited websites, especially once you get beyond the most highly trafficked. Besides that, as we’ll discuss here, it’s not at all clear what websites should be considered “social media.”

For our initial data collection, we used a combination of SimilarWeb’s list of the top 100 social networks and online communities, Alexa’s list of the top 500 sites on the web, and Wikipedia’s list of social networking services. (The initial collection was done in November 2020.) Measurement sites like SimilarWeb and Alexa aren’t perfect tools for measuring popularity. They focus mostly on website traffic, which means they can be blind to mobile usage. However, the two services are complementary: Alexa uses a
panel to measure what sites users visit, while SimilarWeb relies on “first-party direct measurement”—the logs maintained by website providers. We aren't claiming this list is definitive or comprehensive, but we do believe it offers a rough picture of the most popular social media platforms worldwide.

As we compiled our list, it became clear that social is eating the world. Many, many websites and apps have some social features. This made deciding what to classify as social media difficult. Are dating sites like Tinder and Hinge social media? Are wikis like Wikipedia and Namu.wiki social media? What about content subscription sites like OnlyFans or Patreon? Our definition of a social media platform from the initial post in our series was: “a digital space that combines communicating or sharing media with aspects of social networking sites.” We think this definition still holds up, but must be sharpened to deal with the pervasiveness of social features.

To help us with line-drawing, we settled on a subjective test: Is the platform in question more like “a site with social features” or is it “social first”? Consider The New York Times, which has a comment section on many of its online articles, or Amazon, which hosts customer reviews and discussions on product pages. We wouldn't call The New York Times or Amazon a social media platform. They are, respectively, a news website with social features and an online retailer with social features. Same goes for Wikipedia—it's a collaborative online encyclopedia with social features, not a social media platform. Dating sites were more difficult, but in the end, we decided that they were more akin to platforms like Uber which operate two-sided marketplaces—i.e., Tinder is a matchmaking platform with social features. Similarly, we decided that content subscription sites like OnlyFans, Patreon, and Substack are closer to being transaction platforms than platforms for sociality. (This could change if they achieve widespread adoption and add features like content aggregation. Today, these platforms are dominated by paid subscriptions to a small group of creators, but if they shift towards being dominated by content uploaded by the general public, it may make more sense to think of them as falling under creator logic.) Finally, a note about Zoom. In our chat logic essay we mentioned that we think chat logic applies to mediums other than text, like video and audio, specifically citing Zoom as an example. However, after reexamining our definition, we think Zoom is actually more of a utility, like the telephone, than a social media platform. In our thinking, Zoom is closer to Verizon or AT&T than Facebook or Twitter. It also doesn't fit our definition of social media: The concept of a profile doesn’t make sense on Zoom, nor does articulating connections to other users.
The concept of a profile leads us to the other part of our definition that was highlighted while we compiled our list: danah boyd and Nicole Ellison’s requirement that social networking sites allow users to “construct a public or semi-public profile within a bounded system.” This principle helped us avoid having to include broad, diffuse ecosystems like the entire blogosphere in our analysis.

In the end, our definition and the lines we drew aren’t the “right” way to define social media. They are just one way that’s useful for our purposes.

After we determined a platform fit our definition of social media, we then categorized it by logic and by country. As you will see, we included logics that we have not yet written about for the series—some we were already actively researching, while others became apparent in the process of generating this list. When assigning a platform’s country, we assigned the country that was the source of the most visitors to the platform, as reported by Alexa.

Top 100 Analysis
The full top 100 list can be found at the end of this essay, with a downloadable version here. It is sorted in order of Alexa rank. (For platforms with popular mobile apps, we estimated their Alexa rank by using monthly active user numbers.) We urge you to avoid over-focusing on any one platform’s rank, inclusion, or omission, though do feel free to ask about a platform you think was left out. As we said above, this is an attempt to offer a rough picture of the most popular social media platforms worldwide, not to provide a definitive or comprehensive ranking. We think the list is most useful for higher-level analysis, such as comparing the popularity of different logics or exploring the popularity of platforms by country.

Some brief observations:

First, the large number of non-U.S. platforms that were in the top 100 surprised us and was a healthy reminder of our U.S. centrisim. They made up the majority of the list, comprising 61 of the top 100. However, maybe it shouldn’t be so surprising given, for example, that there are more than 900 million Chinese internet users who use popular Chinese social media platforms, including Sina Weibo, Douyin, and WeChat. Even
platforms based in the U.S. that serve a large number of Americans sometimes serve more users from a different country. Take Quora: The country with the most visitors to Quora, according to Alexa, is India, which makes up 36 percent of traffic, followed by the U.S., with 28 percent of traffic.

We recognize that we’re not in a good position to evaluate the logics of foreign platforms, due to language and cultural barriers, so we’re reaching out to experts in Chinese, Russian, Korean, and Japanese social media for features on those communities. We expect to see some novel logics proposed to explain social media in those linguaspheres.

Next, we analyzed the popularity of different logics in our top 100. We assessed the popularity of each logic with this formula: Take all the platforms that fall under a given logic and sum their points, where points are assigned in order, from most popular (by Alexa rank) to least popular. The most popular platform receives 100 points, the next most popular receives 99 points, all the way down to the least popular platform in the top 100, which receives 1 point. This allows us to capture a logic's frequency in the top 100 while also incorporating the magnitude of each platform’s popularity. So, a logic with 10 platforms ranked towards the bottom of the top 100 won’t appear more popular than a logic that has five platforms that are all in the top 10. The results of that analysis follow:

*Figure 1. Logics in order of popularity score*

<table>
<thead>
<tr>
<th>Logic</th>
<th>Popularity Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Creator</td>
<td>1285</td>
</tr>
<tr>
<td>Social Network</td>
<td>978</td>
</tr>
<tr>
<td>Chat</td>
<td>958</td>
</tr>
<tr>
<td>Subculture</td>
<td>949</td>
</tr>
<tr>
<td>Q&amp;A</td>
<td>461</td>
</tr>
<tr>
<td>Chan</td>
<td>140</td>
</tr>
<tr>
<td>Social Bookmarking</td>
<td>113</td>
</tr>
<tr>
<td>Local</td>
<td>62</td>
</tr>
<tr>
<td>Enterprise Social Network</td>
<td>46</td>
</tr>
<tr>
<td>Alt-Tech</td>
<td>42</td>
</tr>
<tr>
<td>Crypto</td>
<td>16</td>
</tr>
</tbody>
</table>
The most popular logic was creator logic. Here’s a quick definition: creator logic platforms are for everyone and enable users to share a specific type of media (like video, livestreams, or art), in a one-to-many fashion. They are home to “creators,” people who consistently make content for the platform, often as a source of income. Some examples of creator logic are YouTube, TikTok, Twitch, and Wattpad. The popularity of creator logic and its relative lack of attention in comparison to social network logic suggests that journalists, scholars, and activists should direct more energy towards scrutinizing and understanding it.
Following creator logic in popularity were social network, chat, and subculture logic, respectively. The popularity of social network logic is no surprise. It covers dominant social networks like Facebook, Instagram, Twitter, and LinkedIn, social networks that are run by a single company, for the use of anyone for a variety of purposes, supported by advertising. Similarly, chat logic’s popularity isn’t surprising—chat platforms such as WhatsApp, Snapchat, and Discord boast some of the largest user numbers in the world and are hosting more and more of our social life online. Finally, subculture logic covers platforms that are organized around various subcultures. This logic is overwhelmingly populated by internet forums and their descendants—sites like Reddit, Steam Community, and Ubuntu Forums—but also includes sites like Ravelry, a social network for yarn enthusiasts, and Letterboxd, a social network for film lovers. Subculture logic, like creator logic, receives less attention than it deserves. One possible reason is that they are less popular among journalists, academics, and politicians, who mostly use Twitter or Facebook.

A surprise in the findings was the popularity of Q&A logic. It was the fifth most popular logic, occupying a middle tier between the dominant logics and the more niche logics. Q&A platforms are organized around users submitting questions and answers. Some are focused on a specific domain like Stack Overflow which serves mostly programmers, while others are more general-purpose like Quora. Q&A is a social media logic that is rarely in the spotlight, perhaps because it is particularly popular with communities that are less visible (programmers, students) and nations outside the U.S. (notably India). It clearly deserves more attention given its popularity.

**What logics didn’t make the top-100?** Civic and decentralized. Their omission makes sense. Civic logic is an emerging idea that hasn’t received enough traction to make a list like this one yet. Also, civic logic platforms typically cater to smaller communities. As we put it in our piece about them, civic platforms “are likely limited to communities of a few dozen to a few thousand.” For decentralized platforms, the reasons for their lack of popularity are less inherent but no less significant. They face serious challenges to their adoption, specifically, they must “address their usability difficulties and overcome the massive network effects of centralized platforms.”

To supplement our popularity score analysis, we provide a bar chart with the raw frequency of each logic in the top 100 broken down by whether a platform was categorized
as a U.S. platform or a non-U.S. platform. We also include a table with the average popularity scores for select logics.

**Figure 3. Logic Frequency in Top 100**

![Logic Frequency in Top 100](image)

<table>
<thead>
<tr>
<th>Logic</th>
<th>Average Popularity Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chat</td>
<td>80</td>
</tr>
<tr>
<td>Creator</td>
<td>61</td>
</tr>
<tr>
<td>Social Network</td>
<td>61</td>
</tr>
<tr>
<td>Q&amp;A</td>
<td>58</td>
</tr>
<tr>
<td>Subculture</td>
<td>33</td>
</tr>
</tbody>
</table>

**Figure 4. Logics in order of average popularity**

The raw frequencies provide some useful context about the popularity results, highlighting differences between logics and nuances that aren't clear from the popularity scores alone. For example, Figure 3 shows that there is a much higher number of subculture platforms outside the U.S. than in the U.S. We believe this could be due to Reddit’s popularity in the
U.S., where it may function as a mega-forum, absorbing many stand-alone forums.

Additionally, looking at Figure 3 we see that subculture logic is first (by a large margin) in terms of raw frequency though it’s fourth in terms of popularity scores, implying that subculture logic is home to a broad array of platforms that cater to smaller userbases. Conversely, we can see that chat and social network logic have similar popularity scores to subculture logic but at much smaller raw frequencies, suggesting they are home to a less diverse array of platforms that host larger userbases.

To further investigate the differences in popularity concentration across logics, we calculated the average popularity for logics with at least eight platforms in the top 100 (see Figure 4). The frequency cutoff was eight, because the remaining logics had frequencies of five or less—small sample sizes that we believed were likely to give noisy results. The formula for a logic’s average popularity was: popularity score/frequency.

Chat logic has the highest average popularity at 80, followed by creator and social network logic at 61. On the low end is subculture logic at 33, with Q&A falling in between at 58. These findings make sense. Subculture logic is organized around discrete, insular communities, which have a ceiling on their potential userbase—there are only so many yarn enthusiasts. Conversely, chat, creator, and social network logic are typically organized around functionality that has a much higher potential userbase—hence Facebook’s mission to “connect the world.” Q&A reasonably falls somewhere in-between.

Lastly, another interesting finding from the raw frequencies in Figure 3 is that the U.S. is home to the majority of low frequency logics. There are many possible explanations—we will offer two:

Social media is a space for experimentation in the U.S. and different logics continue to emerge as it matures. This is true in other countries and languages as well, and we are likely missing some of the more niche experiments due to our linguistic and cultural isolation. We would be grateful for pointers to social media in other countries that exemplify these less-common logics, or are introducing new logics entirely.

Political and cultural differences may play a role in the popularity of different social media logics. Take alt-tech logic, which covers platforms, like Gab, Parler, and TheDonald.win, that market themselves as bastions of free speech and mainly serve right-wing
communities that have been deplatformed from mainstream platforms. Why could alt-tech be more likely to emerge in the U.S.? First, the U.S. receives disproportionate attention from the mainstream platforms because they are based in the U.S. and make most of their money in the U.S. This makes it more likely that fringe groups in the U.S. will be noticed, moderated, and kicked off. Second, political freedoms in the U.S. mean that fringe groups are allowed to create and maintain their own social media spaces. Third, the U.S. has a large population, making it more likely that a given U.S. platform will be featured in the top 100.

**Five Axes Framework**

Finally, we evaluated the five axes framework we’ve been using throughout the series to analyze platforms and form logics. Is it missing important factors that determine the nature of a social media platform? Are there existing frameworks that we should use instead? We found that most previous efforts to formulate an analytical framework for social media focused on only one or two of our axes; in particular, many efforts focused on the role of affordances. For example, Borgatti et al.’s “What’s different about social media networks? A framework and research agenda” lays out a framework for analyzing social media using social network analysis methods and theory. Essentially, the paper is an in-depth exploration of how affordances affect the dynamics and experience of a platform. This focus on affordances was common among the frameworks we reviewed.

However, one work did stand out: José van Dijck’s *A Critical History of Social Media.* It’s an excellent book that we highly recommend to anyone studying social media. In it, van Dijck formulates an illuminating and insightful analytical framework for social media. The framework presented is a combination of Bruno Latour’s actor-network theory, political economy, and other elements that focus on culture and norms. Platforms are analyzed as “microsystems,” which together make up an “ecosystem” of social media. Microsystems are approached in two ways: as “techno-cultural constructs” and as “socioeconomic structures.” Approaching microsystems as techno-cultural constructs means analyzing them in terms of technology, users, and content. Approaching them as socioeconomic structures means analyzing them in terms of ownership, governance, and business models. These six elements—technology, users, content, ownership, governance, and business models—are used to “disassemble” or analyze platforms.

The six elements used to disassemble platforms are similar to our five axes framework.
However, van Dijck situates her framework in existing scholarship and explains why it is necessary, something we haven’t done. Therefore we considered adopting van Dijck’s framework in place of ours. However, there are some important differences between our approaches that led us to settle on revising our framework to incorporate the aspects of van Dijck’s framework that we think are useful.

As a result, our revised axes are:

- Technology
- Business Model
- Ownership
- Governance
- Affordances
- Stakeholders

What stayed the same? Our technology and affordances axes. van Dijck’s technology element is too detailed for our purposes and leaves out data storage, a key part of our analysis. Additionally, we prefer using our affordances axis to capture a number of design components (such as content, interface, and defaults) that van Dijck includes under her technology element.

What changed? van Dijck’s business model element and our revenue model axis are essentially identical but we decided to take the label of business model, as it’s clearer and grounded in existing scholarship. Next, we replaced our ideology axis with van Dijck’s ownership element. Ownership refers to a platform’s ownership status and structure; for example, “whether a platform is ... publicly governed, community based, nonprofit based, or corporately owned.” This is less ambiguous than our ideology axis, covers essentially the same thing, and places us squarely in the tradition of political economy. Similarly, we revised our definition of governance to be more expansive, taking van Dijck’s definition: “how, through what mechanisms, communication and data traffic are managed.” This doesn’t change our analysis much but it enables us to include technology and design decisions under our governance axis (which currently focuses on content moderation). Finally, we added a stakeholders axis that builds on van Dijck’s “users” element. van Dijck defines her users element as “explicit user responses to specific platform changes” that “embod[y] part of a negotiation process between platform owners and users to control the conditions for information exchange.” A good example
is the recent boycott of Facebook by brands and celebrities in response to Facebook’s actions in the wake of George Floyd’s killing. We agree that who uses a platform, how they use it, and why has a great deal to do with its logic; for example, the way LinkedIn largely avoids harassment in contrast to Twitter and Facebook has a great deal to do with users, who are jobseeking and therefore (presumably) on their best behavior. However, the power of users to shape and influence platforms is perhaps less significant than van Dijck believes—platforms deal with their idealized user as much as they deal with real users. Additionally, there are other external stakeholders that may hold more sway than users. Governments, activists, and NGOs are often more likely to affect platform changes than a group of disaffected users. That’s why we broadened van Dijck’s users element to encompass the role of a variety of external stakeholders in shaping and influencing platforms.

Conclusion
As we said above, we do not claim our top 100 list is definitive or comprehensive so any findings derived from it should be treated with caution. Even so, we think the results demonstrate the benefits of combining an empirical approach with a rich theoretical perspective when studying social media. We hope our formulation of a definition and analytical framework is valuable and inspires further attempts to, as van Dijck puts it, “disassemble” and “reassemble” social media.

The findings that stick with us are: (1) social is eating the world; (2) social is global; and (3) social is much more than Facebook and Twitter. These findings get at the core of why we undertook this mapping project in the first place:

“Because Facebook and Twitter are so prominent and are so widely amplified by mainstream media, we tend to assume that all social media operate in the same way and suffer from the same problems.”

To move past the problems of today’s social media we need to overcome those assumptions and their associated myths and reach a more sophisticated understanding of the topic. The diversity of social media is clear, as are the possibilities, when we reject U.S. and Facebook centrism and strive for more complex thinking about the domain.
<table>
<thead>
<tr>
<th>Name</th>
<th>Logic</th>
<th>Popularity Score</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>YouTube</td>
<td>Creator</td>
<td>100</td>
<td>U.S.</td>
</tr>
<tr>
<td>Facebook</td>
<td>Social Network</td>
<td>99</td>
<td>U.S.</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>Chat</td>
<td>98</td>
<td>India</td>
</tr>
<tr>
<td>FB Messenger</td>
<td>Chat</td>
<td>97</td>
<td>U.S.</td>
</tr>
<tr>
<td>WeChat</td>
<td>Chat</td>
<td>96</td>
<td>China</td>
</tr>
<tr>
<td>Instagram</td>
<td>Social Network</td>
<td>95</td>
<td>U.S.</td>
</tr>
<tr>
<td>TikTok</td>
<td>Creator</td>
<td>94</td>
<td>U.S.</td>
</tr>
<tr>
<td>QQ</td>
<td>Chat</td>
<td>93</td>
<td>China</td>
</tr>
<tr>
<td>Douyin</td>
<td>Creator</td>
<td>92</td>
<td>China</td>
</tr>
<tr>
<td>Sina Weibo</td>
<td>Social Network</td>
<td>91</td>
<td>China</td>
</tr>
<tr>
<td>Snapchat</td>
<td>Chat</td>
<td>90</td>
<td>U.S.</td>
</tr>
<tr>
<td>Reddit</td>
<td>Subculture</td>
<td>89</td>
<td>U.S.</td>
</tr>
<tr>
<td>Pinterest</td>
<td>Social Bookmarking</td>
<td>88</td>
<td>U.S.</td>
</tr>
<tr>
<td>Telegram</td>
<td>Chat</td>
<td>87</td>
<td>India</td>
</tr>
<tr>
<td>Twitter</td>
<td>Social Network</td>
<td>86</td>
<td>U.S.</td>
</tr>
<tr>
<td>Quora</td>
<td>Q&amp;A</td>
<td>85</td>
<td>India</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>Social Network</td>
<td>84</td>
<td>U.S.</td>
</tr>
<tr>
<td>Imgur</td>
<td>Creator</td>
<td>83</td>
<td>U.S.</td>
</tr>
<tr>
<td>Line</td>
<td>Chat</td>
<td>82</td>
<td>Japan</td>
</tr>
<tr>
<td>imo</td>
<td>Chat</td>
<td>81</td>
<td>China</td>
</tr>
<tr>
<td>Brainly</td>
<td>Q&amp;A</td>
<td>80</td>
<td>U.S.</td>
</tr>
<tr>
<td>douban.com</td>
<td>Social Network</td>
<td>79</td>
<td>China</td>
</tr>
<tr>
<td>Yy.com</td>
<td>Creator</td>
<td>78</td>
<td>China</td>
</tr>
<tr>
<td>Twitch</td>
<td>Creator</td>
<td>77</td>
<td>U.S.</td>
</tr>
<tr>
<td>VK</td>
<td>Social Network</td>
<td>76</td>
<td>Russia</td>
</tr>
<tr>
<td>Wattpad.com</td>
<td>Creator</td>
<td>71</td>
<td>India</td>
</tr>
<tr>
<td>csdn.net</td>
<td>Q&amp;A</td>
<td>70</td>
<td>China</td>
</tr>
<tr>
<td>zhanqi.tv</td>
<td>Creator</td>
<td>69</td>
<td>China</td>
</tr>
<tr>
<td>Website</td>
<td>Category</td>
<td>Rank</td>
<td>Country</td>
</tr>
<tr>
<td>----------------------</td>
<td>----------------</td>
<td>------</td>
<td>-----------</td>
</tr>
<tr>
<td>tianya.cn</td>
<td>Subculture</td>
<td>68</td>
<td>China</td>
</tr>
<tr>
<td>ok.ru</td>
<td>Social Network</td>
<td>67</td>
<td>Russia</td>
</tr>
<tr>
<td>zalo.me</td>
<td>Chat</td>
<td>66</td>
<td>Vietnam</td>
</tr>
<tr>
<td>Stack Overflow</td>
<td>Q&amp;A</td>
<td>65</td>
<td>U.S.</td>
</tr>
<tr>
<td>DeviantArt</td>
<td>Subculture</td>
<td>64</td>
<td>U.S.</td>
</tr>
<tr>
<td>VSCO</td>
<td>Creator</td>
<td>63</td>
<td>U.S.</td>
</tr>
<tr>
<td>NextDoor</td>
<td>Local</td>
<td>62</td>
<td>U.S.</td>
</tr>
<tr>
<td>aparat.com</td>
<td>Creator</td>
<td>61</td>
<td>Iran</td>
</tr>
<tr>
<td>medium.com</td>
<td>Creator</td>
<td>60</td>
<td>U.S.</td>
</tr>
<tr>
<td>Pixnet.net</td>
<td>Social Network</td>
<td>59</td>
<td>Taiwan</td>
</tr>
<tr>
<td>cnblogs.com</td>
<td>Subculture</td>
<td>58</td>
<td>China</td>
</tr>
<tr>
<td>Tumblr</td>
<td>Social Network</td>
<td>57</td>
<td>U.S.</td>
</tr>
<tr>
<td>6.cn</td>
<td>Creator</td>
<td>56</td>
<td>China</td>
</tr>
<tr>
<td>Bilibili.com</td>
<td>Subculture</td>
<td>55</td>
<td>China</td>
</tr>
<tr>
<td>stackexchange.com</td>
<td>Q&amp;A</td>
<td>54</td>
<td>U.S.</td>
</tr>
<tr>
<td>Tradingview.com</td>
<td>Subculture</td>
<td>53</td>
<td>U.S.</td>
</tr>
<tr>
<td>slideshare.net</td>
<td>Creator</td>
<td>52</td>
<td>India</td>
</tr>
<tr>
<td>zhihu.com</td>
<td>Q&amp;A</td>
<td>51</td>
<td>China</td>
</tr>
<tr>
<td>Behance.net</td>
<td>Creator</td>
<td>50</td>
<td>India</td>
</tr>
<tr>
<td>nicovideo.jp</td>
<td>Subculture</td>
<td>49</td>
<td>Japan</td>
</tr>
<tr>
<td>Steamcommunty.com</td>
<td>Subculture</td>
<td>48</td>
<td>U.S.</td>
</tr>
<tr>
<td>kakao.com</td>
<td>Social Network</td>
<td>47</td>
<td>Korea</td>
</tr>
<tr>
<td>ameblo.jp</td>
<td>Creator</td>
<td>46</td>
<td>Japan</td>
</tr>
<tr>
<td>9gag.com</td>
<td>Chan</td>
<td>45</td>
<td>Germany</td>
</tr>
<tr>
<td>dcard.tw</td>
<td>Subculture</td>
<td>44</td>
<td>Taiwan</td>
</tr>
<tr>
<td>namasha.com</td>
<td>Creator</td>
<td>43</td>
<td>Iran</td>
</tr>
<tr>
<td>LiveJournal</td>
<td>Social Network</td>
<td>42</td>
<td>Russia</td>
</tr>
<tr>
<td>ninisite.com</td>
<td>Subculture</td>
<td>41</td>
<td>Iran</td>
</tr>
<tr>
<td>4chan</td>
<td>Chan</td>
<td>40</td>
<td>U.S.</td>
</tr>
<tr>
<td>flickr.com</td>
<td>Creator</td>
<td>39</td>
<td>U.S.</td>
</tr>
<tr>
<td>ptt.cc</td>
<td>Subculture</td>
<td>38</td>
<td>Taiwan</td>
</tr>
<tr>
<td>kizlarsoruyor.com</td>
<td>Q&amp;A</td>
<td>37</td>
<td>Turkey</td>
</tr>
<tr>
<td>5ch.net</td>
<td>Chan</td>
<td>36</td>
<td>Japan</td>
</tr>
<tr>
<td>hatenablog.com</td>
<td>Creator</td>
<td>35</td>
<td>Japan</td>
</tr>
<tr>
<td>renren.com</td>
<td>Social Network</td>
<td>34</td>
<td>China</td>
</tr>
<tr>
<td>plurk.com</td>
<td>Social Network</td>
<td>33</td>
<td>India</td>
</tr>
<tr>
<td>eyny.com</td>
<td>Subculture</td>
<td>32</td>
<td>Taiwan</td>
</tr>
<tr>
<td>Website</td>
<td>Category</td>
<td>Country</td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>------------------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>lihkg.com</td>
<td>Subculture</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td>xing.com</td>
<td>Subculture</td>
<td>Germany</td>
<td></td>
</tr>
<tr>
<td>miaopai.com</td>
<td>Creator</td>
<td>China</td>
<td></td>
</tr>
<tr>
<td>dxy.cn</td>
<td>Subculture</td>
<td>China</td>
<td></td>
</tr>
<tr>
<td>FetLife</td>
<td>Subculture</td>
<td>U.S.</td>
<td></td>
</tr>
<tr>
<td>yammer.com</td>
<td>Enterprise Social Network</td>
<td>U.S.</td>
<td></td>
</tr>
<tr>
<td>weheartit.com</td>
<td>Social Bookmarking</td>
<td>India</td>
<td></td>
</tr>
<tr>
<td>Parler</td>
<td>Alt-Tech</td>
<td>U.S.</td>
<td></td>
</tr>
<tr>
<td>letterboxd.com</td>
<td>Subculture</td>
<td>U.S.</td>
<td></td>
</tr>
<tr>
<td>Omegle</td>
<td>Chat</td>
<td>U.S.</td>
<td></td>
</tr>
<tr>
<td>wykop.pl</td>
<td>Subculture</td>
<td>Poland</td>
<td></td>
</tr>
<tr>
<td>workplace.com</td>
<td>Enterprise Social Network</td>
<td>U.S.</td>
<td></td>
</tr>
<tr>
<td>ask.fm</td>
<td>Q&amp;A</td>
<td>Egypt</td>
<td></td>
</tr>
<tr>
<td>Taringa!</td>
<td>Subculture</td>
<td>Argentina</td>
<td></td>
</tr>
<tr>
<td>Mixi</td>
<td>Social Network</td>
<td>Japan</td>
<td></td>
</tr>
<tr>
<td>DLive</td>
<td>Crypto</td>
<td>U.S.</td>
<td></td>
</tr>
<tr>
<td>MeWe</td>
<td>Alt-Tech</td>
<td>U.S.</td>
<td></td>
</tr>
<tr>
<td>exblog.jp</td>
<td>Creator</td>
<td>Japan</td>
<td></td>
</tr>
<tr>
<td>2chan.net</td>
<td>Chan</td>
<td>Japan</td>
<td></td>
</tr>
<tr>
<td>skyrock.com</td>
<td>Social Network</td>
<td>France</td>
<td></td>
</tr>
<tr>
<td>mydigidit.cn</td>
<td>Subculture</td>
<td>China</td>
<td></td>
</tr>
<tr>
<td>NewGrounds</td>
<td>Subculture</td>
<td>U.S.</td>
<td></td>
</tr>
<tr>
<td>nnmclub.to</td>
<td>Subculture</td>
<td>Netherlands</td>
<td></td>
</tr>
<tr>
<td>Hacker News</td>
<td>Subculture</td>
<td>U.S.</td>
<td></td>
</tr>
<tr>
<td>Fark</td>
<td>Subculture</td>
<td>U.S.</td>
<td></td>
</tr>
<tr>
<td>fuliba2020.net</td>
<td>Chan</td>
<td>China</td>
<td></td>
</tr>
<tr>
<td>computerbase.de</td>
<td>Subculture</td>
<td>Germany</td>
<td></td>
</tr>
<tr>
<td>instiz.net</td>
<td>Subculture</td>
<td>Korea</td>
<td></td>
</tr>
<tr>
<td>Gab</td>
<td>Alt-Tech</td>
<td>U.S.</td>
<td></td>
</tr>
<tr>
<td>skoob.com.br</td>
<td>Subculture</td>
<td>Brazil</td>
<td></td>
</tr>
<tr>
<td>Blind</td>
<td>Subculture</td>
<td>U.S.</td>
<td></td>
</tr>
</tbody>
</table>
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