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Abstract

This brief essay is a contribution to the 2017 edition of the FQXi Essay Contest on the
theme “Wandering Towards a Goal – How can mindless mathematical laws give rise to aims and
intention?”. We explore the relationship between complexity and Physics through the prism of
causality.

Introduction

Complex systems are the systems which “exhibit a distinctive property called emergence, roughly
described by the common phrase ‘the action of the whole is more than the sum of the parts’ ” [1].
Understanding such systems in terms of mathematical models is challenging, principally because
aims and intentions appear as governing trends for some of them (as biological or computational
ones). The transition from applied mathematics to systems which exhibit abilities as self-
organisation or adaptation, is underpinned by the physical laws. In particular, this transition
seems to be a shift of paradigm: causality hands over its relevance to teleology. We define
causality as the fact that the cause (process) precedes the consequence (state). This definition
corresponds to the introduction of an order, an arrow.

In this brief essay, we aim to understand how this shift of paradigm occurs and explore its
potential implications for Physics. First we discuss the foundations of Physics. We highlight the
fact that the difficulty to explain such a shift is deeply rooted in Physics. Then, we discuss a new
paradigm, which one could call principle of purposiveness, as well as the conditions associated
for it to be applied to complex systems. We conclude by sketching a path to handle the pitfalls
revealed by the causal approach.

Physics and complexity

Here we tackle the foundations of Physics and the current loopholes, in order to try to make
the link between Mathematics and the emergence of complex systems.

A problem of definition

Modern Physics stands on two legs: a couple of concepts and principles and Mathematics.
Considering Mathematics, we adopt a naive anti-Platonic1 point of view and an approach based
on logicism2. This conception of Mathematics reduces the number of constraints on this field
to two:

• Mathematics is required to be self-consistent ;

1Homo sapiens invents Mathematics, he does not discover it
2Mathematics is regarded as an extension of Logic, and could then be, in principle, reducible to it
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• the extension of Mathematics is limited to the capacities of the human brain, in terms of
imagination, abstraction and timescale3.

Concerning the principles, the situation is much more difficult. First of all, some of them seem
to be more fundamental than others, in particular causality. Then, these principles and their
connections rely on concepts, and the definitions of these concepts are problematic. Let us take
an example: mathematically speaking, the principle of least action is the minimisation of the
action, i.e. the integral over time of the Lagrangian of a system. It constitutes a particular case
of the variational principle, which relies on pure mathematics. But, the mathematics behind
does not explain why a given quantity of interest should either be a minimum or maximum,
neither does it define what this quantity may be. Principles in Physics are idols with feet of clay :
they seem solid thanks to the internal consistency of the mathematics they use. But, the lack of
unambiguous definitions and the consecutive lack of mathematisation of the most fundamental
concepts, such as time, space and energy, are an open door to loopholes. For example, does the
concept we call space-time have the same meaning in different physical theories? The different
mathematical structures used in general relativity and quantum mechanics to describe space-
time lead to a drastic incompatibility between these two theories. The origin of this mayhem
is not obvious. Is it because we have the good concepts and principles, but not the adequate
mathematics to describe them? Or are we missing better principles which could be correctly
represented with our current mathematics? Maybe we are lacking in both to access a more
acceptable description of the Universe and its evolution.

Propagating the crack

The multiplicity of basic principles raises the questions of their relationship and of the existence
of a hierarchy. For example, some arrows exist in Physics [2], all induced by different areas of
Physics, built on different principles:

• a thermodynamic arrow (i.e. the second principle of the thermodynamics) ;

• a quantum arrow (which manifests when the wave function collapse occurs) ;

• a cosmological arrow (the Universe is expanding).

How do we decide or demonstrate which arrow(s) is/are more fundamental? Does one of them
generate the others? How are these arrows linked to the arrow of Time? Also, considering
the fact that the principle of causality is regarded as one of the most fundamental principle in
Physics, what is the relation between causality and Time? What are the links with the material
implication defined in Logic or the non-commutativity of the mathematical operators used?

Besides this problem of primacy, the result is a hierarchical structure of Physics, with each
layer having its own set of laws, based of different principles or different definitions of the
fundamental concepts. The frontiers between the different layers is an emergence: the properties
of a given layer cannot be explained in the terms of the properties of the previous layer. For
example, we are still failing to describe a nucleus in term of the properties of its nucleons4 and, a
fortiori, from the quarks they are made of. Nevertheless, we can impose a rule at the junction of
two layers: the principles governing a layer put constraints on the principles governing the next
one. This could appear as an attempt to conserve a reductionist approach of Physics, but it is
not. It is the only way to guarantee the consistency of the whole structure. The aim is to achieve
the unity of Physics by smoothing the discrepancies, real or apparent, not to introduce more of
them. Two mathematical tools help with that: phase transitions and symmetry breakings. The
fact that entropy – concept from the macroscopic scale where most of the physical processes
are irreversible – and information – from the microscopic scale where the dynamics is reversible
– can be seen as two different aspects of the same concept is the consequence of symmetry
breaking [3].

3It may be worth noticing that these limitations could be extremely stretched by artificial intelligences
4Despite the efforts done with ab initio methods, the core of the problem is the lack of formal and/or numerical

solutions for the quantum many-body problem.
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Yet a powerful method?

Despite the fact that physicists struggle to handle the emergences associated to their field of
expertise, some covet to enlarge the field of Physics and embrace all sciences. There are some
arguments to do so. One of the arguments could be seen as a scale factor effect. The difficulty
to determine clear borders between the different sciences is the consequence of the lack of robust
definitions5. That is exactly what we have previously highlighted within Physics.

An easy way to bring out the emergences corresponding to these unclear borders is to spot
the ambiguities in the naming of the different fields. We provide some simplistic examples:

• between traditional Physics and Chemistry: atomic and molecular physics, chemical physics
and physical chemistry ;

• between Chemistry and Biology (corresponding to the emergence of Life): biochemistry
and molecular biology ;

• between Biology and Psychology (corresponding to the emergence of Consciousness) :
neurobiology, cognitive sciences and psychometrics ;

• between Psychology and Sociology (corresponding to the emergence of Society): social
psychology, crowd psychology and social identity approach.

In fact, there is a correlation between the ‘diffuseness’ of the borders and the necessity of
what the poet Paul Valéry called the nettoyage de la situation verbale6. This cleaning requires
clear criteria to define the emergences, which implies a clear definition of what a complex system
is. But there is currently no rigorous definition of complexity [1]. Therefore, the problem of
emergences inside and outside Physics have the same origin. And that one of the great powers
of Physics is to be able to exhibit a unique solution for different problems following a similar
pattern.

Another argument in favour of ‘extending’ the realm of Physics is a direct consequence of the
bottom-up approach we have used so far, and the principle we imposed earlier (‘the principles
of a layer constraining the principles of the following one’). Naively stated, it means that
Physics encompasses Chemistry, which encompasses Biology etc. It then promotes Physics to
the rank of the most fundamental of the sciences. It actually highlights that the failures we
have encountered so far may lie in the bottom-up approach we use, in direct line with causality.
What about using a top-down approach?

Remembering to go forward

The incompatibilities between the different structural theories of Physics and the origin of emer-
gences which serve as borders between sciences have the same causes: the ambiguous definitions
of the fundamental concepts and the lack of connections among the principles. Basically, it
means that loopholes in the initial elements spread and grow with a bottom-up approach. In
this section, we examine if and how a top-down approach may resolve the situation.

A principle of purposiveness?

A change of perspective is reflected by a change of vocabulary. Instead of speaking in terms of
cause (process) and consequence (state), we introduce the concepts of aim (state) and strategy

(process). It implies a paradigm shift:

• from causality : the cause (process) precedes the consequence (state) ;

• to purposiveness : the aim (state) pre-exists the strategy (process).

5To define is to limit, Oscar Wilde in The Picture of Dorian Gray (1890)
6“the cleaning of the verbal situation”, Paul Valéry in Poésie et pensée abstraite, Œuvres, t. I : Poésies (1872)
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The purposive — or teleological — approach seems to be fruitful when applied to evolutionary
Biology, Psychology and Sociology. It consists of replacing the driving question ‘why?’ by the
question ‘what for?’. This change makes some logical connections easier: a tiger has claws to
hunt, he hunts to eat, he eats to have energy and uses that energy to live. But this approach
raises two major questions at each end of the logical stream:

• downstream, it reaches some metaphysical questions : what is Life for? ;

• upstream, it raises the issue of how it started: what about cell division?.

The first question is currently still more for philosophers than for scientists due to the lack of
clear scientific definition of what Life is. The second question (cell division) is better tackled by
asking the questions why? and how?. In Biology, the shift from an aim-centred point of view to
a process-centred point of view was initiated by D’Arcy Thompson and his pioneering work in
mathematical biology [4]. He tried to explain the structures observable in living things in terms
of stress-driven processes, i.e. biological growth coupled with physical forces.

Delimiting the perimeter of the teleological approach helps to avoid fishing in troubled and
unscientific waters (e.g. turning to intelligent design). Purposiveness can consequently be seen
as a phenomenological principle, a tool to handle the most complex fields of Science. Once
applied to more basic sciences such as Physics, it is an open door to slippery slopes.

On one hand, if causality is a more fundamental principle, purposiveness should be deductible
from it. But purposiveness directly clashes with causality: the aim pre-exists the strategy to
reach it. In causal terms, it means that the consequence pre-dates the cause and it would only
lead to inconsistent statements (such as the ones based on retrocausality or a cyclic conception
of Time). One could argue that causality may be neither required nor valid, for example, at the
quantum scale. Therefore it also could only be a phenomenological principle, being a transitional
step between a more fundamental principle and purposiveness. We discuss this argument in the
last section of this essay.

On the other hand, purposiveness leads to the same grey area similar to the ones encountered
in Biology. An example is the strong form of the anthropic principle which states that the
existence of observers in the Universe is inherent to it, not just contingent. Another example
is the potential misinterpretation of the principle of least action we mentioned earlier: does a
particle have to know the final state it will reach in order to minimise the action on the way to
it?

As a consequence, the clear relationship between causality and purposiveness needs to be
established. We are now in a situation where we have to explicitly explain what the fundamental
difference is between physical and biological systems.

Information and memory

Complexity specialists distinguish two types of complex systems: the complex physical systems
(CPS) and the complex adaptive systems (CAS) [1]. For now, we assume a rough equivalence
between biological systems and CAS. With the vocabulary we have used so far, it means that
purposiveness can be applied to CAS but not to CPS. To target a goal, or to determine a
strategy to reach an aim, it implies having some information about this objective prior to

triggering any process. It leads us to the following statement: the fundamental difference
between CPS/physical systems and CAS/biological systems is that CAS have access to some
form of information storage (memory or at least, some hysteresis). Here we define information
as the knowledge about the state of a system, which requires a minimum level of complexity.
Exchanging information involves:

1. a system to be characterised by at least two different accessible states ;

2. three entities: an emitter, a vector and a receptor (potentially of the same nature than the
emitter) which must all have the property mentioned above.

For example, an electron within an excited atom allows us to deduce the information of the level
it occupies. If this electron (emitter) emits an photon (vector), which then interacts with a atom
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in a detector (receptor), the information is embedded in the energy carried by the photon. But
in that case, there is no memory involved. The electron does not remember in which state it was
before emitting a photon: giving information is losing it. So, the difference between CPS and
CAS is the level of complexity. The transition occurs somewhere between the molecular scale
and the cellular scale (DNA, micro-capacitors and neurons are examples of memory devices).
Physical systems are too simple and biological ones need two extra features:

3. an information storage system (some memory and a process to compare its state) ;

4. a way to make decisions in function of the current state of the memory: at the most lower
level, it can be as simple as a probabilistic process (quantum mechanics).

Purposiveness can then be interpreted in terms of a basic algorithm, made up of a loop of
causes and effects, using for example a trial and error method. The third feature could appear
as unnecessary. But in order to survive, a system needs to be able to learn (i.e to remember and
compare), then it can potentially adapt and evolve (i.e. developing new strategies). Without
this learning, the probability to reproduce the same errors, potentially lethal to the system,
would not decrease with the number of trials, and the chance of survival will tend to zero.

We have established that purposiveness relies on the concept of memory, which allows some
feedback and iterations of a causal loop. This memory demands a certain level of complexity
(from the scale of cells or micro-electronic) and then enables the appearance of even more
complex structures (human brain and computer) and higher level concepts (consciousness, free
will and artificial intelligence). Nevertheless, one of the fundamental brick here is still causality.

A sketch of a programme for conclusion

Despite our attempt to get rid of it, causality appears to be a Gordian Knote. As causality
is embedded in Einstein’s relativity but potentially irrelevant in quantum mechanics, we have
to reconsider the foundations of Physics. We do not discuss the links between causality and
concepts as locality and entanglement : it would be outside both the scope of this essay and
the scope of our knowledge and skills. For the same reasons, we do not deal with insights from
theories of quantum gravity (as causal sets for example). Nevertheless, it is still permitted to
propose an approach to overtake the problem.

A naive approach could be to regard both current frame theories (general relativity and
quantum mechanics) as borderline cases of a base theory, along with the introduction of some
scale effect or some symmetry breaking. Causality would then be only a phenomenological
principle, the projection (relative by nature) of an invariant to be determined. This invariant
could have different projections, so it would appear accordingly under the form of different
phenomenological principles. As the derived theories – the only ones we have so far – rely on
different mathematical fields, we may also have to reconsider the foundations of Mathematics,
at least in order to establish some correspondence or morphism between them. Searching for
such connections is the purpose of the Category theory, which is already applied to Physics [5].
This kind of metamathematics could lead to a reformulation of Logic too.

It could appear that we are advocating for mathematical Physics to take over theoretical
Physics, but this is not the case, there could be alternatives. Concepts borrowed from Comput-
ing Sciences could allow a better representation, in particular the ones helping with a high level
of abstraction: object-oriented programming (with the concepts of class, template and polymor-

phism) and metaprogramming. Reality could then be seen as a particular case (instance) of the
possible7. The only constraint for these future models or theories is to be scientific: it means
delivering refutable predictions from their most fundamental concepts, following a mathemati-
cally robust logic chain. It is a tremendously ambitious and complex objective, but a necessary
and exciting one.

7from the words of the the Swiss clinical psychologist Jean Piaget
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