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Abstract—Indoor location-based mobile applications have been

gaining momentum in reshaping the daily activities of Internet

users. A large number of indoor localization techniques achieve

the localization goal by analyzing the received signal strength in-

dication (RSSI) of pervasive WiFi signals. Compared with RSSI,

the channel state information (CSI) provides more comprehensive

time and space information with more complex hardware and

software cost. In this paper, we proposed two CSI-based indoor

localization algorithms: 1) a localization algorithm based on the

weighted linear discriminant analysis; 2) a localization algorithm

based on two-dimensional principal component analysis. The ex-

perimental results show that the proposed algorithms outperform

the basic Bayesian algorithm based on the principal component

analysis on improving the localization accuracy and reducing the

computational complexity.

Index Terms—Indoor Localization; Channel State Informa-

tion; Principal Component Analysis; Bayesian Inference

I. Iඇඍඋඈൽඎർඍංඈඇ

Traditional indoor positioning techniques are commonly

device-dependent and may be impacted easily by the complex

wireless environments based on analyzing the received signal

strength indication (RSSI) of pervasive WiFi signals. The RSSI

captures the aggregate effect of multipath transmissions and

can not extract the information of each single path [1]. In

recent years, the rich information of the underlying physical

layer has been examined for indoor positioning, such as

the channel state information (CSI). The open source CSI

measurement tool running on off-the-shelve commercial WiFi

devices [2] has stimulated increasing research efforts on many

CSI-based localization algorithms. Nevertheless, the quality of

the CSI data requires careful examinations [3]. In this paper,

we propose two algorithms: 1) a localization algorithm based

on the weighted linear discriminant analysis; 2) a localization

algorithm based on a two-direction two-dimensional principal

component analysis.

II. Aඅඈඋංඍඁආඌ

The positioning algorithm mainly consists of two phases

(offline phase and online phase). In terms of functions,

it includes three parts: data collection, feature extraction

and localization. Suppose the training sample set is X =
[x1, . . . , xN ]T , xi = [xi1, . . . , xiM ], where N is the total

number of training samples in the training set and M is the

number of features in each sample.

A. Weighted PCA-based Localization

Data Pre-Processing. The data of different carriers have

the distribution correlation, and the subcarrier distribution data

center is offset, the distribution trends are relatively similar,

and the data is delineated to highlight the difference between

the data.

Data Weighting. The weighted principal component analysis

(WPCA) [4] weight data samples to reflect the decisive role

played by the sample in the population, so the choice of

the weighting functions is important for the algorithm perfor-

mance, and the weight should reflect the overall distribution

trend of the data. We study two weighting functions including

summative weighting and multiplicative weighting.

Weighted Principal Component Analysis. The basic idea

of the WPCA algorithm is based on the role of the sample

data in the identification process to weight the sample com-

ponents and the sample itself, which strengthen the stability

of the samples and the conventional samples and weaken

the unconventional samples (outliers et al.). This method can

obtain effective feature information to improve the accuracy

of location identification.

Bayes Localization. The basic idea of the Bayes algorithm

is as follows: calculate the probability that the sample data to

be located belongs to all categories, and then select the known

category with the highest probability as the category of data

to be located.

B. Weighted LDA-based Localization

The basic idea of the Linear Discriminant Analysis (LDA)

algorithm based on the Fisher discriminant criterion is to select

the vector that maximizes the Fisher criterion function as the

best projection direction, and the projected data can reach

the maximum between-class dispersion and the minimum

within-class dispersion. Both PCA and LDA are the subspace

methods. The basic idea of PCA is how to express the original

data with the least error eigenvector, keeping the original

data as much as possible. The basic idea of LDA lies in

how to optimize the existing data from the existing Data

extracted from the difference between classes, LDA has a

better recognition rate theoretically. The LDA algorithm is

used to reduce the dimensionality of the original data and use

the data as the input of the Bayesian algorithm. The WLDA-

Bayesian algorithm based on the weighted linear discriminant

is implemented by combining the weighting algorithms.
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Fig. 2: Accuracy improvement with the increasing number of

features for WLDA
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Fig. 3: Accuracy comparison: (2D)2PCA vs. WPCA

C. Two-dimensional PCA-based Localization

The two-dimensional principal component analysis

(2DPCA) [5] calculates the covariance matrix directly

from a two-dimensional matrix based on a two-dimensional

matrix and obtains the optimal projection vector for feature

extraction. Let X ∈ Rn×d be orthogonal unit column vector

matrix, A is a “location image” of m× n. In order to further

reduce the dimension of feature image information extracted

by 2DPCA, we proposed a localization algorithm based on a

two-direction two-dimensional principal component analysis

((2D)2PCA) to calculate the image in the row and column

direction respectively, then we can use optimal matrix X
and projection image A reflecting line information to obtain

the m × d matrix Y = AX , and the image A is projected

using the optimal matrix Z reflecting the column information

to generate a q × n matrix B = ZTA, after obtaining the

mapping matrix X,Z.
A single CSI data sample is susceptible to sample data fluc-

tuations. The similarity of multiple samples and the stability

of distribution can reflect the location characteristics better.

Therefore, we use multiple pieces of sample data to construct

two-dimensional positional image features, “location images”.

Suppose the number of selected samples is m, then the size of

“location image” ism×n, where n is the number of features in

each CSI’s record. “Location images” have both column and

row dependencies. (2D)2PCA can remove row and column

dependencies on the basis of preserving original information.

So (2D)2PCA can be used to reduce the dimension of

the “location images” and the location can be achieved by

integrating the Bayes algorithm and the KNN algorithm.

III. Eඏൺඅඎൺඍංඈඇ

We compare the two proposed algorithms with the tradi-

tional PCA-based localization algorithm. Fig. 1 shows that

data weighting can effectively improve the location accuracy.

Fig. 2 shows the accuracy improvement with the increasing

number of features for the WLDA algorithm. Fig. 3 shows the

accuracy comparison between the (2D)2PCA algorithm and

the WPCA algorithm.

0.9 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99

Proportion of Features

0.74

0.76

0.78

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

A
c
c
u
ra

c
y

NaiveBayes

Average-Remoted NaiveBayes

Weighting by Sum NaiveBayes

Multiplicative NaiveBayes

Fig. 1: Accuracy comparison: WPCA vs. PCA

IV. Cඈඇർඅඎඌංඈඇ

In this paper, we proposed the WLDA algorithm and the

(2D)2PCA algorithm to combat against the fluctuation of

indoor signals. The experimental results show that the location

accuracy of the basic WPCA is up to 93.5%, the location

accuracy of WLDA is up to 95%, the location accuracy

of (2D)2PCA is up to 99.6%. The (2D)2PCA algorithm

achieve the highest location accuracy than the WPCA algo-

rithm.
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