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A Linear System with Noisy Output

I Several operations in science and engineering need to get back

I a desired signal x ∈ RN×1

x =


x1
x2
...
xN︸︷︷︸
1


N (1)

I from a set of observed data or measured data b ∈ RM×1

b =


b1
b2
...
bM︸︷︷︸
1


M (2)
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A Linear System with Noisy Output (cont.)

I based on a modeling matrix or measurement matrix
A ∈ RM×N ,

A =


a1,1 a1,2 · · · a1,N
a2,1 a2,2 · · · a2,N
...

...
...

...
aM,1 aM,2 · · · aM,N︸ ︷︷ ︸

N


M (3)

which either
I depends on the model or
I can be chosen beforehand,

where
I M ∈ N1×1 and
I N ∈ N1×1

are the lengths of
I real-valued output data b and
I real-valued input data x,
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A Linear System with Noisy Output (cont.)

respectively.

Ax + b

δb

Figure 1: A linear system with noisy output.

I In Fig. 1, the linear system can be written as

Ax+ δb = b, (4)

or, if the perturbation δb is negligible, approximately as

Ax ≈ b. (5)
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Weighted Least Squares

I A weighted least squares (WLS) optimization problem can be
formulated as

x̂WLS = argmin
x

N∑
n=1

wnx
2
n s.t. Ax = b. (6)

I The Lagrangian function of (6) can be written as

f(x,λ) =

N∑
n=1

wnx
2
n + λT(Ax− b), (7)

where
I λ ∈ RN×1 is the Lagrange multiplier vector, which is also

unknown.
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Weighted Least Squares (cont.)

I The closed-form solution of (6) by using the Lagrange
multiplier method is given by

x̂WLS =D−1(w)AT
(
AD−1(w)AT

)−1
b, (8)

where
I w ∈ RN×1 is the weighting vector, denoted by

w =


w1

w2

...
wN︸︷︷︸
1


N, (9)

and
I (·)−1 is the inverse of a square matrix ·.
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Iteratively Reweighted Least Squares

I An iterative computation was introduced earlier as follows.

Algorithm 1 Iteratively Reweighted Least Squares (IRLS) [1, 2]

Input: A ∈ RM×N , b ∈ RM×1, p ∈ (0, 1], K ∈ Z1×1
+

Output: x̂p ∈ RN×1

x̂[0]← 1
ŵ[0]← 1
ε̂r[0]← 1
i← 0
while ε̂r[i] 6= 0 do
i← i+ 1
ε̂r[i]← min

(
ε̂r[i− 1], 1

NLK+1(x̂[i− 1])
)

x̂[i]←D (ŵ[i− 1])AT
(
AD (ŵ[i− 1])AT

)−1
b

ŵ[i]← (x̂2[i] + ε̂2r [i]1)
1− 1

2
p

end while
return x̂[i]
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IRLS with Diagonal Regularization

I Next we let the weight wn be |x̂n[i]|p−2, i.e.

wn[i] = |x̂n[i]|p−2, (10)

where
I i is the index of iteration, p is the exponent of an `p norm and
I x̂n[i] is the n-th element of x̂[i] ∈ RN×1, i.e.

x̂[i] =
[
x̂1[i] x̂2[i] · · · x̂N [i]

]T
. (11)

I An alternative optimization for the i-th iteration can be
written in the form of

x̂[i] = argmin
u

N∑
n=1

|x̂n[i− 1]|p−2u2n s.t. Au = b. (12)
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IRLS with Diagonal Regularization (cont.)

I Following from the same way as (8), one would arrive at

x̂[i] =D∓(|x̂[i− 1]|p−2)AT
(
AD∓(|x̂[i− 1]|p−2)AT

)−1
b,

(13)

where
I the definite reciprocal operator (·)∓ is defined as

z∓ =

{
1
z , z 6= 0,

0, z = 0,
(14)

I for z ∈ C1×1.
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IRLS with Diagonal Regularization (cont.)

I We propose an algorithm based on (13) as follows.

Algorithm 2 IRLS with diagonal regularization
Input: A ∈ RM×N , b ∈ RM×1, p ∈ (0, 1], Nmax ∈ Z1×1

+ , εmin ∈
R1×1
+

Output: x̂p ∈ RN×1

x̂[0]← 1
i← 0
εx̂ ← εmin + 1
while εx̂ > εmin ∧ i ≤ Nmax do
i← i+ 1
x̂[i]← D∓(|x|p−2)AT

(
AD∓(|x|p−2)AT

)−1
b
∣∣∣
x=x̂[i−1]

εx̂ ← ‖x̂[i]−x̂[i−1]‖2
‖x̂[i−1]‖2

end while
return x̂[i]
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IRLS with Diagonal Regularization (cont.)

I Since x̂n[i] has a high probability to be nonzero during the
iteration, the definite inverse for the matrix D(|x|p−2) can be
replaced by

D∓(|x|p−2) =D−1(|x|p−2)
=D(|x|2−p).

(15)

I Since the matrix AD∓(|x̂[i− 1]|p−2)AT can be
ill-conditioned, we approximate it by

AD∓(|x̂[i− 1]|p−2)AT

≈ lim
ε→0

(
AD−1(|x̂[i− 1]|p−2)AT + εI

)−1
,

(16)

where
I ε ∈ R1×1

+ is a small positive constant close to zero.
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Numerical Examples
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Figure 2: RMSRE as a function of p for K = 32, M = 128, and N = 256
from NR = 100,000 independent runs.
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Numerical Examples (cont.)
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Figure 3: Elapsed time of computation as a function of p for K = 32,
M = 128, and N = 256 from NR = 100,000 independent runs.
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Numerical Examples (cont.)
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IRL1 [6] (solved by CVXPY [7])

Figure 4: RMSRE as a function of SNR for K = 32, M = 128, N = 256,
p = 0.9, and εmin = ε = 10−6 from NA = Nx0

= 32, Nsupp(x0) = 32,
Nδb = 100, and NR = NANsupp(x0)Nδb = 102,400 independent runs.
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Numerical Examples (cont.)
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Figure 5: RMSRE as a function of sparsity ratio for M = 128, N = 256,
p = 0.9, SNR ≈ 30[dB], and εmin = ε = 10−6 from NA = Nx0 =

⌈
103

K

⌉
,

Nsupp(x0) = K, Nδb = 100, and NR = NANsupp(x0)Nδb independent
runs.
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Conclusion

I We derive a closed-form solution of the IRLS optimization.
I We resolve an ill condition of a required matrix inverse by

adding the diagonal regularization.
I Numerical results illustrate that

I the error given by the new proposed IRLS method is obviously
lower than that by the conventional IRLS algorithm.
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Thank you for your attention
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