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I. Explores the implications for performance management 
and capacity planning from handling guest machines as 
ȰÂÌÁÃË ÂÏØÅÓȱ executing in a virtualized infrastructure

II. When and How to start looking at guest machine 
performance measurements from inside the ȰÂÌÁÃË ÂÏØȱ 
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·Background : the challenges virtualization brings to the traditional 
view of capacity planning

·Virtualization Host software architecture
·Sources of virtualization overheads

·Performance stretch factors
·Right-sizing guests
·Over-committed VM Hosts
·Under-provisioned Guests

·Guest machine measurement anomalies due to virtualized timer and 
clock interrupts
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·Software virtualization is an approach to partitioning hardware to 
allow multiple guest machines to execute on a single hardware 
platform
·Simulate the full computing environment in a manner that is 100% 

transparent to the guest OS
·black box approach 

·Fundamental requirement that any program that executes correctly in a 
native environment not fail when it is a running on a virtual machine & 
continues to produce the same output/results
·extends to the OS, device drivers, and applications
·includes emulation of hardware function like interrupts, synchronization 

primitives and clocks
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·7ÈÁÔ ÃÏÕÌÄ ÇÏ ×ÒÏÎÇȣ
·e.g., in a device driver running on a multiprocessor, which activates 

synchronization logic
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CPU 1

Thread 1 is executing in the same 
critical section and is holding 
the lock



·7ÈÁÔ ÃÏÕÌÄ ÇÏ ×ÒÏÎÇȣ
· in a device driver that is expecting that it is running on a multiprocessor

·and the hypervisor preempts the execution of vCPU1
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·What is the impact of the guest machine being a black boxȣȩ

·Strict virtualization requires virtualization Host software mimic the 
hardware environment preciselyin every detail
·No guest machine software behavior that is different than native execution of 

the same software

·e.g., hardware interrupts must look exactly like real interrupts

·Virtualization shall require no changes in the guest machine software

·"ÕÔ ÐÅÒÆÏÒÍÁÎÃÅ ÓÕÆÆÅÒÓȣ
7



8

·Interrupt processing
1. hardware interrupt

2. native device driver

3. virtual device routing & 
translation

4. transfer to guest machine

5. virtual hardware interrupt 
processing

6. synthetic device driver

7. application scheduling
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·Performance Impact
1. 2x device driver path 

length

2. 2x memory transfers

3. virtual device routing & 
translation overheads



·The black box approach suffers from performance problems

·paravirtualization is the approach actually used in both VMware ESX 
and Microsoft Hyper-V

·guest machine OS needs modification for the sake of performance

·network and disk device drivers that are virtualization-aware (VMware Tools )

·specific guest OS modifications to Windows for Hyper-V (enlightenments )

·Note that a guest machine can tell when it is running under virtualization 
using the CPUID instruction
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·By design, paravirtualization also treats the guest machine as a 
black box
·With the exception of a few, targeted Hyper-6 Ȱenlightenments ȱ there 

is no ability to feed-forward guest machine state measurements into the 
physical resource scheduling algorithms

·e.g., the Hypervisor can tell when the guest machine OS allocates a 
new page of virtual memory
·But it cannot tell when that guest machine virtual memory page is used or later 

freed and becomes available

·due to the overhead associated with maintainingshadow page tables
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·Virtualization is the software that partitions data center 
machines, allowing them to host multiple guests

·Guest machines share VM Host machine resources
· CPUs

·Memory

· Disk

· Network

·which makes contention possible, if those resources are over-committed
12

Storage Area Network Networking infrastructure



·Windows Server machines are often run under virtualization
·Usually VMware  or Hyper -V

·On premises or in the Cloud

·Windows Server machines are usually dedicated to running a 
single application
·Web server, SQL Server, Exchange Server, etc.

·Most of these guest machines require far fewer hardware 
resources than typical  data center machines possess
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·Initial VM Host machine sizing appears relatively easy
·Stack 5-dimensional shapes efficiently into a 5-dimensional container 

·being careful not to ever exceed the capacity of the container
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·Note: the capacity of the container is static , but usage behavior 
of the guest machines is dynamic

·Post-virtualization, it becomes much more difficult to assess 
how much physical resources guest machines actually require
·e.g., Physical memory requirements are especially difficult to assess*
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·*Guest machine physical memory requirements are especially 
difficult to assess
·Memory management is very dynamic
·virtual memory management tends to allocate all the RAM that is available

·ÒÅÃÌÁÉÍÓ ȰÏÌÄÅÒȱ ÍÅÍÏÒÙ ÁÒÅÁÓ ÏÎ ÄÅÍÁÎÄ ×ÈÅÎ ÔÈÅÒÅ ÉÓ ÃÏÎÔÅÎÔÉÏÎ

·applications like SQL Server that rely on memory-resident caching 
immediately allocate all the RAM that is available on the guest machine

·well-behaved Windows server apps respond to Lo/Hi memory  
notifications issued by the OS
·SQL Server

·.NET Framework applications (including ASP.NET Web Server apps)

·Justifies over-committing physical memory on the VM Host
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·Managing a large, virtualized computing infrastructure mainly involves 
load -balancing of the hardware and rapid provisioning of new guest 
machines that execute in an application cluster when they begin to 
encounter constraints.

·This mode of operation is reactive , rather than proactive , which flies in 
the face of 40 years of effective data center capacity planning. 
·Note: the mega-datacenters that are devoted to servicing a small number of 

huge, monolithic application suites do not face this problem
·e.g., Google, Facebook, AWS, Microsoft Azure

·But the traditional corporate IT datacenters, trying to support a 
heterogeneous mix of applications, do!
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·Virtualized infrastructure in the corporate IT datacenter introduces 
resource sharing, amid complex, heterogeneous configurations

VM Host machines                  Application Guest machines

·Unfortunately, no single view of the infrastructure is adequate or complete
·Shared storage layer

·Shared networking infrastructure

·VM Host clusters

·Guest machines (often clustered)

·N-tier layered applications
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·No single view of the infrastructure is adequate or complete:

·Consequences:
·Absence of accurate measurement data limits the effectiveness of automatic feedback 

and control mechanisms

·Hypervisor provides familiar Load Balancing, priority scheduling and QoS
reservations options 19
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·Virtualized infrastructure presents significant challenges to 
traditional data center capacity planning practices 

·Virtualization has only a minor impact on guest machine performance so 
long as the resources of a massively over-provisioned VM Host machine are 
not over-committed

·But, when over-commitment occurs, the performance impact can be severe
·as a consequence of the black box approach

·Plus, untangling the root cause of the performance problems is difficult
·due to the complexity of the environment and the limited vision of the tools
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·Virtualized infrastructure presents significant challenges to 
traditional data center capacity planning practices

·The potential for resource contention is minimized when the VM Host 
ÍÁÃÈÉÎÅȭÓ ÒÅÓÏÕÒÃÅÓ ÁÒÅ underutilized , but that sacrifices efficiency

·Goal: run hardware systems that are balanced and guest machines that are 
right -sized
·Note that dynamic load balancing (e.g., vMotion ) is potentially disruptive
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·Balance more efficient use of the 
hardware against the performance 
risks of over-commitment

·Initial configuration is a folding
problem across each resource usage 
dimension: Is two CPUs enough, are 
four too many?

·Determining when over-
commitment occurs is difficult
· the folding problem is additive 

across the entire time-range that 
machines are active

·and workloads change over time
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·Configuration flexibility: 
·Is three CPUs enough?

·RAM partition sizes that are not 
available in the hardware

·Physical Disks organized into 
SANs are pooled resources, 
managed by a separate 
hardware/software virtualization 
layer
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