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The revolution in digital technology has upended our society in many ways. Chief among these is that it has forced Americans to scramble to preserve the foundational balance of power between government and the people. For over two decades, The Constitution Project has sought to safeguard constitutional rights and principles when threatened by our government’s national security and domestic policing practices. And our mission proves particularly salient—and challenging—in the digital age.

*Facing the Future of Surveillance* is our latest effort to formulate solutions to some of the most difficult constitutional questions of the day, through reports, amicus briefing, and advocacy. In 2017, we joined forces with the Project On Government Oversight (POGO) to amplify its role as the people’s watchdog. Together, we have opened a new chapter in defending our democracy, including investigations and advocacy to protect individual rights in the face of excessive government surveillance.

Today, hundreds of millions of Americans’ personal information is collected by private entities like cellular and internet service providers, as well as by public agencies like motor-vehicle departments. Anonymity in public is diminishing with the pervasive use of surveillance cameras. Local, state, and federal governments are amassing databases containing our fingerprints, DNA, retinal images, and photos of our faces on an unprecedented scale. New facial recognition technology could allow the government to use these databases to effortlessly determine the identity of everyone at a gathering or even throughout a city.

On the one hand, facial recognition can serve as a vital law enforcement tool to fight terrorism and crime. But the promise of this technology must be balanced with the imperative to protect constitutional rights and values, including privacy and anonymity, free speech and association, equal protection, and government accountability and transparency. And the government must be aware of the technical limits of even the most promising new technologies, and the risks of relying on computer systems that can be prone to error.

The law, however, has been slow to keep pace with the digital revolution and the perils it presents to fundamental rights and freedoms.
As facial recognition surveillance technology begins to make its way into the hands of police departments, we must now grapple with the prospect that the government could end anonymity with the push of a button. In China, the technology is already reshaping society into a high-tech version of George Orwell’s Oceania, where millions of people are regularly cataloged for common activities. The United States, meanwhile, is at a tipping point: facial recognition is creeping into more and more law enforcement agencies with little notice or oversight, and there are practically no laws regulating this invasive surveillance technology. Meanwhile, ongoing technical limitations to the accuracy of facial recognition create serious problems like misidentification and public safety risks.

Recognizing the promise and risks presented by facial recognition, The Constitution Project at POGO convened a task force of experts and stakeholders from law enforcement, civil society, academia, and the tech sector to examine the use of this technology and identify policies that will protect constitutional rights and values while also keeping us safe. In this report, our task force addresses some of the most vexing and important questions concerning facial recognition and provides recommendations to lawmakers and law enforcement on how they can address those concerns. With release of this report, we aim to assist lawmakers and law enforcement across the country in their efforts to keep the public safe while safeguarding vital constitutional rights.

Sarah Turberville
Director, The Constitution Project at POGO
Roughly half of all adults in the United States have pre-identified photos in databases used for law enforcement facial recognition searches.
Imagine waking up one day to discover that the government required a license plate not just on cars, but also on you and every other person. A giant digital “Hello, My Name Is...” sticker floats above your head, identifying you to law enforcement everywhere you go. Not only that, these digital identifiers hovering over you have a bar code built in, allowing police to scan a photo and to catalog you in a crowd of tens of thousands of people, or instantly pull up a complete file about your life and activities.

Would you be worried to go outside with this name tag looming above you? Would you cautiously look out for and try to avoid cameras on the street? Would you try to veer away from a beat cop walking down the street in case they pull up your information and find an unpaid parking ticket? Would you hesitate to go to a psychiatrist, or a protest, or an Alcoholics Anonymous meeting knowing your identity would be broadcast to any video camera you pass by?

You don’t have to use your imagination to contemplate this world without anonymity. It’s already the type of reality we are creeping towards with facial recognition surveillance as it continues to be built into society without any rules or limits. Facial recognition technology has the power to eliminate anonymity and obscurity from American life. It could give the government greater surveillance powers than placing a police officer on every street corner.

While ever-watching facial recognition surveillance may seem like science fiction, the technology is very much part of today’s world. Half of all adults in the United States have pre-identified photos in databases accessible to law enforcement for facial-recognition searches, and a significant number of law enforcement entities possess the ability to use facial recognition for a range of surveillance and law-enforcement activities. However even as its power and prevalence grow, there are practically no laws limiting facial recognition surveillance. It’s time for that to change.
II. Power and Use of Facial Recognition

Defining Facial Recognition

Facial recognition is a method of using computer software to identify individuals based on the features of their face. These systems use facial “nodal points”—such as the location of eyes in relation to the face as a whole—from a pre-identified photo or set of photos to create a unique “face print” for an individual. This face print acts as a baseline for an individual’s identification, and is used as a cross-check for identification against other photos or video footage. Facial recognition systems convert existing photos and photo databases into databases of face prints, and can use the prints in those databases to identify a large number of individuals.

Examining facial recognition requires distinguishing it from face matching (also called face verification) and face clustering, which have less severe privacy risks in their application.

Face matching is a similar but distinct computer technique in which software compares two images and answers a yes-or-no question as to whether the two faces are the same. Facial recognition, however, is a generalized identification tool that can provide an identification from millions of options. So while the technology employed to achieve face matching may be similar to facial recognition, face matching poses far less risk of harm to privacy and civil liberties.

Face clustering involves scanning a set of faces and using a computer program to categorize the individuals who are scanned based on certain features such as gender, ethnicity, or age range. For instance, face clustering could be used to track how many men and women shop at a store. Face clustering raises serious issues in application, including accuracy and potential for misuse. However, because it does not involve individualized identifications, face clustering does not raise the same kinds of risks addressed in this report. Face matching and face clustering should be considered distinct from facial recognition as discussed in this report.
How Facial Recognition Is Used

There are numerous ways law enforcement uses facial recognition technology. These different uses pose widely varying risks to constitutional and legal rights and will require varying regulation. Law enforcement use of facial recognition can be grouped into four primary purposes:

1. **Arrest Identification**: When an individual is arrested and booked, police may use the mugshot photo taken during booking to later identify an individual who does not provide an identity, or to confirm an individual’s identity.

2. **Field Identification**: Facial recognition is used by police officers working in the field to identify an individual they are speaking with; this could include discussions with a witness or victim of a crime, but is likely to primarily focus on identifying individuals that an officer stops during a patrol.

3. **Investigative Identification**: While investigating a crime, police may obtain the image of an unidentified suspect from a photograph or video footage; this could involve crime scene footage, or police covertly photographing an unidentified suspect they are actively watching. Law enforcement could then use facial recognition to identify the individual and further the investigation.

4. **Real-time surveillance**: This involves scanning all faces during a video feed and running them against a watchlist that will identify certain individuals. The contents of such a list could vary immensely; it could be limited to highly dangerous individuals that present immediate threats to public safety, or could be as broad as all individuals with a prior arrest for a minor crime.

Development of Facial Recognition

Operational facial recognition technology only came into existence in the 1990s and did not see prominent law enforcement use until the 2001 Super Bowl. There have been significant leaps in breadth of use of the technology in the intervening years. Most notably, the FBI ran over 52,000 facial recognition searches in fiscal year 2018, an average of over 4,000 searches per month. Customs and Border Protection uses facial recognition for its biometric exit program to check the identity of individuals—including citizens and lawful permanent residents—as they are boarding flights to leave the country, and the agency has announced plans to expand the program more broadly throughout
airports as well as seaports and land ports of entry into the United States.\textsuperscript{7} Immigration and Customs Enforcement has discussed the purchase of facial recognition technology with vendors as well.\textsuperscript{8}

Facial recognition is also widely available to and used by state and local law enforcement. According to the Center on Privacy and Technology at Georgetown Law, “at least 52 state and local law enforcement agencies that we surveyed were now using, or have previously used or obtained, face recognition technology...several other responsive agencies have opened their systems to hundreds of other agencies.”\textsuperscript{9} (Emphasis in original) The 2016 Georgetown study estimates that at least one in four state or local police departments possesses the ability to run facial recognition searches either directly or via a partnering agency.\textsuperscript{10}

**Key Factors**

The power of facial recognition surveillance depends on three primary factors: 1) the capabilities of facial recognition software systems, 2) the size of databases of face prints that can be used to make identifications, and 3) the number and quality of cameras that can be used to obtain images of faces and scan them for identification. If each of these factors is at strength, the power of facial recognition surveillance can be immense. The most pervasive combination of these factors exists in China, which allows the government to quickly identify individuals over enormous geographic areas.\textsuperscript{11} A BBC reporter testing China’s facial recognition dragnet was located in a city of 4.3 million people in a mere 7 minutes.\textsuperscript{12} In the United States, the government has not deployed facial recognition surveillance at this level, but absent proper limits in law and policy, our nation may soon possess pervasive surveillance similar to the systems deployed in China.

**Software**

For years companies have boasted facial recognition systems that can scan for a match against a set of tens of millions of pre-identified face prints.\textsuperscript{13} The National Institute of Science and Technology (NIST) conducts annual testing of different facial recognition software systems, and the results confirm that the number of systems that can achieve a rapid level of identification and the speed of systems continue to grow.\textsuperscript{14}

Despite advances, effectiveness of facial recognition scans varies greatly based upon situational factors. Image quality and the features that affect it—such as camera resolution, distance, lighting, angle—can impact accuracy,
and the quality of algorithms that examine and identify faces can vary widely. Setting different “confidence thresholds” for a system to register a match can impact effectiveness as well. When facial recognition systems make an identification, they are technically providing a certain level of probability of a positive identification; law enforcement entities are sometimes given the false impression that facial recognition provides definitive matches rather than merely probable matches, a misconception that serves neither the police nor the public. Finally, facial recognition systems create serious misidentification issues, which we will discuss in more detail in the “Risks” section.

Advances are also occurring in using facial recognition for real-time surveillance. Real-time facial recognition requires significantly more computational power than facial recognition systems that target, scan, and identify a single face, and is thus much more difficult to develop and deploy than targeted systems. Despite these difficulties, a March 2017 NIST report found that real-time facial recognition can be built. We are beginning to see this in practice. Amazon currently markets a real-time facial recognition system called “Rekognition,” and the company boasts that in cities of operations such as Orlando its systems can continuously scan for “people of interest” using “cameras all over the city.”

According to a news analysis based on documents obtained from the Orlando police department:

Orlando PD uploads photos of “persons of interest” (officer volunteers) into the system; Rekognition analyzes their faces, maps their features, and indexes them. Then, faces from the city’s eight designated live video streams...are sent to Rekognition and compared against the Orlando-provided collection of faces. If the system detects a match between a pedestrian’s face and that of a “person of interest” in its index, it is supposed to instantly send a notification to police officers.

The same situational factors that limit facial recognition’s effectiveness also apply to real-time systems. In fact, real-time facial recognition is limited to a higher degree, because when scanning a large number of faces and using live footage it is more difficult to obtain ideal image conditions for scans.

**Photo Databases**

Roughly half of all adults in the United States have pre-identified photos in databases used for law enforcement facial recognition searches. The FBI maintains the largest network of photo databases that are accessed for facial recognition surveillance in the United States. Its Facial Analysis, Comparison, and Evaluation (FACE) Services Unit can search hundreds of millions of photos.
The FBI’s system is technically not a single, centralized database—it is built on agency-owned databases of mug shots, a broad range of civil service photos,24 and millions of photos in databases of driver’s licenses accessed through agreements with states.25 States that permit the FBI to use their driver’s license databases currently contain over 60 million licensed drivers.26 These agreements aren’t one way, either. Additionally, numerous state and local law enforcement entities have arrangements that let them use the FBI’s database of mugshots and other photos. Other law enforcement agencies have built localized facial recognition systems of their own, capable of identifying millions of individuals. For example, Pennsylvania law enforcement uses a localized database composed of over 34 million DMV photos, and Florida law enforcement uses a database composed of over 45 million state DMV and mugshot photos.27

**Camera Sources**

**Closed-Circuit Television (CCTV)**

Although the United States does not have vast network of government CCTV cameras like China28 or the United Kingdom,29 it deploys cameras on a significant scale, especially in urban areas. The largest cities in the United States such as New York, Chicago, and Los Angeles all maintain a network of police CCTV cameras spread across the cities.30 Chicago is particularly notable—its 30,000-camera network is massive.31 Many smaller cities such as St. Louis32 and New Orleans33 have begun to develop networks of hundreds of CCTV cameras as well.

**Police Body Cameras**

One of the biggest and ever-growing risks of mass government camera deployment in the United States comes from police body cameras. Over half of large police departments already use them,34 including Chicago, Dallas, Los Angeles, Miami, New York City, Oakland, and Washington, DC.35 While body camera programs are increasingly common, most departments were still in pilots or early stages of implementation as of 2016.36 As body cameras become a common feature for all police officers, the number of law enforcement cameras in public will increase exponentially.

**Privately Owned Cameras**

While government owned and operated cameras will likely be the primary source for photos and video footage used in facial recognition surveillance, it is also
worth considering the impact of private sources. Police are increasingly using private CCTV and security cameras as a pre-built surveillance network, and asking individuals and businesses to formally register their cameras with police for use as part of centralized police monitoring systems. With an estimated 30 million security cameras in the United States, tapping into privately owned devices could allow the government to build a CCTV network on the scale of China (at least in terms of population ratio) at a fraction of the cost. And personal security cameras are rapidly expanding as a common consumer good, as is capability and desire by the government to connect cameras with law enforcement systems.

Social Media Content

Finally, social media platforms serve as some of the world’s largest repositories of photos and videos. These platforms could be co-opted for investigative identification by accessing photos and scanning them in the same manner police would CCTV or body camera footage. In 2015, the surveillance service Geofeedia harvested data from social networking platforms for hundreds of law enforcement agencies, including scanning photos of protests to identify individuals participating in the demonstrations. After these disturbing practices were highlighted, Facebook, Instagram, and Twitter blocked Geofeedia’s ability to harvest data from their platforms. And recently Facebook disclosed that Russian firms building facial recognition systems for their government had scraped photos from Facebook to augment the Russian government’s databases. It is important that these and other social media companies maintain technical limits on API access and scanning so that these commonly used consumer services do not become mass photo surveillance networks.
Facial recognition technology creates unprecedented potential to monitor individuals, and thus unprecedented questions about how we should regulate surveillance technology. The technology takes one of the most basic human functions—the ability to recognize individuals by their appearance—and combines it with computer capabilities to act on a scale that would otherwise require massive amounts of human labor. This mix forces us to reconsider fundamental assumptions about how law enforcement can, and should, interact with individuals. It is critical that we carefully consider the impact on constitutional rights and principles, and proper limits of facial recognition surveillance, before allowing it to become a common law-enforcement tool.

Although policy debates are often framed as “privacy versus security” or “public safety versus civil liberty,” this divisive choice is rarely necessary. It is more often possible to find ways to isolate the harms from the benefits of new technologies and police tools, and to establish reasonable checks and limits that preserve the latter while guarding against the former. While facial recognition poses serious risks, it can also have substantial value. Facial recognition can simplify law enforcement activities, advance investigations, and identify wanted individuals who are at large. These benefits are considerable, and should not be needlessly sacrificed in the course of setting necessary limits on facial recognition in other areas. However, if the benefits are to be realized, it is essential that lawmakers create strong policies that eliminate the risks born from improper use and error.43

Some troubling potential applications of facial recognition may seem unlikely to be carried out by normal law enforcement officials who simply want to use these technologies to aid public safety. However, as is often the case with new technologies, a rush to application can often cause unintended harms and result in overbroad use. Even absent malicious application, it is important to alleviate concerns and prevent the chilling effects that surveillance can cause.

This requires considering risks not only in the context of what the government will do but also what it could do, and how fear of such potential actions may drive members of the public.
Privacy and Fourth Amendment Protections

Privacy as a Vital Constitutional Principle

Advances in digital technology have created unparalleled capabilities for collection, storage, cataloging, and use of sensitive data about individuals. Facial recognition surveillance is a prime example of this in every respect. By exploiting an ever-growing network of cameras, the government can apply facial recognition technology to video footage and photographs in a broad range of areas to identify individuals and collect data about their locations, activities, and interactions. Modern computers facilitate mass retention of this information, and allow for the creation of databases of hundreds of millions of photographs that can be used to create facial recognition profiles of the entire populace. Whereas just several years ago it was impossible for a police department of any size to comb through such vast databases and find matching faces in a timely manner, now facial recognition technology allows police officers to do so in seconds.

As a constitutional principle embodied in the Fourth Amendment’s protection from “unreasonable searches and seizures,” privacy is meant to do more than create legal walls that mirror physical ones, and is not limited to situations where we are inside our own houses or conducting conversations via phone or letter. Rather, privacy as a constitutional principle is meant to check a democratic government’s power over its citizens, chiefly by limiting the amount of information it knows about us. As Justice Sonia Sotomayor warned in her concurring opinion in United States v Jones, permitting unrestricted use of innovative digital technologies that are “available at a relatively low cost such a substantial quantum of intimate information about any person whom the Government, in its unfettered discretion, chooses to track—may alter the relationship between citizen and government in a way that is inimical to democratic society.”

In last year’s landmark Supreme Court decision Carpenter v. United States, the Supreme Court took on the novel risks surveillance in the digital age pose, fully embracing the right to privacy. In an opinion focused on cellphone tracking, the Court declared that “the [Fourth] Amendment seeks to secure the privacies of life against arbitrary power” (emphasis added), a framing that notably focuses not on certain places or types of conversation, but rather on protecting details of each person’s life against an ever-watching government. Perhaps even more explicitly, the opinion of the Court in Carpenter stated that “a central aim of the Framers was to place obstacles in the way of a too permeating police surveillance.”
Because the constitutional principle of privacy means placing checks on government power, it follows that privacy extends to some activities that take place in public. When the Court in Carpenter highlighted that location records “hold for many Americans the privacies of life” (emphasis added), it was emphasizing that Fourth Amendment privacy protections do not focus narrowly on privately owned places, but rather on people themselves, wherever they may be.

The importance of limiting government access to the private lives of citizens is highest for sensitive information. But quantity of information can raise its own privacy issues. In Carpenter, the Court highlighted that “a cell phone—almost a feature of human anatomy—tracks nearly exactly the movements of its owner,” and therefore presents heightened risks to privacy. While cell phones may have become an extension of our bodies, our faces require no such metaphor; unlike cellphones, our faces are never able to be turned off, left behind, or cast aside. If our faces can be subjected to the same type of continuous surveillance as cellphones, strong limits on surveillance technology will be necessary to properly rebalance power between the government and the people.

**Cataloging Sensitive Activities**

Facial recognition amplifies the concerns of upending privacy and unbalancing power between the government and its citizens in a unique and especially troubling way. The Supreme Court’s key fear in both Jones and Carpenter was that in the course of tracking location, the government would unearth individuals’ most sensitive activities. As Justice Sotomayor highlighted, this form of surveillance could catalog “trips to the psychiatrist, the plastic surgeon, the abortion clinic, the AIDS treatment center, the strip club, the criminal defense attorney, the by-the-hour motel, the union meeting, the mosque, synagogue or church, the gay bar and on and on.”

Whereas GPS and cellphone tracking inevitably record individuals’ visits to these places, facial recognition surveillance could be directed at these
types of locations. A camera could be placed outside a mental health facility, a lawyer’s office, a substance abuse treatment center, or myriad other sensitive locations, and, with facial recognition, government officials could compile a list of every individual who appears there. These individuals could be identified, or “metadata profiles” could simply be built, by creating face prints of people who engage in specific activities (for instance, “Addiction Clinic Attendee #371,” “Firearm Store Shopper #746,” “Planned Parenthood Visitor #925”), and stored en masse to be cross-checked and used at a later time. Using facial recognition in such a manner could allow the government to harvest information from broad video surveillance with minimal human labor and reduce that visual data to a form that is much more easily archived for potential later use.

Such data could be used for an immense array of future government activities, ranging from profiling, to selective law enforcement investigations, to applications for background checks, to evaluations for civil service employment opportunities.

Equally important is the potentially chilling effect on political and other types of participation, such as religious and community activities. While it is difficult to measure the cause of inaction, research demonstrates that surveillance chills participation in basic activities. This is particularly true of surveillance directed at sensitive activities and groups vulnerable to persecution. If individuals believe that each camera on the street is cataloging every aspect of their daily lives, they may begin to alter their activities to hide from potential surveillance. That is something we must avoid, and we can do so through sensible reforms which demonstrate that checks against abuse are in place.

**Unchecked Location Tracking**

Facial recognition surveillance threatens to become as powerful a method of finding and tracking individuals as are cellphone and GPS tracking. While the Supreme Court has imposed a warrant requirement for these other forms of electronic location tracking, no such limit exists for facial recognition. In time, facial recognition could become a uniquely powerful location-tracking tool because there is no “middle man” for government-managed cameras that controls access to the data; the entire surveillance system is managed and all relevant information is obtained directly by law enforcement. This makes independent checks and proper transparency and accountability all the more important.
Currently China is the only known nation that has sufficiently advanced facial recognition surveillance networks for location tracking. One key difference limiting the US government’s ability to do the same is the relatively lower number of cameras continuously recording the public. However, as use of body cameras, CCTV, and public-private partnerships continue to expand, the capacity to use facial recognition for location tracking will expand as well, especially if law enforcement is able to use the technology to circumvent the rules for electronic location tracking that the Supreme Court has created over the last decade. Rather than demonstrating probable cause and obtaining judicial authorization to gather cellphone location data, officers may simply turn to facial recognition to bypass this process. This would undo well-established investigative procedural requirements, and risk abuse by removing independent oversight. Thus it is critical that legal standards for use of electronic location tracking be preserved as new technologies provide the same capacity for monitoring location that cellphones do today.

**Prevalence of Misidentification**

Although facial recognition is capable of immense power, in certain situations its capabilities are also extremely limited. It is critical to examine these limits and respond accordingly, both to protect constitutional and legal rights and public safety.

**Facial Recognition Can Be Highly Inaccurate**

Perhaps the largest current risk facial recognition poses is misidentification. So long as this is a regular phenomenon for facial recognition, law enforcement use absent proper checks will put innocent individuals at risk of harm.

*Despite rapid advances, facial recognition must still grapple with serious challenges regarding misidentification.* Photos taken under ideal conditions—such as for a mugshot during a post-arrest booking—may be easier to pair with a face print, but photos or video footage taken in public are often subject to unsuitable conditions that reduce accuracy, such as poor and varying lighting, poor subject angle, moving subjects, and long and varying distances. This leads to “false positives,” where facial recognition systems indicate an identification that is actually false. Ironically, investing in larger databases can actually cause more false positives by increasing the odds that a face with similar features registers a false match. Unfortunately, law enforcement can
receive unrealistically optimistic information by vendors as to how well facial recognition works, leading officers to be overly reliant on an identification source that, in reality, is limited in how it can be effectively deployed. One major vendor boasts in marketing materials that “Facial recognition gives officers the power to instantly identify suspects…. Officers can simply use their mobile phones to snap a photograph of a suspect from a safe distance. If that individual is in their database it can then positively identify that person in seconds with a high degree of accuracy.” This description exaggerates what is possible, which can mislead law enforcement into believing facial recognition is a flawless super-tool rather than a limited technology with accuracy challenges in general and especially when applied with varying field conditions as described.

False positive rates are increased by the fact that some facial recognition systems are programmed to return the “closest” face print, rather than not return an identification if all face prints are below the designated threshold for matching. Again, law enforcement officers may be oversold on what facial recognition programs are capable of; many will assume a software offering an identification match response means “identification match,” rather than “closest face the computer system could find, but by no means positive and it definitely needs verification.”

Facial recognition is also less accurate for people of color and women. This raises serious risks that will be examined in more detail in the section on civil rights.

Real-time facial recognition has especially high levels of misidentification. Given that the technology is less accurate when unsuitable conditions are present, real-time facial recognition is much more prone to misidentifications. A study conducted by law enforcement in Wales of real-time facial recognition found that false positives occurred at a rate over ten times that of correct identifications. An earlier study in Germany found similar accuracy problems, with overall accuracy rates averaging between 17 and 29 percent, and as low as 10 percent at night. Thus while real-time facial recognition may be technically possible, it appears far removed from providing successful results—and, in fact, is likely to do more harm than good.

Misidentification Creates Public Safety Risks

Absent clear rules, verification processes, and necessary limits in certain situations, facial recognition could do more harm than good for public safety and law enforcement. Innocent individuals could be subject to police actions—in the case of use of force, this can lead to irreparable harm.
individual is improperly arrested because of facial recognition, they could be subjected to warrantless search, fingerprinting, inclusion in law enforcement databases, and detention, even if the error is quickly remedied. This would not only create public safety hazards, but also infringe on due process rights, which will be discussed in more detail in a separate section.68

Misidentification could harm law enforcement as well. Directing officers to investigate or arrest the wrong individuals could lead to significant misuse of resources. It is hard to imagine that systems which improperly flag ten individuals for every proper match, as was the case in the study of real-time surveillance, would increase the efficacy for officers. Perhaps even more damaging is the potential impact on police-community relations. If it becomes a common phenomenon for individuals to be improperly stopped, searched, and arrested based on the directions of a mistaken computer program, trust in law enforcement and willingness to engage with officers will decrease. Finally, misidentification would endanger officers since persons who have committed no crime and are not wanted for any criminal offense may be more likely to resist a well-intentioned but unjustified arrest. Misidentification as a result of facial recognition increases the probability of unnecessary confrontations.

Facial recognition may be useful, but only if proper checks guard against the damage misidentification can sow. The technology could be useful for post-arrest identifications, and as a tool to narrow suspects or confirm information during investigations. Notably, in these situations law enforcement can pursue ideal conditions for photos, and check responses against other data sources. However, using facial recognition as the basis for initiating immediate-response and street-level interactions, where real-time facial recognition with all its flaws would be deployed, is more likely to be counterproductive.

Facial recognition built into police body cameras is especially worrisome in this regard, because it would exacerbate all the risks posed by real-time facial recognition misidentifications. Officers would be expected to respond unilaterally and likely instantaneously to information from a facial recognition program, with no outside aid or necessary time to verify the software’s response. The severity of these risks led Axon, one of the top producers of body cameras in the United States, to halt its years-long plans to build facial recognition into its device.69

Just as misidentification stems from a variety of causes, responding to it will require a number of actions. There should be effective minimum standards for the use of facial recognition, and strong restrictions for situations where facial recognition is less accurate, such as real-time surveillance. Facial recognition systems should not be the sole basis for police action; confirmation
requirements should be built into facial recognition systems before they are deployed. In situations where these necessary precautions are not or cannot be taken, facial recognition should not be instituted. And regular testing and auditing of facial recognition systems and law enforcement use of those systems will be necessary.

Accuracy Problems Are Likely to Persist

Some may dismiss misidentifications as only a temporary problem that will fade away, but as accuracy increases for certain uses of facial recognition, we are likely to see a broader application under new and less reliable circumstances. Using facial recognition to make identifications from police sketches and as lie detectors are already in discussion, despite such uses of facial recognition being more akin to junk-science than genuine investigative tools.

Equal Protection and Civil Rights

Equal protection under law is one of the founding principles of American democracy, and became a constitutional principle in practice upon passage of the Fourteenth Amendment, which guaranteed equal protection to all Americans. Even after this, protecting civil rights has been a long and difficult fight, with the equal protection in its modern form coming into practice with the Brown v. Board of Education decision. Since then equal protection rights have continued to evolve and grow, with courts and society gradually developing civil rights protections in various contexts, such as protection from discrimination on the basis of sex and sexual orientation. Society has also been forced to confront the civil rights ramifications of disparate impact. Government systems designed in a manner that disproportionately harm minorities can violate civil rights, even absent discriminatory intent.

The government must continuously consider whether new policies and practices, especially those by law enforcement, have a disparate impact. Historically, the US criminal justice system, including in its use of surveillance, has discriminated against and had a disparate impact on marginalized communities, especially communities of color. These inequities echo through today’s criminal justice system, which still suffers from discriminatory bias and unfair policy differentials in many areas. Even if facial recognition is designed and built to be accurate and unbiased, if surveillance systems incorporate it in a discriminatory manner then the technology is increasing the efficiency of an unjust system. Given the history
of discrimination in the criminal justice system, checks at every level are necessary to protect everyone’s right to equal justice under law and to build public trust.

It is critical that the government consider equal protection rights and avoid the impact of these historic inequalities in the criminal justice system if it plans to use facial recognition technology. New technology-based law enforcement tools are often employed with the assumption that algorithms and artificial intelligence (AI) are incapable of bias. This assumption is wrong; research demonstrates advanced technologies can suffer from design flaws or employ existing social inputs that disproportionately harm people of color and religious minorities. This problem is prevalent for facial recognition.

*Facial recognition is less accurate for people of color and women.* This year, an MIT Media Labs study found that error rates for computer systems using face images to recognize skin color and gender were significantly higher for people of color and women than for their white and male counterparts, with accuracy at its lowest for female people of color. According to this study, even when these systems were able to correctly classify men with light skin 99 percent of the time, the same systems could only correctly classify women with dark skin as little as 65 percent of the time. Research by the American Civil Liberties Union (ACLU) has also found higher rates of misidentification for people of color. Revelations of this problem are not new—a 2012 study co-authored by an FBI expert also warned that facial recognition was less accurate for people of color and women. So just as facial recognition accuracy in general can be inflated, law enforcement might mistakenly infer from exaggerated descriptions that facial recognition is “colorblind.”

These disparities in accuracy pose significant risks to equal protection and civil rights. If individuals from certain groups are erroneously identified as a suspect or dangerous, at-large criminal more often, these groups will inevitably be subject to undue harms. In addition to causing these direct harms, disproportionate error rates could plague police departments with “algorithmic bias,” whereby direct or implicit bias impacting how data are input into computer systems can cause bias in the system’s results, undermining police-community relations. It is also important to consider how higher misidentification rates will affect civil rights in other areas, such as public-sector employment: Erroneous misidentifications during an FBI background check could cause individuals to improperly be denied employment or promotions without recourse, and disproportionate error rates for people of color could cause systemic job discrimination.
Equal protection also requires clear and consistent standards for government action, especially punitive action. Development of surveillance tools should not lead to such broad police action that it might be carried out in an arbitrary or discriminatory manner. Yet facial recognition has already been deployed in some instances to target minority groups.  

Facial recognition could exacerbate the disproportionate surveillance of minority communities, particularly people of color. Existing disparities in surveillance systems and how they impact certain communities could be radically amplified by adoption of facial recognition surveillance. Marginalized groups are more likely to be subject to various forms of surveillance, including video surveillance networks that can be enhanced with facial recognition. For instance, because African-Americans are disproportionately arrested and incarcerated, they will disproportionately be included in mugshot databases used for facial recognition surveillance. As a result of these disparities, unrestricted facial recognition surveillance will likely have a far greater impact on people of color. The risk of this occurring makes it all the more essential that government develop sensible rules for facial recognition, and directly address how this technology will uniquely impact people of color.

**Freedom of Expression and Association**

**Facial Recognition Endangers Anonymity and Obscurity**

The ability to freely participate in First Amendment-protected activities such as protests, political events, and religious ceremonies without disruption or discouragement is fundamental to American democratic society. Yet these activities could be subjected to facial recognition surveillance simply by placing government cameras nearby. And officers increasingly wear body cameras while on duty near protests, raising the question of whether body cameras’ promised benefit of preventing misconduct or the risks of recording such sensitive activities are overriding. The ability to rapidly identify every participant at such events raises the potential for disruption, and the ability to catalog all participants raises the specter of selective law enforcement action, or even overbroad prosecution.

A necessary aspect of freedom of expression and association is group anonymity. Over six decades ago, the Supreme Court held that “Inviolability of privacy in group association may in many circumstances be indispensable to preservation of freedom of association, particularly where a group espouses dissident beliefs.” In that case, *NAACP v. Alabama*, the key action at issue was the government demanding NAACP’s Alabama membership list. In the digital age, no such direct action is necessary to remove the anonymity of an
organization’s members. A single camera outside the entrance or exit to a
group’s events combined with facial recognition could produce a membership
list without consent or even notification. And because such identification can be
done with practically no expenditure of human resources, it can be conducted
on a mass scale.

**Facial Recognition Endangers First Amendment Activities**

Facial recognition could be a tool to disrupt First Amendment-protected
activities. Unrestricted, facial recognition could allow law enforcement to scan
crowds during large protests, political events, or religious ceremonies, and
then arrest any individual with an active bench warrant. Ability to effortlessly
identify any bench warrant for any petty offense could enable arbitrary action
and abusive targeting, such as against selectively targeted individuals attending
“events of interest,” such as protests, political events, and religious ceremonies.

This was already observed on a small scale with Geofeedia—a social media-
monitoring company—which admitted that Baltimore police used the service
during protests to “run social media photos through facial recognition
technology” to find individuals with “outstanding warrants and arrest them
directly from the crowd,” with the goal of targeting individuals who were
protesting. Given the number of bench warrants for petty offenses that some
municipalities maintain, it is entirely possible that facial recognition could
become an “arrest-at-will” authority used to disrupt such activities on a broad
basis.

Facial recognition could be used to, without immediate interaction, catalog
all participants at First Amendment protected activities such as protests,
political events, and religious ceremonies. For instance, an FBI presentation on
facial recognition highlighted its ability to identify participants at presidential
campaign rallies.

Facial recognition databases could also be developed based on First
Amendment activities, with participation in these activities then used for police
investigations or in relation to civil service employment.

**Facial Recognition Could Chill First Amendment Activities**

Even if pernicious uses of facial recognition do not occur, the possibility—either
from government policy or malicious individuals acting in absence of necessary
checks and oversight—could create significant chilling effects. If individuals
It is critical that the government consider equal protection rights and avoid the impact of these historic inequalities in the criminal justice system if it plans to use facial recognition technology.

Facial Recognition Endangers Press Freedoms

A free and functional press cannot be subject to overbroad surveillance. Congress has long established special protection for journalists concerning the search and seizure of their documents. Forty states and the District of Columbia maintain shield laws that offer a degree of privilege to journalists to protect their sources. Nonetheless, at-risk sources such as whistleblowers often take extraordinary measures to ensure the secrecy of their interactions, including eschewing even the most secure forms of electronic communication in favor of in-person meetings to avoid potential electronic surveillance. Modern surveillance powers force journalists to take extra precautions, such as leaving cell phones and other electronic devices with built in GPS at home. But facial recognition can be used not just to catalog activities, but also interactions. If it becomes a tool to pinpoint how individuals interact and meet with journalists, it

believe that going to a protest could lead to a CCTV tagging them for arrest based on a years-old traffic ticket, they may choose to stay home instead. If someone fears attendees at a Muslim student event are being cataloged via facial recognition the same way “Mosque crawlers” who were recruited to participate in and spy on Muslim community events tried to build such lists for the NYPD Muslim surveillance program, they may avoid engaging with their religious community. Such fears of and capabilities for abuse must be put to rest. Requiring independent authorization for facial recognition will serve as a critical means of preventing improper use, and of assuring the public that this powerful surveillance tool is properly limited. Limiting facial recognition to serious crimes would also prevent abuse, and additionally stop facial recognition from being used to create arrest-at-will authority for the type of selectively targeted activity against protestors that Geofeedia described.
could present significant roadblocks for journalists seeking to speak to sources and whistleblowers while preserving anonymity.

Due Process and Procedural Rights

Facial Recognition Could Undermine Requirements for Police Action

Protecting due process rights requires ensuring that new technology does not circumvent rules and requirements for investigative or police actions, which are strictly limited by due process requirements and must be based on proper suspicion. Whether governing stop-and-frisks, investigations, searches, arrests, or uses of force, it is critical that existing checks and limits are preserved as the new law enforcement tools dramatically change the basis for and nature of these actions.

Yet, due process protections could be subverted by facial recognition. Because facial recognition makes probabilistic findings (meaning the software chooses images that have a higher but not certain probability of being correct), relying on it could create impossible questions of what algorithmic thresholds sufficiently constitute suspicion or danger in relation to various investigative or police actions (such as stop-and-frisks) designating individuals as suspects, and arrests. Further, the ability to invoke facial recognition as the cause for police action and investigative decisions could create a troubling perverse incentive to use software with higher rates of false positives. If alerting police officers to a facial recognition match—regardless of whether the match ultimately proves to be correct—is deemed sufficient to justify investigative actions, then systems with high rates of positive identification could be more commonly adopted as they make investigative actions more readily available.

New technologies can often outpace law and policy guidelines. This has already occurred in regard to location tracking: By the time the Supreme Court ruled in 2012 that attaching GPS devices to cars required a warrant—based on a case originating in 2005—law enforcement had already redirected location tracking tactics to cell phone tracking, which in turn existed in a state of legal limbo until 2018. Now facial recognition could offer a new means of tagging locations and tracking movements and reset the cycle again. These new technologies must not be treated as shortcuts that work around legal requirements. Doing so undermines both individual rights and police-community relations.
Facial Recognition Could Damage Evidence and Defendants’ Rights

Protecting due process rights also requires ensuring evidence—both direct and derivative\textsuperscript{101}—obtained from new surveillance technologies is subject to evidentiary and disclosure rules. New surveillance technologies are sometimes hidden from the public and defendants, either by arguing that contract rules and nondisclosure agreements prevent revealing their existence,\textsuperscript{102} or by using “parallel construction,” in which the method of obtaining evidence is obfuscated by creating and reporting an alternate discovery technique.\textsuperscript{103} This seriously undermines due process rights, notably the ability to challenge potential improper evidence collection, as well as constitutional requirements for disclosure of exculpatory evidence established in \textit{Brady v. Maryland}.\textsuperscript{104}

It’s critical for due process and public trust that the government respect the importance of defendants’ access to evidence, including evidence involving the use of facial recognition surveillance.

Unfortunately, facial recognition surveillance is often shrouded in secrecy. In Pinellas County, Florida, law enforcement used facial recognition technology for 15 years without ever providing the public defender’s office any indication of its use in \textit{Brady} or discovery disclosures.\textsuperscript{105} Amazon designed a non-disclosure agreement with law enforcement for its facial recognition systems to prevent disclosure of a product roadmap describing how its systems could be used,\textsuperscript{106} raising the specter of the government repeating its misuse of NDAs to hide broad use of cell-site simulators (more commonly called “stingrays”) for years.\textsuperscript{107}

Protecting due process rights and preserving \textit{Brady} rights\textsuperscript{108} also requires that the government disclose not only the use of facial recognition but also how reliable its systems are. Unlike other forms of forensic evidence such as DNA testing, facial recognition is highly variable in its dependability. A facial recognition system that leads to police action could be either reasonably accurate or highly unreliable based on a range of factors, such as the algorithm employed, the confidence thresholds used to trigger a match, the dataset of face prints used, and the demographic composition of that set. Merely disclosing the use of facial recognition without providing details about that system’s accuracy, confidence thresholds employed, or other factors would be akin to prosecutors disclosing that they based an investigation on an eyewitness account, but refusing to say how far away the witness was, or submitting a fingerprint match into evidence without letting defense counsel cross-examine the expert who made that determination. In order for proper evidence disclosure in relation to facial recognition to have any impact, accuracy of systems employed must be made known, and subject to questions and challenges in court.
Transparency and Accountability

All too often new surveillance technologies, including those that can “alter the relationship between citizen and government in a way that is inimical to democratic society,”\textsuperscript{109} are adopted without public consent or awareness. This undercuts democratic governance, and damages public trust in government.

It is critical that the public know the details on how facial recognition is deployed and how it functions.\textsuperscript{110} This includes disclosing what type of computer programs are being used, what vendors are being employed, and the details on policies for database development and use. Additionally, properly informing the public necessitates testing for accuracy, both in general and for specific demographics and situations, as well as conducting audits on how facial recognition is used. However, as described in the previous section, the government is not currently conducting such oversight.\textsuperscript{111}

Maintaining transparency for surveillance programs is not only important for ensuring public trust but also critical to protecting the principles discussed above. Protecting privacy requires shining a light on how surveillance is used in order to prevent abuse and stop certain activities from being chilled. Equal protection requires studying whether facial recognition affects certain groups in different ways or exposes them to improper police action based on misidentification. Protecting freedom of expression requires public rules and auditing to demonstrate the rules are being followed. Due process entails disclosure of the uses of facial recognition and of details about specific software used and its accuracy. And it is impossible to understand the impact facial recognition will have on public safety without examining the details of how accurate the technology is and the manner in which law enforcement uses it.
IV. Recommendations

The following recommendations are intended to guide policymakers in considering how to properly regulate facial recognition surveillance in a manner that both protects constitutional principles and aids public safety. While they are primarily meant to guide Congress and state legislatures in crafting legislation, we believe these recommendations would have significant positive effects if adopted by police departments and law enforcement agencies as well.

There are several important general items to note in relation to our recommendations. First, for all recommendations that involve judicial authorization such as warrants, exigent-circumstances exceptions will apply under Fourth Amendment law; thus, the recommended checks on facial recognition are not likely to hamper emergency responsiveness. Second, principles of federalism should be followed to ensure that states and localities can enact stronger protections that are not pre-empted. Any federal law adopted based on these recommendations should not prohibit states and localities from enacting stronger protections against facial recognition surveillance, including full prohibitions on the use of the technology within a particular state or locality. And third, all of the recommended rules and limits should apply to vendors, contractors, and other private entities that act as law enforcement agents with respect to facial recognition surveillance, including those that engage in data storage and data mining.

1. Require judicial authorization based upon probable cause for using facial recognition for identification

Independent judicial authorization should exist as a check on facial recognition surveillance that allows the technology to provide the greatest benefit to law enforcement—rapidly identifying individuals filmed or photographed in the commission or fleeing the scene of a crime—without subjecting the general populace to this invasive surveillance tool. The law should require:

- The government to first obtain judicial authorization whenever it seeks to use facial recognition to identify an individual.
- That this judicial authorization be based on a probable-cause
That exceptions exist for exigent circumstances, victims, and missing persons, and obtaining and confirming an individual's identity during post-arrest booking.

That exceptions exist for in-person “Field Identifications” after an officer has stopped an individual, the officer be required to have probable cause that the individual has committed, is committing, or is about to commit a crime in order to use facial recognition to determine or verify that individual’s identity.113

That the judicial authorization process include exhaustion requirements and minimization rules similar to those for wiretaps, and an exclusionary rule for evidence obtained using facial recognition surveillance without compliance with these procedures.

These policies address a number of the risks described above. Most notably, they would establish an independent check to prevent facial recognition from being misused against individuals not suspected of wrongdoing. This will both prevent abuse of power and assure individuals that their daily activities are not being monitored and cataloged. Additionally, these policies would prevent facial recognition surveillance from circumventing investigative requirements for electronic location tracking.

2. Require judicial authorization based upon probable cause for using facial recognition to catalog activities

The government should be prevented from building mass databases of location and association information based on facial recognition scans that can be accessed later without limitation. The law should require:

That the government first obtain judicial authorization whenever it seeks to use facial recognition to create a profile that identifies the locations, activities, or interactions of the person rather than a name.

That this judicial authorization be based on a probable cause determination that the individual has committed, is committing, or is about to commit a crime.114

Absent these policies, the government could regularly scan locations and events and tag every individual without identifying them by name, save and update these profiles, and then refer back and use this stockpile of data to match a
recorded profile once an individual becomes a person of interest. Creation of mass databases of these “metadata profiles” would severely undermine privacy, and risk chilling public participation in sensitive activities. Implementation of these recommendations would stave off such harms, while still permitted permitting the use of facial recognition to catalog associational activities directly involving crimes, such as suspected communications made as part of a conspiracy.

3. Limit use of real-time facial recognition to emergency situations

While real-time facial recognition is promising in theory, in practice the high level of inaccuracy and challenges that will be likely when scanning images in field conditions pose serious risks. Innocent individuals could be subject to improper police actions including arrest and use of force if real-time scans of crowds with facial recognition software become common practice. As a corollary, police-community relations could decline as all individuals fear that a computer error may lead an officer to target them improperly. Therefore, real-time facial recognition should be limited to emergency situations.

- Real-time facial recognition should only be permitted to scan for individuals when a senior law enforcement official (we recommend this be a state’s Attorney General or, for federal law, the U.S. Attorney General) has signed a written authorization that they believe the presence of such individual in a designated area constitutes exigent circumstance.

- Within 24 hours of beginning real-time facial recognition scanning, government officials demonstrate to a court that the presence of such individuals at the designated area constitutes emergency circumstances.

- Real-time scanning for such individuals be discontinued as soon as the described emergency circumstances no longer exist, or within 72 hours; government officials may return to court to receive continuation approval for additional 72-hour periods as necessary.

4. Limit facial recognition surveillance to serious crimes

Whenever law enforcement uses facial recognition for any purposes other than post-arrest identification, its use should be limited to serious crimes. Specifically:

- Law enforcement use of facial recognition should be limited to
preventing, investigating, and prosecuting Uniform Crime Reporting Title 1 crimes (homicide, rape, robbery, aggravated assault, burglary, larceny, arson).

- Kidnapping and child exploitation crimes should be included as serious crimes for which law enforcement can use facial recognition.

- In terms of the property crimes listed above, burglary should be limited to first degree burglary, and larceny should only apply to crimes involving theft of property of at least $1,000 in value.

- Crimes that necessarily include the above crimes in their commission should also be included.

5. Require independent verification for facial recognition identifications before allowing them to serve as the basis for police action

Facial recognition can aid law enforcement activities, but it is by no means infallible and shouldn’t be treated as such. Ideally, law enforcement officers will understand the limits of facial recognition technology and systems will be programmed to provide probabilistic findings. But it is still essential that laws set out clear and unambiguous rules that will pre-empt improper action based on facial recognition, and also serve to guide officers in proper procedures for relying on an unprecedented technology. The best way of requiring independent verification and of effectively building facial recognition into existing law enforcement procedures is to assign a measure of reliability and evidentiary value to facial recognition matches¹¹⁵:

- For field identifications (when an individual is already stopped and is being identified) and investigative identifications, a facial recognition match should be treated as equivalent to receiving information from a confidential informant in terms of its reliability and evidentiary value in building suspicion or cause for further police action.

- If a facial recognition match is being used as the basis for an immediate action in the field such as a Terry stop (also known as a “stop and frisk”) or arrest—which is most likely to occur in reaction to real-time facial recognition—such a match should be treated as equivalent to receiving an anonymous 911 call from an informant in terms of its reliability and evidentiary value in building suspicion or cause for further police action.

In addition, investigations should designate separate officers to conduct facial recognition searches and restrict direct participation by officers overseeing
the relevant investigation to avoid tainting either the facial recognition search results or ongoing investigative activities. All officers that use facial recognition or are prompted to act based on a facial recognition match should be trained in the use of the technology and its limits to reduce confirmation bias in field activities.

6. **Place a moratorium on real-time facial recognition built into body cameras**

The serious risks posed by real-time facial recognition will be exacerbated if this technology is incorporated into police body cameras. Facial recognition built into body cameras would create the serious risk of isolating officers, forcing them to make unilateral decisions prompted by an unreliable computer system. Given the heightened possibility of misidentifications by real-time facial recognition, this would put the public at greater risk of misidentifications, and lead officers to make incorrect decisions that reduce law enforcement efficiency and harm police-community relations. Therefore, we recommend:

- An indefinite moratorium on incorporating real-time facial recognition systems into police body cameras.
- That body camera footage uploaded at the end of an officer’s shift into a law enforcement database for later review be treated similarly to footage from other law enforcement cameras, such as CCTV.

Because storing body-camera footage will dramatically increase the amount of video available to law enforcement for facial recognition uses and will likely impact how members of the public interact with officers wearing body cameras, any department that uses facial recognition on body camera footage after it is uploaded should have clear and effective policies governing the use of body cameras and recorded footage.¹¹⁶

7. **Establish standards for transparency and testing**

Facial recognition’s reliability is largely dependent upon the use of standards; accuracy can vary widely based on the quality of the software, confidence thresholds, the nature of databases, and circumstances under which images are taken. It is essential that if law enforcement is going to use facial recognition technology, it is of a sufficiently high quality to ensure accuracy. Further, it is also critical that the public have a clear understanding of how facial recognition is being used.
Any law enforcement entity using facial recognition should submit its systems to independent testing.

- Testing should be conducted by an independent entity with experience and expertise, such as the National Institute on Standards and Technology.
- Testing should examine different field conditions, and evaluate accuracy both in general and in relation to specific demographic characteristics—such as ethnicity and gender—alone and in combination. For example, law enforcement agencies should test for differences in accuracy when the system attempts to identify an older Caucasian man versus when it attempts to identify a young African-American woman.

Law enforcement agencies should only be permitted to use facial recognition after meeting pre-established minimum standards of accuracy set by the agency designated to conduct testing, both in general and for specific demographics.

The entity conducting tests should publicly disclose the test results.

Periodic reporting on use should be compiled and publicly issued.

- These reports should include information such as how often the technology is used, court orders are sought and obtained, and exigent circumstances are invoked.
- These reports should also include the results of regular audits conducted to ensure compliance with rules governing the use of facial recognition technology.

8. Provide notice to criminal defendants

It is critical that defendants have the right to examine and challenge, both in terms of legality and accuracy of process, how evidence developed—this right should apply to facial recognition surveillance just as it does to traditional investigative activities and forms of evidence collection.

- All law enforcement uses of facial recognition should be disclosed to criminal defendants prior to trial.
- Such disclosure should include the use of facial recognition as a direct source of evidence and whenever it was the basis of derivative evidence in the defendant’s case.
- Disclosure of use of facial recognition should include descriptions of
technical features such as the vendor employed, confidence thresholds, and the manner in which results are presented (such as details included within a candidate list of potential matches).

The government should be required to explain in court the reliability of any facial recognition systems it used, and defendants should be given the opportunity to question a law enforcement official on any aspect of the facial recognition system’s features that might cause doubt as to the reliability of results.

9. Establish rules for sharing access across government agencies

Effective rules for facial recognition surveillance will mean little if a government agency can simply sidestep them by using another agency that is not bound by these rules, or by providing data that empowers other government entities to engage in unrestricted facial recognition surveillance. As discussed, many facial recognition systems—especially the system used by the FBI in connection with state photo databases—depend upon data collected by other government entities. Consistent rules and practices should govern the sharing of information to aid in facial recognition surveillance.

If a federal, state, or local law or policy enacts any of the above recommendations or any other limits on facial recognition surveillance, these limits should also apply to covered departments’ and agencies’ ability to share tools or data with other entities for facial recognition surveillance. Government entities should only share data—such as that gleaned by conducting scans, or information obtained by providing access to photo databases—and tools with any other government entity if that entity is bound by equally strong rules and limits on facial recognition surveillance.
Explanatory Statement of Thomas Nestel:

I support the Task Force’s recommendations, including those requiring independent judicial authorization as a check on facial recognition surveillance found throughout this report. I believe that wiretaps should be held to a uniquely high standard in terms of exhaustion and minimization rules, as described in the report. However, I do not think facial recognition should have identical exhaustion and minimization rules. I also believe court approval for use of facial recognition for the specific purpose of cataloguing activities should be centered on law enforcement access to such information, rather than the initial collection. Along with the Task Force, I support limits on the use of real-time facial recognition, although I think real-time facial recognition should also be available to respond to pre-existing arrest warrants for serious crimes—but only if the human review requirements we put forward in Recommendation 5 are satisfied. I would also permit facial recognition (within the limits set forth throughout the report) to be used in the case of sexual assault and larceny of $500 or more in value, along with the serious offenses listed in Recommendation 4.
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For more information about our recommendations, see Section IV, “Recommendations.”


Carpenter v. United States, 585 U.S. ___ (2018) (Internal citations and quotation marks omitted)

Carpenter v. United States, 585 U.S. ___ (2018) (Internal citations and quotation marks omitted)

The Supreme Court in Carpenter explicitly affirms this notion, stating, “A person does not surrender all Fourth Amendment protection by venturing into the public sphere.” Carpenter v. United States, 585 U.S. ___ (2018)

Carpenter v. United States, 585 U.S. ___ (2018) (Internal citations and quotation marks omitted)

Carpenter v. United States, 585 U.S. ___ (2018) (Internal citations and quotation marks omitted)


“Awareness that the Government may be watching chills associational and expressive freedoms. …especially in light of the Fourth Amendment’s goal to curb arbitrary exercises of police power to and prevent ‘a too permeating police surveillance.’” United States v. Jones, 565 U.S. 400 (2012) (Sotomayor, J., concurring) (internal citations omitted); The Supreme Court has also ruled that
government actions that chill engagement in First Amendment protected activities are a violation of the First Amendment. *Dombrowski v. Pfister*, 380 U.S. 479 (1965).

53 

In the wake of the Snowden revelations regarding mass NSA surveillance, research found “17% [of American adults] changed their privacy settings on social media; 15% use social media less often; 15% have avoided certain apps and 13% have uninstalled apps; 14% say they speak more in person instead of communicating online or on the phone; and 13% have avoided using certain terms in online communications.” Lee Rainie and Mary Madden, “Americans’ Privacy Strategies Post-Snowden,” Pew Research Center, March 16, 2015. [http://www.pewinternet.org/2015/03/16/americans-privacy-strategies-post-snowden/](http://www.pewinternet.org/2015/03/16/americans-privacy-strategies-post-snowden/) (Downloaded January 6, 2019)

54 

Research found that the Muslim Surveillance Program, which the NYPD operated for nearly a decade, resulted in “a striking self-censorship of political speech and activism. Conversations relating to foreign policy, civil rights and activism are all deemed off-limits” and expression of religious identity was also severely chilled as “Parents discourage their children from being active in Muslim student groups, protests, or other activism, believing that these activities would threaten to expose them to government scrutiny.” Diala Shamas and Nermeen Arastu, “Mapping Muslims: NYPD Spying and its Impact on American Muslims,” Creating Law Enforcement Accountability & Responsibility Project, Asian American Legal Defense and Education EFund, and Muslim American Civil Liberties Coalition, June 28, 2012, p. 4. [http://www.law.cuny.edu/academics/clinics/immigration/clear/Mapping-Muslims.pdf](http://www.law.cuny.edu/academics/clinics/immigration/clear/Mapping-Muslims.pdf) (Downloaded January 6, 2019)
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For more information, see section II, “Key Factors.”
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For more information, see section II, “Key Factors.”
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For more information, see section II, “Key Factors.”
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“In the ‘wild,’ photos rarely contain the frontal images that face recognition algorithms prefer. Poor and uneven lighting can confuse algorithms that rely on facial features or skin textures. Algorithms have an especially tough time mixing photos taken in different circumstances, like mug shots and surveillance camera stills.” Perpetual Line-Up Report, p. 47.

61 

“Accuracy also drops as databases become larger. Larger databases are more likely to contain lookalikes that mislead face recognition algorithms into picking the wrong matches.” Perpetual Line-Up Report, p. 47; Law enforcement officials using facial recognition are often, especially when using facial recognition for
investigative identification, presented with a candidate list of several individuals that the facial recognition system believes are the most likely matches; false positives stem from officials relying on these suggestions when the candidate lists do not include the actual identity of the person under scrutiny.

For example, in 2018 Amazon responded to claims that its facial recognition system, Rekognition, had unacceptable rates of inaccuracy by changing the recommended confidence threshold used for finding a match from 80 percent to 95 percent to 99 percent, all during a single week. However, reporting revealed that Amazon actually worked with and supported at least one law enforcement agency using its facial recognition systems with confidence thresholds below 95 percent. ACLU Rekognition Comment; Bryan Menegus, “Defense of Amazon’s Face Recognition Tool Undermined by Its Only Known Police Client,” Gizmodo, January 31, 2019. https://gizmodo.com/defense-of-amazons-face-recognition-tool-undermined-by-1832238149 (Downloaded February 5, 2019)

Cost of a False Arrest.

Some systems are set up to return no candidates if there are none above a set threshold; others will return the top candidates regardless of threshold, or permit officers to change the threshold depending on the number of matches returned. According to the Center on Privacy and Technology, “Face recognition is inherently probabilistic: It does not produce binary ‘yes’ or ‘no’ answers, but rather identifies more likely or less likely matches. Most police face recognition systems will output either the top few most similar photos or all photos above a certain similarity threshold.” Perpetual Line-Up Report, p. 9.


For more information, see Section III, “Due Process and Procedural Rights.”


As a recent example of this occurring, the U.S. District Court for Southern New York held in 2013 that New York City’s stop-and-frisk program had systemic discriminatory effects, leading to a settlement and reforms. Floyd, et al. v. City of New York, et al., 959 F. Supp. 2d 540 (2013)


Do We Fix It?" *FiveThirtyEight*, July 20, 2017. [https://fivethirtyeight.com/features/technology-is-biased-too-how-do-we-fix-it/](https://fivethirtyeight.com/features/technology-is-biased-too-how-do-we-fix-it/) (Hereinafter Technology Is Biased Too. How Do We Fix It?) (Downloaded January 6, 2019)


Brendan Klare et al., “Face Recognition Performance: Role of Demographic Information,” *IEEE Transactions on Information Forensics and Security*, Vol. 7, No. 6, December 2012, pp. 1789-1801. [http://biometrics.cse.msu.edu/Publications/Face/Klareetal_FaceRecognitionPerformance_RoleOfDemographicInformation_TIFS12.pdf](http://biometrics.cse.msu.edu/Publications/Face/Klareetal_FaceRecognitionPerformance_RoleOfDemographicInformation_TIFS12.pdf) (Downloaded February 7, 2019); Sometimes, such as in the Klare study, higher rates of inaccuracy will be seen in terms of higher rates of false negatives—i.e. being unable to properly identify a match—for people of color and women. This raises serious concerns that law enforcement may engage in improper action because, with systems that return a candidate list, officers will more often be selecting from a list of incorrect suggestions when the subject is a person of color or a woman.


Technology Is Biased Too. How Do We Fix It?


“As an instrument of surveillance, identification increases the government’s power to control individuals’ behavior....Anonymity is an important right in a free society in so far as it protects people from bias based on their identities and enables people to vote, speak, and associate more freely by protecting them from the danger of reprisal.” International Justice and Public Safety Network, Privacy Impact Assessment Report for the Utilization of Facial Recognition Technologies to Identify Subjects in the Field, June 30, 2011, p. 18. https://www.eff.org/files/2013/11/07/09_-_facial_recognition_pia_report_final_v2_2.pdf (Downloaded January 6, 2019)

National Association for the Advancement of Colored People v. Alabama, 357 U.S. 449 (1958)

Bench warrants can be for incredibly minor offenses, and apply to huge portions of a community. For example, a 2015 Department of Justice investigation revealed that Ferguson, Missouri, had active, outstanding municipal arrest warrants—mostly for minor offenses such as unpaid fines for traffic violations—for 16,000 people in a municipality with a population of 21,000. Department of Justice Civil Rights Division, Investigation of the Ferguson Police Department, March 4, 2015, pp. 3-6, 55. https://www.justice.gov/sites/default/files/opa/press-releases/attachments/2015/03/04/ferguson_police_department_report_1.pdf. Social Media Companies Rescind Access.


“Rather than attempt to run face matches and identify participants, government could simply develop face prints based on participation, such as ‘Baltimore Black Lives Matter Protester #347’ or ‘Manhattan Mosque Attendee #455.’” Jake Laperruque, “Preserving the Right to Obscurity in the Age of Facial Recognition,” The Century Foundation, October 20, 2017. https://tcf.org/content/report/


Derivative evidence is evidence that stems from another source, such as materials or documents collected during a police search of a location that was identified by a phone call indicating that the location would contain evidence relevant to the investigation

Broad use of stingray surveillance was infamously hidden from the public, and even from defendants this surveillance tool was used against, for years. Sam Adler-Bell, “What’s Behind the FBI’s Obsessive ‘Stingray’ Secrecy?” The Century Foundation, April 9, 2015. https://tcf.org/content/commentary/whats-behind-the-fbis-obsessive-stingray-secrecy/ (Hereinafter What’s Behind Stingray Secrecy); “Through the use of extensive nondisclosure agreements, the federal government prevents state and local law enforcement from disclosing even the most elementary details of stingray capability and use. Adam Bates, “Stingray: A New Frontier in Police Surveillance,” The Cato Institute, January 25, 2017. https://www.cato.org/publications/policy-analysis/stingray-new-frontier-police-surveillance#full (All downloaded January 6, 2019)


Both Brady v. Maryland, 373 U.S. 83 (1963) and Giglio v. United States, 405 U.S. 150 (1972) require turning over possibly exculpatory
material and prohibit the destruction of such material.


106 “[Washington County, Oregon] later cited this NDA to justify withholding documents in response to the ACLU’s public records request [for details on its use of facial recognition].” ACLU Rekognition Blog Post; “Amazon marketed its facial recognition tools to Orlando’s police department, providing tens of thousands of dollars of technology to the city at no cost, and shielding the Rekognition pilot with a mutual nondisclosure agreement that kept its details out of the public eye.” Orlando Use of Facial Recognition; Amazon emails included in responses an ACLU records request show county officials discussing “getting an NDA [in order] to get the insight into the Rekognition roadmap.” American Civil Liberties Union Foundation of Florida, “Public Records request related to the Amazon Rekognition facial recognition service,” January 18, 2018, p. 82. https://www.aclunc.org/docs/20180522_ARD.pdf#page=82 (Downloaded January 6, 2019)

107 Cell-site simulators imitate cell phone towers to secretly collect the location data of all phones in a given area. American Civil Liberties Union, “Stingray Tracking Devices.” https://www.aclu.org/issues/privacy-technology/surveillance-technologies/stingray-tracking-devices (Downloaded February 6, 2019); “Through the use of extensive nondisclosure agreements, the federal government prevents state and local law enforcement from disclosing even the most elementary details of stingray capability and use.” What’s Behind Stingray Secrecy.

108 Brady rights refers to the requirement established in Brady v. Maryland that the government must turn over possibly exculpatory material and prohibit the destruction of such material.


110 While this report focuses on facial recognition surveillance by government entities, and its recommendations are centered on limiting or requiring certain government actions in relation to facial recognition surveillance, it should be noted that private entities can provide significant aid in enhancing transparency regarding facial recognition surveillance. Most importantly, vendors that provide government entities with facial recognition software or services could disclose all government entities they contract with, and allow an independent entity such as NIST to test the accuracy of their systems and publish the results. Additionally, online services that provide platforms for personal photo and video footage could update transparency reports to indicate whether they receive any government orders requiring facial recognition scans of their photo or video content. Finally, consumer products that incorporate cameras could similarly indicate in transparency reports whether they receive any government orders requiring cameras to be co-opted for real-time facial recognition scans.

111 For more information, see section III, “Facial Recognition
Could Damage Evidence and Defendants’ Rights

112 We also recommend that facial recognition surveillance be limited to a set of serious crimes. See Recommendation 4.

113 We also recommend that facial recognition surveillance be limited to a set of serious crimes. See Recommendation 4.

114 We also recommend that facial recognition surveillance be limited to a set of serious crimes. See Recommendation 4.

115 Such a system will only be effective if laws also require a minimum confidence threshold for designating matches, which we include in Recommendation 7. Absent such a requirement, the government could simply set extremely low thresholds for “matches,” and use those as the basis for police action such as Terry stops (stop-and-frisk), searches, or arrests.

116 Constitution Project Body-Worn Camera Guidelines.