September 22, 2020

Robert E. Feldman
Executive Secretary
Federal Deposit Insurance Corporation
550 17th Street NW, Washington, DC 20429
comments@fdic.gov

RE: Request for Information on Standard Setting and Voluntary Certification for Models and Third-Party Providers of Technology and Other Services [Docket ID 2020-16058; RIN 3064-ZA18; 85 FR 44890]

Dear Secretary Feldman:

The Americans for Financial Reform Education Fund (AFR Education Fund) and Demand Progress Education Fund (DPEF) appreciate the opportunity to comment on the above Request for Information (RFI) by the Federal Deposit Insurance Corporation (FDIC). AFR Education Fund is a coalition of more than 200 national, state, and local groups who have come together to advocate for reform of the financial industry. Members of AFR Education Fund include consumer, civil rights, investor, retiree, community, labor, faith based, and business groups. DPEF is a fiscally-sponsored project of New Venture Fund, a 501(c)3 organization. DPEF and our more than two million affiliated activists seek to protect the democratic character of the internet — and wield it to make government accountable and contest concentrated corporate power.

We write to express our concerns with the recent Request for Information on Standard Setting and Voluntary Certification for Models and Third-Party Providers of Technology and Other Services (RFI). As the Federal Deposit Insurance Corporation (FDIC) reassesses third-party partnerships regarding financial technology (fintech), we urge it to refrain from delegating its responsibilities to a public-private standard-setting organization (SSO) and instead

---

to develop its own expertise in the context of a robust, precautionary, approach to oversight. Facilitating compliance with SSO standards is not an acceptable means of regulation, nor an acceptable alternative to regulation. To the extent collaboration with an SSO is required, we encourage the FDIC to collaborate with existing public bodies, such as the National Institute for Standards and Technology (NIST). We especially oppose privatizing responsibility for standard-setting at a time when the FDIC and other regulators are opening the banking franchise to Big Tech and surveillance-driven technology.2

Banks are increasingly partnering with a wide range of third-party non-bank “fintechs” — “a label so broad as to be meaningless.”3 Some of these business partnerships may provide important benefits to individual customers. But others exist primarily as a means for the nonbank company to borrow a bank charter in order to evade state consumer protection laws.4 High-cost “rent-a-bank schemes” in particular, tend to hide behind these deals.

The answer to this problem is not to provide more flexibility for insured depository institutions (IDIs) to engage in novel partnerships using technology banking regulators have not sufficiently studied. Nor is it to allow fintech or tech firms more direct involvement in the banking system, as the FDIC plans to do with its Industrial Loan Charters (ILCs)5 and the Office of the Comptroller of the Currency (OCC) via the provision of a Special Purpose National Bank Charter and Payments Charter.6 It is to protect the integrity of the banking and broader financial system.

The federal government has also created its own instrumentalities for developing technological standards. Most importantly, NIST, a part of the U.S. Department of Commerce, was established in 1905 to promote competitiveness: it establishes standards with respect to innovations as diverse as advanced nanomaterials, computer chips, and (most relevantly) information technology.7 It is remarkable that although the RFI claims the FDIC envisions “a

---

2 See, e.g., Lev Menand & Morgan Ricks, Policy Spotlight Lacewell v. OCC, JUST MONEY (Aug. 5, 2020), https://justmoney.org/lacewell-v-occ/ (discussing the OCC’s plans to grant new “special purpose” national bank charters to fintech companies that do not issue or maintain deposit balances, exempting them from key federal regulations).
4 Id. at 6-7.
collaboration among an SSO, the FDIC, and other stakeholders to set standards under an SSO,” it
does not explicitly identify NIST as a stakeholder. NIST already coordinates agency interaction
with private standards bodies per federal law. The agency has established standards concerning
artificial intelligence and algorithmic accountability, as well as multiple facets of data privacy,
security, and efficacy, even establishing guidelines for the use of blockchain technology. Federal agencies already use a common framework developed by NIST to manage their own
cyber risk. Indeed, the FDIC is already working with NIST regarding internal data breaches.

Moreover, while the RFI also points toward a “voluntary conformity assessment process
through accredited, independent certification organizations”, the FDIC does not follow the 2013
OCC Guidance in encouraging banks to seek certifications of certain technologies by NIST.

We urge the FDIC to refrain from establishing an industry-led or industry-driven SSO. According to the OCC Guidance on third-party relationships, a bank’s effective risk management process must include proper due diligence in the mere selection of a third party. With influence over entry and exit into the fintech sector, an industry-led SSO is likely to usurp authority that properly belongs with the regulators of IDIs (not to mention antitrust authorities).

While privatized standard-setting bodies may certainly assist in the management of
dynamic, complex systems, they should also be approached with prudence. The considerations and judgments produced by SSOs are not always easily understood by the public or regulators, and thus raise the possibility of ineffective reform. In rapidly changing fields, like the fintech sector, developing a set of “best practices” may provide very little insight to the public.

---

8 RFI at 10.
9 See, e.g., JULIE E. COHEN, BETWEEN TRUTH AND POWER: THE LEGAL CONSTRUCTIONS OF INFORMATIONAL CAPITALISM 191
(2019).
10 NIST releases Version 1.0 of its Privacy Framework, 2020 WL 416328 (“Like all NIST standards, the Privacy Framework is a voluntary tool intended to help organizations manage privacy risks arising from products and services, and to demonstrate compliance with laws affecting them such as the California Consumer Privacy Act or the European Union's General Data Protection Regulation.”)
12 See House Science panel blasts FDIC for failing to report another data breach, 2016 WL 6246205.
14 Id.
15 See Cohen, supra note 9, at 191.
(...)compliance professionals often frame the law in accordance with managerial values like operational efficiency and reducing corporate risk rather than the substantive goals the law is meant to achieve, like consumer protection or equality. This opens the door for companies to create structures, policies, and protocols that comply with the law in name only. As these symbolic structures become more common, judges and policymakers defer to them as
Moreover, these types of organizations often deploy trade secrets law to shield their decisions from scrutiny as a matter of course.\textsuperscript{17}

In general, the risks of delegation outweigh the rewards. We already have two empirical examples of how highly professionalized standard-setting can lead to catastrophic consequences in the financial sector. First, the integrity of the professional consensus on so-called “generally accepted accounting principles” (GAAP) collapsed in light of the Enron scandal.\textsuperscript{18} Secondly, the capital adequacy and creditworthiness assessments of credit rating agencies (CRAs) arguably facilitated the Global Financial Crisis.\textsuperscript{19} Historically, public interest groups have been excluded from industry-led standard-setting spaces, and are forced to rely on black-box testing and anecdotes to try to understand technologies, including their potentially discriminatory impact.\textsuperscript{20} With no watchdogs in place, an industry-led SSO is likely to develop methodologies based on certain assumptions about the cost and benefits of a technology for partnering companies, but they will not necessarily pay close attention to the potential impacts on users.\textsuperscript{21}

In general, we echo our previous calls for regulators to adopt a precautionary approach to digital banking activities. We should refrain from assuming these activities are significantly different to those covered by existing regulations. At the same time, we should bear in mind that certain technologies should have no place in our financial system whatsoever.\textsuperscript{22}

\textbf{The FDIC Should Not Irresponsibly Delegate Core Regulatory Functions}

We consider the FDIC’s third party service provider management and supervision duties paradigms of best practices or as evidence for an affirmative defense or safe harbor, mistaking mere symbols of compliance with adherence to legal mandates.”

\textsuperscript{17} See COHEN, supra note 9, at 191.
\textsuperscript{18} See, e.g., William W. Bratton, Enron and the Dark Side of Shareholder Value, 76 Tul. L. Rev. 1275, 1354 (2002) (arguing “standards only work when the actor authorized to apply them is ready to take responsibility for a judgment call); William K. Black, The Department of Justice "Chases Mice While Lions Roam the Campsite": Why the Department Has Failed to Prosecute the Elite Frauds That Drove the Financial Crisis, 80 UMKC L. Rev. 987, 1005 (2012) (arguing problems with GAAP persisted from the Enron scandal to the GFC).
\textsuperscript{20} COHEN, supra note 9, at 193.
\textsuperscript{21} Id. at 194.
to be core functions of the FDIC. It is incumbent on the FDIC to examine and properly supervise the relationships of depository institutions under its regulatory purview. The FDIC reviews a financial institution’s management of significant third-party relationships in the context of the normal supervisory process. When circumstances warrant, the FDIC may use its authority to examine the functions or operations performed by a third party on the IDI’s behalf. This review pertains to safety and soundness, consumer protection, and civil rights laws: all critical dimensions of financial services. Banking regulators may also take enforcement actions against “institution-affiliated parties” that have engaged in knowing or reckless conduct that “caused or is likely to cause more than a minimal financial loss to, or a significant adverse effect on, the insured depository institution.”

The FDIC also has responsibility to assess the third party's information security program. Generally, a third-party contract must already include provisions for periodic independent internal or external audits of the third party, and relevant subcontractors. But responsibility ultimately resides with FDIC to determine whether the third party has sufficient experience in identifying, assessing, and mitigating known and emerging threats and vulnerabilities. For example, like all banking regulators, the FDIC is charged with supervising the supply of third-party payment services for operational risk. At a time when most people in the United States are using mobile financial services to pay bills, this security function is indispensable to the general workings of the economy. IDIs have been held responsible for the sales practices of third parties that have marketed products on their behalf. It would be difficult for the FDIC to properly regulate this space without direct oversight.

---

24 RFI at 5; 12 U.S.C. §§ 1464(d)(7), 1867(c)(1); 12 U.S.C. § 1867(c)(1) (“whenever a depository institution that is regularly examined by an appropriate Federal banking agency . . . causes to be performed for itself, by contract or otherwise, any services authorized under this chapter, whether on or off its premises . . . such performance shall be subject to regulation and examination by such agency to the same extent as if such services were being performed by the depository institution itself on its own premises.”); see also 12 U.S.C. § 1464 (d)(7).
27 See, e.g., Swinehart, supra note 25, at 112.
If it is the case that FDIC personnel lack the expertise or resources to properly assess new technologies, outsourcing that responsibility will only entrench the problem. In the context of internet-based governance, legal language is often produced by computer scientists and engineers, and unfamiliar to many regulators and policymakers.\textsuperscript{29} If banking continually moves toward the use of new models, would the FDIC simply retreat further from its legislative mandate?

Although the RFI suggests that the FDIC “is not considering substantive revisions to its existing supervisory guidance”, this is misleading and unrealistic.\textsuperscript{30} History has shown that the politics of multi-stakeholder standardization diminishes our ability to disentangle technical commitments from substantive policy commitments.\textsuperscript{31} Concerns about fundamental rights tend to disappear in a cascade of jargon.\textsuperscript{32} Alleged methodological and technical concerns should remain under the public eye, lest they involve or create substantive public interest issues that would otherwise be obscured.

It is also worth considering that technologies that outstrip the ability of regulators to regulate them should simply be prohibited. The FDIC cannot ensure that an industry-led SSO would abide by a public interest mandate. Strikingly, it appears the FDIC would not have supervisory authority over the SSO. It is troublingly unclear how an SSO would be regulated or if the FDIC would even be able to revisit an SSO’s decisions. This raises the possibility that the SSO would sanction irresponsible activity or industry would use the SSO to avoid basic responsibilities. We are concerned that an industry-led SSO would become a liability shield for companies the FDIC is responsible for regulating.

For instance, as Professor Chris Odinet argues in his comment letter concerning the RFI’s relevance to the Fair Housing Act (FHA), HUD’s final rule states that the defendant can show that the challenged policy or practice advances a valid interest or legitimate objective, which includes practical business, profit, and policy considerations.\textsuperscript{33} An IDI, a fintech firm, or an IDI partnering with a fintech firm to use its alternative credit scoring model may be able to provide such a justification easily by indicating it is part of their practical business plan to obtain approval from a SSO.\textsuperscript{34} Such an approach makes it all too easy for the defendant to avoid scrutiny and creates more hurdles for the victim of discrimination.

\textsuperscript{29} COHEN, supra note 9, at 232-233.
\textsuperscript{30} RFI at 7.
\textsuperscript{31} See COHEN, supra note 9, at 233.
\textsuperscript{32} Id.
\textsuperscript{34} Id.
Similar problematic dynamics may attend AML transaction monitoring models, customer service models, business development models, fraud models, etc. We have enumerated just a few consumer protection concerns in this comment.

**Privatization and Independent Certification Would Likely Favor Incumbents and Lead to Corruption**

We are also concerned that certain IDIs or other actors would capture or commandeer an industry-led SSO to offload responsibility for assessing the risk of their own models or those of fintech partners.

DPEF’s experience with SSOs in the technology space has not given us any cause for comfort. For instance, the Internet Corporation for Assigned Names and Numbers (ICANN), the not-for-profit body that oversees the Internet’s domain name system, was established by the U.S. Department of Commerce in 1998. In 2006, the Department lost residual authority over this body and it was privatized entirely. Recently, ICANN attempted to sell the .ORG domain registry (crucial digital infrastructure) to private equity firm Ethos Capital. They were only prevented from doing so by a large consortium of nonprofits and civil liberties organizations — including DPEF and AFR Education Fund — that understandably feared a profit-minded multi stakeholder group would raise registration fees, censor members, and collect and monetize web browsing data.

There is no reason to imagine an industry-led voluntary certification program would improve competition for small IDIs like community banks or even for fintech start-ups. Some representatives of smaller IDIs have expressed concerns that the costs associated with the financial institutions' review of both models and third-party providers of models can create barriers to entry. However, we are more concerned that incumbent institutions — especially those with prior experience influencing multistakeholder technological platforms — would exercise disproportionate control over the SSO. Even at the international level, many SSOs have

---

35 ICANN has been formally organized as a nonprofit corporation "for charitable and public purposes" under the California Nonprofit Public Benefit Corporation Law. Prior to the establishment of ICANN, the internet’s core address and routing functions were managed via contracts with the U.S. Department of Defense. ICANN History, ICANN, [https://www.icann.org/history](https://www.icann.org/history) (last visited Sept. 22, 2020).


38 RFI at 5.
purported to support competition, but ultimately result in rent-seeking by larger firms with better funding and better connections to technologists.\textsuperscript{39}

In general, reliance on algorithm-based performance standards has previously led to a gamification dynamic — large and powerful firms have incentives to pass the test, but not necessarily adhere to the spirit of its purpose.\textsuperscript{40} By contrast, we expect smaller IDIs to feel constrained to enter into relationships for the provision of models or services with only those fintechs that are certified by the SSO, which would most likely be well-established firms, including those tethered to Big Tech titans like Amazon, Apple, Google, and Facebook.\textsuperscript{41}

Finally, the use of a fee-based voluntary certification program risks creating a two-tiered system for conducting due diligence and ongoing monitoring of third-party providers. In one tier, IDIs with significant influence may be able to purchase a “rubber stamp.” In the other tier, IDIs working with non-certified third parties would remain subject to more intense, direct scrutiny by the FDIC. In this scenario, allowing safe harbors for larger and influential firms would likely undermine trust in new technologies and could also discourage innovation.

**New Digital Banking Activities Raise Consumer Protection Risks, Threaten Our Civil Rights, and Can Lead to Disparate Impact**

The RFI asks if there are currently factors that inhibit the adoption of technological innovations.\textsuperscript{42} It does not question whether the ostensibly relevant innovations are appropriate for IDIs or their customers. Treating innovation and liberalization as unqualified goods leads regulators to ignore both considerations of equity and long-term innovation.\textsuperscript{43} Nascent technological innovations tend to make it more difficult for individual consumers, groups of consumers, or public interest organizations to see if and how different users of a technology may be treated differently, or there may be a discriminatory impact. This makes it that much more

\textsuperscript{39} COHEN, \textit{supra} note 9, at 206.
\textsuperscript{42} RFI at 11.
\textsuperscript{43} COHEN, \textit{supra} note 9, at 233.
important that regulators have and use visibility into processes and outcomes, and that they
provide maximum possible transparency for the public. If the FDIC lacks the technical
know-how to regulate properly, it is only cementing a paradox: effective control of
data-intensive processes requires technological know-how, but the very process of optimizing
controls in this way only makes governance more opaque and less accessible to the broader
public.  

In general, the FDIC should be more mindful of consumer protection risks presented by
third-party models or technologies, to ensure they are developed and operated in compliance
with applicable consumer protection laws and regulations, which may include, for example, fair
lending laws, privacy laws, and prohibitions against unfair, deceptive, or abusive acts or
practices. As IDIs increasingly enter into partnerships with technology companies and adopt
new tools themselves, we maintain deep concerns regarding their use of artificial intelligence and
predictive analytics for marketing, loan underwriting and monitoring, and the pricing of products
and services. Data analytics can potentially benefit individual consumers, especially consumers
who have a “thin file” or no file on record with a traditional credit reporting agency. However,
use of data analytics can also worsen existing disparities. In light of the way that exploitation of
unbanked and underbanked communities of color is baked into our financial system, industry
plans for greater “financial inclusion” demand careful scrutiny.

---

44 Id. at 234.
Interagency Statement on the Use of Alternative Data in Credit Underwriting, FIL-82-2019 (Dec. 13, 2019);
Interagency Fair Lending Examination Procedures (Aug. 2009); Policy Statement on Discrimination in Lending, FR
Doc. No. 94-9214 (Apr. 15, 1994); Dodd-Frank Act, Title X, Subtitle C, Sec. 1036; Pub. L. 111-203 (July 21, 2010).
46 National Bureau of Economic Research, The Role of Technology in Mortgage Lending, Working Paper 24500,
47 See, e.g., Carol Evans, Board of Governors of the Federal Reserve System, Keeping Fintech Fair: Thinking about
Fair Lending and UDAP Risks, Consumer Compliance Outlook (Second Issue 2017) 4 (“[T]he fact that an algorithm
is data driven does not ensure that it is fair or objective.”); Banking on Your Data: The Role of Big Data in
Equal Credit Opportunity Act); Banking on Your Data: The Role of Big Data in Financial Services: Hearing Before
the H. Comm. on Fin. Services, 116th Cong. 20-21 (2019) (Statement of Dr. Seny Kamara, Assoc. Prof., Dept. of
-wstate-kamaras-20191121.pdf (“[Algorithmic bias] is a serious concern in the context of the Equal Credit
Opportunity Act and the Fair Housing Act, both of which prohibit discriminatory lending practices”).
48 See, e.g., Nat’l Consumer Law Ctr., Past Imperfect: How Credit Scores and Other Analytics “Bake In” and
Imperfect050616.pdf [https://perma.cc/S8ED-WTDR].
Today, the use of data impacts the marketing, pricing, delivery, and implementation of almost every product, including financial services products. It brings both advantages and disadvantages. So-called “alternative data” can be used inappropriately to charge higher prices to those least able to afford them. Analysis of price sensitivity and propensity to comparison shop may lead to higher prices for less sophisticated consumers, those with more limited internet access, those with fewer banks in their community, and those with fewer options.

IDIs and fintech partners are increasingly using IDI transaction data to evaluate credit applications. Banks may access data in their own customers’ accounts, or they may use services such as Experian Boost (using utility and telecommunications payments as identified in bank account records) and UltraFICO (using bank account transactions). Banks also partner with lenders that access transaction data through data aggregators.

This trend raises myriad concerns. Analysis of the patterns of deposits into an account could lead to lending based on ability to collect, not ability to repay. Among other problems, this would likely lead to discrimination against recipients of government assistance, including elderly and disabled consumers. Data that goes into lending or other decisions could be attributed to the wrong consumer or be otherwise erroneous. The conclusions of computer algorithms could be off-base. The Fair Credit Reporting Act (FCRA) is aimed at ensuring accuracy, predictiveness, transparency, and appropriate use of information that is used to make decisions about people. Those purposes apply equally to decisions made through analysis of alternative data — shifting oversight to an industry-led body simply because the technology is difficult to understand would be inappropriate.

As even industry commentators have noted, certification cannot control how an IDI's data — and thus consumer data — would be used. This would leave little recourse for consumers, including victims of discrimination. Too often, promises of technological empowerment yield
“predatory inclusion” — a process whereby financial institutions offer needed services to specific classes of users, but on exploitative terms that limit or eliminate their long-term benefits. In general, many longer-term loans originated based on alternative data are marketed toward “underbanked” low and moderate income families, but carry extremely high interest rates and are made with little regard for the borrower’s ability to repay the loan while meeting other expenses.

Creditworthiness is often determined by a closed box of algorithms that assesses our 'digital character' in an opaque manner. Firms using algorithmic technologies may analyze this data and make decisions in a manner that perpetuates discrimination. In theory, facially neutral algorithms mitigate the risk that consumers will face intentional discriminatory treatment based on protected traits such as race, gender, or religion. But evidence demonstrates that the data sets being used are often incomplete or inaccurate, and that discriminatory outcomes can result from use of data that correlates with race.

Creditors using alternative data may run afoul of credit discrimination laws if use of that data leads to disparate outcomes. The Equal Credit Opportunity Act (ECOA) prohibits credit discrimination on the basis of race, color, religion, national origin, sex, marital status, age, and other factors. The FHA prohibits discrimination in the sale, rental or financing of dwellings and other housing-related activities on the basis of race, color, religion, national origin, sex, disability or familial status. Both statutes prohibit policies or practices that have a disproportionately negative impact on a protected class even though the creditor has no intent to discriminate and the practice appears neutral on its face.

Much like the factors that drive the disparities in traditional credit scores, the new sources of data reflect deeply ingrained structural inequalities in employment, education, housing and economic opportunity. Geolocation data reflects deeply entrenched racial and ethnic

53 Louise Seamster & Raphaël Charron-Chénier, Predatory Inclusion and Education Debt: Rethinking the Racial Wealth Gap, 4 Soc. Currents 199, 199-200 (2017) (describing the targeting of mortgagors and students who borrow to purchase homes or education as “predatory inclusion.”). See also Kristin Johnson et al., Artificial Intelligence, Machine Learning, and Bias in Finance: Toward Responsible Innovation, 88 Fordham L. Rev. 499, 505, 517–21 (2019) (arguing fintech firms may "hardwire predatory inclusion" into financial markets for the “next several generations”).


57 15 U.S.C. §§ 1691 et seq. The ECOA applies to consumer and commercial credit.

58 42 U.S.C. §§ 3601 et seq.

59 See Nat'l Consumer LawCtr., supra note 48 (noting African American, Latinx, and Asian consumers have lower credit scores as a group than whites).
segregation in housing. Even seemingly neutral variables, when used alone or in combination, can correlate with race, ethnicity and other prohibited factors. Learning algorithms, processing large volumes of information, will likely pick up subtle, but statistically significant patterns that correlate with race and other protected characteristics and replicate existing bias. Machine learning algorithms may also analyze variables that engineers did not intend them to analyze. Overall, patterns in alternative credit data can be mined to extract race, ethnicity or other protected characteristics and produce discriminatory outcomes.

Any data used for credit decisions must comply with the ECOA and the FCRA, which at a minimum mandate that the data used be accurate and predictive of creditworthiness. Yet Big Data’s records are often inaccurate. For example, an examination of consumer reports generated by eBureau, which has since been acquired by TransUnion, revealed that the underlying information used to assess income and education level was incomplete and primarily gathered without the consumer’s knowledge. Moreover, these reports provided no definitive guidance or explanation of how they measure creditworthiness.

The use of alternative data combined with sophisticated algorithms, especially machine learning algorithms, in online marketing and underwriting also raises concerns regarding price discrimination, redlining and steering. Steering occurs online when a consumer is directed towards or away from a loan product or feature because of his race, gender or other prohibited characteristic, rather than based on an applicant’s need or other legitimate factor. For example, a creditor may steer limited English proficient (LEP) consumers to a different range of products than non-LEP borrowers. Digital redlining occurs when a creditor provides unequal access to credit or unequal terms of credit based on prohibited characteristics. Data-driven marketing that targets consumers based on prohibited characteristics may engage both forms of discrimination.

Alternative data and analytics have enabled creditors to target people of color and those living in low-income neighborhoods with high-cost loans, including payday loans and subprime

61 Johnson et. al., supra note 53 at 510.
66 Id.
mortgages. Such algorithmic profiling also leads to online price discrimination, raising the price of goods and services for consumers in low-income, less technologically-enabled households. The recent action against Facebook by the Department of Housing and Urban Development (HUD) highlighted the discriminatory impact of these targeted advertising and marketing practices. The data used to target Facebook users was unwittingly provided through the actions of users, and those associated with them, on and off the platform. Such behavioral data enabled Facebook to classify users based on protected characteristics and invited advertisers to discriminatorily target or exclude housing-related ads to users based on these imputed protected traits.

Concerns about this form of discrimination extend beyond underwriting to how credit is priced. For example, consumers may be directed to subprime credit cards based on personal characteristics, even though they could qualify for more competitive rates. In the mortgage context one study noted that fintech lenders reduced but did not erase discriminatory lending patterns, particularly with respect to the pricing of loans. Latinx and African American borrowers paid 7.9 and 3.6 basis points more in interest for home purchase and refinance mortgages respectively because of discrimination. These magnitudes represent 11.5% of lenders’ average profit per loan.

Additionally, advocates are concerned about the lack of transparency inherent in many of the machine learning models that limit disclosure of the justification for credit based decisions. The ECOA and FCRA notice provisions require that creditors provide credit applicants with notices stating the reasons for credit denial or for taking other adverse actions on an application. These notices may provide clues to help uncover whether the creditor’s decision was in fact, discriminatory.

The ECOA notice requirement was designed to fulfill the dual goals of consumer protection and education. Regulation B, which implements ECOA, requires creditors to provide a statement of specific reasons for the action taken or a disclosure of the applicant’s right to request a statement of such reasons, with the name, address, and telephone number of the person or office from which the statement of reasons can be obtained. The reasons disclosed must

68 HUD v. Facebook, Charge of Discrimination, FHEO No. 01-18-0323-8 at paragraph 12.
70 Id.
No factor that was a principal reason for the adverse decision may be excluded, even if the relationship of that factor to creditworthiness may not be clear to the applicant.

The notices required by Regulation B raise fundamental transparency issues. Under Regulation B, consumers are statutorily entitled to know what type of information is being used to assess them and how that information is being used. However, where complex algorithms are used based not on standard underwriting factors, but rather unknown alternative data, it is impossible to know exactly what factors were used and how they were used to determine a consumer’s creditworthiness. Opaque algorithms which fail to apprise a consumer of the specific and accurate reasons for the credit denial undermine the legislative intent of ECOA and could lead to discriminatory conduct by creditors. Artificial intelligence and machine learning must not be used to reinforce existing discriminatory conduct.

Existing partnerships between IDIs and surveillance-based technology companies have already raised unique, specific concerns. For instance, the new Apple Card — offered in partnership with Goldman Sachs — is currently the subject of a New York State investigation for gender discrimination complaints. Amazon now offers credit cards in tandem with Synchrony Bank, formerly GE Capital Retail Bank, which the Consumer Financial Protection Bureau (CFPB) ordered to provide an estimated $225 million in relief to consumers harmed by illegal and discriminatory credit card practices. A new checking account partnership between Google and Citibank has drawn criticism from privacy advocates, who argue Google wants to sell or share financial data for targeted advertisement or other purposes.

The FDIC Should Consider Links Between Financial Data Collection and Law Enforcement

In assessing whether certain innovations are appropriate for IDIs, the FDIC must bear in mind that new technologies may endanger our civil liberties in new ways. “Bulk” financial

---

74 Id. at § 1002.9(b)(2)-4.
75 For a list of studies, see Nat’l Consumer Law Ctr., supra note 48.
surveillance eventually creates a detailed picture of our most private social, familial, romantic, religious, and political activities. Data about a single transaction can be linked to purchase history, creating a “picture of the person behind the payment.” A massive data broker industry connects data regarding our finances to data about our employment, marital status, homeownership status, medical conditions, and even our interests and hobbies.

Law enforcement authorities use sensitive corporate data, including financial data, to target vulnerable communities. As a general matter of course, “surveillance-as-a-service” companies sell data, including financial data, to local police departments. Historically, the National Security Agency (NSA) and other federal law enforcement agencies have exploited corporations’ growing troves of records. Indeed, tech companies have a long history of spying on users at the behest of government agencies (which disregard court rulings as to the unconstitutionality of their practices). It would be unwise for regulators to divorce analysis of corporate surveillance from government surveillance.

As Justices Thurgood Marshall and William Douglas warned in the 1970s, technology that allows for faster and better banking has led to easier law enforcement access to depositor data. While it is true that bank account holders are protected by statutes like the Right to Financial Privacy Act of 1978, this law only requires government agencies provide individuals with a notice and an opportunity to object before a bank discloses personal information to the federal government. There is also a general carveout for certain law enforcement, rendering the law more of a procedural rather than substantive barrier to violations of civil liberties.

---

80 See, e.g., Simone Browne, Dark Matters: On the Surveillance of Blackness 10-29 (2015) (“Surveillance is nothing new to black folks. It is the fact of antiblackness.”); Virginia Eubanks, Automating Inequality 1-38 (2017) (detailing how programs have demanded poor people sacrifice their rights to privacy and self-determination); Cohen, supra note 17, at 61 (noting law enforcement agencies have conducted prolonged, intrusive surveillance of Muslim and Latinx communities, relying on corporate communications metadata).
82 See, e.g., Cohen, supra note 9, at 238-242 (arguing bulk collection and analysis of data generated by networked communications intermediaries have become “pillars” of state surveillance).
84 See, e.g., Cohen, supra note 9, at 43 (describing a “surveillance-innovation complex”, wherein the state and private sector producers of surveillance technologies form a “symbiotic relationship”).
87 See id. at §§ 3406-08 (financial institutions can disclose customer records in response to a search warrant, subpoena, or written request from a government authority).
All financial institutions must comply with Title III of the USA PATRIOT Act, which requires they implement robust customer identification programs, commonly labeled “know your customer” (KYC) provisions. Financial institutions must generally assist police investigations requiring financial information and provide specific information to law enforcement agencies, including by filing “suspicious activity reports” (SARs).

Given these obligations, and the racial injustices perpetrated by law enforcement, we are especially concerned by suggestions that IDIs — on their own initiative or in partnership with tech companies — should collect more geolocation or biometric data. Geolocation data revealed by payment histories is uniquely difficult to anonymize. Privacy and racial justice advocates vehemently oppose the use of biometric tools like facial recognition technology, iris-scanning, and palm prints. Facial recognition software is likely to mislabel or misrecognize members of racial minority groups, especially Black Americans. Yet some tech companies

---

89 The information in the database is accessible by federal, state and local law enforcement agencies, and can be used in investigations. See, e.g., Daniel Bush, How banks and the government keep track of suspicious financial activity, PBS NewsHour (June 12, 2020), https://www.pbs.org/newshour/politics/how-banks-and-the-government-keep-track-of-suspicious-financial-activity. For further background, see, e.g., Ben Hayes, Counter-Terrorism, “Policy Laundering,” and the FATF: Legalizing Surveillance, Regulating Civil Society, 14 INT’L J. NOT-FOR-PROFIT L. 5, 19 (2012); Natsu Taylor Saito, Whose Liberty? Whose Security? The USA PATRIOT Act in the Context of CINTELPRO and the Unlawful Repression of Political Dissent, 81 OR. L. REV. 1051, 1116 (2002) (noting many companies report being pressured to “turn over customer records voluntarily, in the absence of either a court order or a subpoena, ‘with the idea that it is unpatriotic if the companies insist too much on legal subpoenas first.’”).
90 31 C.F.R. § 1022.320.
92 See, e.g., Cahn & Giddings, supra note 79.
engaged in financial services are attempting to create entire biometric-based, portable digital identities to substitute for government ID.\textsuperscript{95} Although supporters predictably cite “financial inclusion” as a business justification, biometric tools in question have proven to be of limited value in the context of financial services provision.\textsuperscript{96} Overall, the general use of this kind of sensitive data not only increases the risk of predation by banks and civil liberties violations by governments, but security breaches by competitors and hackers.\textsuperscript{97} NIST has recently established risk-based technical standards for each of the component processes of a digital identity system (enrollment and identity proofing; authentication and lifecycle management; and federation), which are mandatory for the federal government, but only voluntary for the private sector.\textsuperscript{98} As part of this effort, it has already tested the accuracy of facial recognition systems in different scenarios.\textsuperscript{99} It may be of more service to the FDIC than a private industry-led SSO.

In general, we should question whether specific forms of financial exclusion are in fact technological at their roots. Heightened surveillance may actually stand to chill financial inclusion. FDIC surveys consistently note that many “unbanked” households refuse to open bank accounts due to privacy concerns.\textsuperscript{100} While providing increased access to digital financial services is important, a rapid shift to digitization — not to mention the broader “war on cash”\textsuperscript{101}

\textsuperscript{96} See, e.g., ET Bureau, Aadhaar verdict: Telcos, banks & financial companies may feel the pinch, The Econ. Times (Sept. 27, 2018), https://economictimes.indiatimes.com/news/politics-and-nation/aadhaar-verdict-telcos-banks-financial-companies-may-feel-the-pinch/articleshow/65973414.cms (noting that biometric IDs linked to a central registry are still not acceptable for KYC purposes).
\textsuperscript{100} FDIC, National Survey of Unbanked and Underbanked Households, 2017 4, 23-24, https://www.fdic.gov/householdsurvey/. See also, id. at 3 (noting Black households are nearly six times more likely to be unbanked than white households, while Hispanic households are nearly five times more likely to be unbanked than white households).
— stands to harm low-income people of color in particular. The fintech revolution presumes a certain technological infrastructure (like universal broadband), not to mention a certain level of household financial stability.

Conclusion

The RFI asks what the FDIC can do to “support the financial services industry's development and usage of a standardized approach to the assessment of models or the due diligence of third-party providers of technology and other services.”

As a general matter, we believe the FDIC and other banking regulators should set standards and develop their own facilities in this arena. If banking regulators truly aim to reduce regulatory and operational uncertainty, they will not accomplish this goal by inserting additional decision-makers — shielded from public scrutiny — into the regulatory process. Banking regulators should clarify the extent to which they are experiencing difficulty understanding contemporary information technology. If the extent is great, NIST and other public institutions are available to assist them.

Privatization of standard-setting would only permit IDIs to further engage in activities that may present risks that are not fully understood by banking regulators. This is especially important because while providing data processing, data storage, and data transmission services is permissible for Bank Holding Companies (BHCs) and their subsidiaries, it is questionable how much Big Data collection would actually be used to improve banking and how much would be used for other business endeavors. As a general matter, we strongly agree with other recent commenters that banking regulators should respect Congress’s strongly articulated purpose of separating banking and commerce.

In any format, we oppose the provision of banking privileges to companies that do not take deposits or that use technologies that could threaten our safety and wellbeing, especially for communities of color. Some sorts of digital activities should be kept out of the financial system,
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102 See, e.g., Terri Friedline, \textit{An Open Internet is Essential for Financial Inclusion, FinTech Revolution}, \textit{Huff. Post} (Dec. 14, 2017), \url{https://www.huffpost.com/entry/an-open-internet-is-essential-for-financial-inclusion_b_5a3345dce4b0e1b4472ae520}.

103 See Stanley, \textit{supra} note 101.

104 RFI at 13.
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period.  

We echo Iowa Law School professor Chris Odinet in arguing that the way regulators have gone about addressing financial technology has likely impeded innovation.\textsuperscript{109} This is not because they have failed to sufficiently listen to the tech industry. It is because regulators are moving forward on their own, without taking the time to consult with the states or Congress.

The “new language of financialization” will be defined by “privileged access to data.”\textsuperscript{110} Any such privileges need to be paired with powerful guardrails and responsibilities. At a time of great economic, political, and social uncertainty, banking regulators need to be especially vigilant regarding threats to the integrity of financial institutions.\textsuperscript{111} Policymakers must avoid being swayed by general promises of ‘innovation’ and create systems for real accountability on behalf of the public.

We have attempted to summarize our thoughts on a number of financial technology topics, but these are incomplete. Other public interest organizations that have not had the capacity to comment right now -- given the pandemic and global depression -- also have important perspectives to offer. We therefore urge the FDIC not to rush any fintech initiatives and to seek more public comment on these topics before moving forward.

We appreciate the opportunity to comment on this RFI. If you have questions, please contact Raúl Carrillo (Fellow, AFR Education Fund; Policy Counsel, DPEF) at raul@ourfinancialsecurity.org.

Respectfully submitted,

Americans For Financial Reform Education Fund
Demand Progress Education Fund
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\textsuperscript{110} COHEN, supra note 9, at 233.