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Civil Rights Concerns Regarding Law Enforcement Use of Face Recognition Technology

Across the country, local, state, and federal law enforcement and immigration agencies use face recognition systems to identify, track, and target individuals. More than half of all U.S. adults are already in face recognition databases used for criminal investigations.¹ This technology dramatically expands law enforcement’s power and poses severe threats to everyone’s safety, wellbeing, and freedoms of expression and association—but especially for Black and Brown communities, Muslim communities, immigrant communities, Indigenous communities, and other people historically and currently marginalized and targeted by policing.

Much of the public debate has focused on the alarming inaccuracy of face recognition systems, particularly on women and people with darker skin.² In at least three cases that are publicly known, police have relied on erroneous face recognition identifications to make wrongful arrests of Black men, underscoring the dangerous nature of this technology in the hands of law enforcement.³

But improvements in the technology’s accuracy will not address the fundamental problem: face recognition expands the scope and power of law enforcement, an institution that has a long and documented history of racial discrimination and racial violence that continues to this day. In the context of policing, face recognition is always dangerous—no matter its accuracy. Throughout our nation’s history, law enforcement has used surveillance to silence dissent and to maintain white supremacy, from slave patrols⁴ to the FBI’s COINTELPRO program. Face recognition and other modern surveillance technologies promise to continue a history that has shown itself to be incompatible with the freedoms and rights of Black and Brown communities.

Given this history, it’s no surprise that many law enforcement agencies have adopted face recognition technologies in secret, without the input or approval of policymakers or the public. In cases where the public has learned of an agency’s use of face recognition, key details about how the system works and how it’s used often remain concealed, even from criminal defendants. The details that have been uncovered to date are troubling: agencies often run searches on “flawed” face data—matches based on low confidence thresholds, artist-drawn composite sketches, and images that have been heavily edited. The undersigned groups agree that law enforcement’s use of face recognition is invasive and harmful to all communities, with severe and disproportionate harms for Black and Brown communities.

The most comprehensive approach to addressing the harms of face recognition would be to entirely cease its use by law enforcement. The six concerns outlined below highlight why the strongest policy action on face recognition is urgently needed.

1. Regardless of technical accuracy, law enforcement use of face recognition systems could exacerbate the harms of policing in communities that are already targeted by the police.

Much attention has been focused on the increased errors in face recognition systems on Black and Brown people. But even if bias could be entirely eliminated from the technology, the use of face recognition will still disproportionately harm Black and Brown communities. This is because, as is the case with any practice or tool of policing, face recognition is more likely to be deployed on Black and Brown communities. As a consequence, the individuals subject to face recognition searches that may lead to targeting by police are disproportionately likely to be of color. In addition, law enforcement’s use of mugshot databases for face recognition searches means that Black and Brown people, who are disproportionately targeted for arrest and

---

5 Despite the danger of such action causing errors and producing unreliable information, departments edit photos with computer generated imagery, use sketches, or even run scans on celebrity lookalikes in their face recognition systems. See Clare Garvie, Garbage In, Garbage Out: Face Recognition on Flawed Data (May 16, 2019), https://www.flawedfacedata.com/. Additionally, some departments permit matches with low confidence thresholds—meaning a low certainty of the matching being accurate—to be used. For example, Amazon recommended a police department configure its systems to return matches with no minimum confidence threshold even after making public statements that police setting systems to return matches below 99 percent would be irresponsible. See, Jake Laperruque, About-Face: Amazon’s Shifting Story on Facial Recognition Accuracy, The Project On Government Oversight (April 10, 2019), https://www.pogo.org/analysis/2019/04/about-face-examining-amazon-shifting-story-on-facial-recognition-accuracy/.


7 One police department found that their use of face recognition on communities of color was up to 2.5 times greater than their proportion of the population being policed. See Automated Regional Justice Information System, San Diego’s Privacy Policy Development: Efforts & Lessons Learned, 11, available at https://drive.google.com/file/d/1Zr2jILcBMUKnHTRK1ZC248NbFUqNRww/view?us_p=sharing.
incarceration, will be more likely to show up in search results. In this manner, face recognition risks carrying forward historical biases and exacerbating existing biases in the way our communities are policed.

2. Law enforcement use of face recognition threatens individual and community privacy by allowing invasive and persistent tracking and targeting.

Face recognition is already a pervasive part of American policing. Law enforcement agencies routinely use the technology to compare an image from bystanders’ smartphones, CCTV cameras, or other sources with face image databases maintained by local, state, and federal agencies. Potentially more than 133 million Americans are included in these databases, with at least thirty-one states giving police access to driver’s license images to run or request searches, and twenty-one states giving the FBI access to the same. Law enforcement use of these databases for investigations places millions of Americans in what has been called a “perpetual line-up,” posing particular risk to privacy and access to public space for Black and Brown people, immigrants, and other groups who are routinely targeted by police.

Face recognition, when used with persistent surveillance camera networks, further erodes anonymity in public spaces, allowing law enforcement to perpetually track the movements of nearly any person at any time. Major American cities have piloted persistent face surveillance, which continuously scans live video to identify individuals. Such tracking undermines fundamental rights to association, expression, and privacy. The Supreme Court's 2018 decision in Carpenter v. United States held that warrantless location tracking using cell site location data for more than seven days is unconstitutional. Persistent face surveillance can “catalogue every single movement” of individuals in the same way, and it's arguable that such tracking would be unlawful under a Carpenter analysis.

3. Law enforcement use of face recognition can chill First Amendment-protected activities.

13 See, e.g., United States v. Jones, 565 U.S. 400, 415 (2012) (Sotomayor, J., concurring) (“Awareness that the Government may be watching chills associational and expressive freedoms.”)
15 Id. at 2217, quoting Jones at 430 (Alito, J., concurring).
Face recognition presents a serious threat to First Amendment rights. Law enforcement can use face recognition to identify people attending large protests, political events, or religious ceremonies, and catalog individuals’ engagement in these First Amendment-protected activities. American history is fraught with efforts to monitor individuals based on dissent or religious beliefs, and face recognition could supercharge that surveillance. The mere threat of face recognition being used to catalog, interfere with, or retaliate against First Amendment-protected activities will in itself chill participation and expression in a way that is not compatible with democratic society.

In 2015, Baltimore police used face recognition amid protests against the police killing of Freddie Gray to find individuals with "outstanding warrants and arrest[ed] them directly from the crowd," in order to disrupt, punish, and discourage protesters. Police in cities including Washington, D.C., New York City, and Miami also used face recognition to identify protestors during the uprising against anti-Black racism and police violence in 2020. In addition to broad surveillance, face recognition can be too easily warped into a tool for selective prosecution. The ability to pull up face recognition matches for individuals with an active bench warrant for a low-level offense has already been abused to target those exercising their First Amendment rights. In most jurisdictions law enforcement agencies do not even need evidence of a crime committed in order to run a face recognition search. This broad-based face surveillance chills civic engagement and promotes self-censorship. While this threat is significant for existing face recognition technologies, it’s even more significant for emerging forms of persistent face surveillance.

4. Law enforcement use of face recognition can easily violate due process rights and otherwise infringe upon procedural justice.
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New technologies, including face recognition systems, often allow law enforcement to circumvent existing legal protections for individuals. Due process requirements govern law enforcement actions throughout the criminal legal process, including stop-and-frisks, investigations, searches, arrests, and beyond. Yet, in the twenty years that face recognition has been used in some jurisdictions, defendants’ rights to due process protections have been essentially non-existent when it comes to the technology. And because prosecutors and law enforcement often conceal the use of face recognition in criminal trials, it may be difficult, if not impossible to ensure that defendants are able to exercise their Sixth Amendment rights.

The ability to assess the reliability of both the face recognition systems and the ways in which they are used is critical to ensuring due process of law. Protecting due process rights and preserving Brady rights would require that law enforcement agencies disclose key details about the design and use of the system that impact the reliability of matches. This includes information about the make and model of the particular system used; the training data and inner workings of that system; and where, when, and how humans make decisions when using the system. Face recognition searches require a number of human decisions, each necessarily bringing in the discretion and subjectivity of the user. Depending on the choices made by the agent using the face recognition system at a number of steps throughout the process, the results of the face recognition system could vary greatly, producing different matches, and different potential evidence. The person making these decisions is also likely the person who will assess matches generated by the system and make the ultimate decision of which is the “match.” Because the decisions involved in running face recognition searches can have a profound impact on the process and outcome for those arrested, disclosure of information about each of these steps is important to ensuring the defendant is afforded due process.

Additionally, the right “to be confronted with the witnesses against him” found in the Sixth Amendment of the Constitution is a critical feature of a fair trial. Defendants have the right to cross examine the people involved in creating reports and witnesses who provide identification, and to investigate the tools and tests that provided evidence. Any evidence that is considered “testimonial” in a case should be subject to examination in order to uphold those rights. Face

24 Karen Gullo & Jennifer Lynch, When Facial Recognition Is Used to Identify Defendants, They Have a Right to Obtain Information About the Algorithms Used on Them, EFF Tells Court, EFF.org (March 12, 2019), https://www.eff.org/deeplinks/2019/03/when-facial-recognition-used-identify-defendants-they-have-right-obtain.
26 A face recognition system that leads to arrest, or any investigative or police action, could be impacted and made more or less reliable by a number of factors, including the confidence thresholds used and the dataset of photos used to train the system, and the photo provided to conduct the search. For example, the person running the search can manipulate the photo to make it more accessible to the technology by taking actions such as pasting in eyes, or even substituting an image of a famous actor, as some have done. See Clare Garvie, Garbage In, Garbage Out: Face Recognition on Flawed Data (May 16, 2019), https://www.flawedfacedata.com.
27 That disclosure should therefore also include information regarding what other matches the system returned.
recognition is increasingly used to identify the accused, meaning that each step in the design and use of the technology must be disclosed in detail to defendants, who then have the right to challenge those procedures and algorithms in court. Complicating these issues, companies often make intellectual property claims to trade secrets to protect their algorithms and prevent their inner workings from coming to light, impeding defendants’ rights to confront evidence in court.29


5. Face recognition systems used by law enforcement often rely on faceprints that have been obtained without consent.

Developers of face recognition systems often use faceprints obtained without consent and in violation of public trust. A prominent example is Clearview AI, which created a face recognition tool used by over 600 federal, state, and local law enforcement agencies and private companies across the country. To build its data set for matching faceprints, Clearview amassed over 3 billion faceprints by scraping photos from across the Internet, including employment sites, news sites, and social media networks such as Facebook, unbeknownst to the subjects of these images. While the well-known Clearview database is used for running searches, databases used to train face recognition models also often rely on faceprints obtained or used for this purpose without consent. For instance, IBM captured faceprints by annotating user-uploaded images from the photo sharing site Flickr with details like skin tone and facial geometry. Additionally, in January 2021, the Federal Trade Commission settled with photo storage app Everalbum over its misuse of user photos for face recognition purposes, requiring Everalbum to delete face recognition models developed using user photos and videos.

In order to run face recognition searches, law enforcement relies on various sources including driver’s license photos and mugshots. The faceprints used to identify possible matches have been collected without consent for that purpose. Many states will run searches against their driver’s license photo databases for the FBI. Additionally, states can submit images to the FBI to run against its own face recognition database, which includes mugshots submitted by federal, state, and local agencies. State and local law enforcement agencies also maintain and run searches against their own databases of driver’s license and mugshot images from their own jurisdiction, as well as other jurisdictions and even other countries. For example, the Maricopa County Sheriff’s Office in Arizona included mugshots from Honduras in its face recognition match database.

Using people’s faceprints outside of their original purposes and without their knowledge is an invasion of privacy and violates public trust.

---

32 *Id.*
6. In addition to racial bias in how law enforcement uses face recognition, the technology itself poses disproportionate risks of misidentification for Black, Asian, and Indigenous people.

Studies of face recognition algorithms have documented the fact that commercial algorithms available for purchase and used by government entities around the country have inequitable error rates across a number of demographics including race, sex, and age. The National Institute of Standards and Technology’s Face Recognition Vendor Test found significant variation in both false positive and false negative error rates across race, sex, and age with the highest false positives for U.S. law enforcement mugshots among Black, Asian, and Indigenous people. In a comparison of match rates by country of origin, photos of people from East African countries had false positive rates 100 times higher than the baseline rate.

CONCLUSION

The evidence that face recognition technology impedes our rights has never been more clear. Even major technology companies have acknowledged the harms of law enforcement use of face recognition. In June 2020, as institutions across the country faced a reckoning over racial equity, IBM, Microsoft, and Amazon announced that they would be halting the sales of their face recognition technology to law enforcement. Now is the moment for national policymakers to address law enforcement use of this technology.

A ban or moratorium on law enforcement use of face recognition is the most effective way to address all of the concerns outlined in this statement. With Congress slow to act, a number of states and localities have taken action. Over a dozen cities across the country have banned face recognition, and multiple states have placed restrictions on its use. Accordingly, it is essential that any federal laws that seek to regulate face recognition do not preempt state and local bans. Given the concerns outlined above, one thing is clear: policymakers must act to protect the public from this dangerous technology now.

---

38 A false positive occurs when a person is incorrectly matched to a photo in the database when it is not actually them. A false negative occurs when the system incorrectly fails to match a person to their photo in the database.
40 Id. at 40.
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