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1 Extended Abstract

The backdrop of multiple scandals involving the corruption and falsification of
our financial and business organizations’ records accentuates the need for tamper-
resistant data stores [2]. The United States alone has over 10,000 [8] rules and regu-
lations that pertain to the proper storage and maintenance of an organization’s data
[6]. The Sarbanes Oxley Act [1], for example, include standards around the trust-
worthiness of data, emphasizing the importance of the audit log of an organization’s
records. A motivating example of the reason for these rules and regulations is as
follows: if a member of an organization with a vested interest in pertinent outcomes
can manipulate the organization’s data after the fact, he or she can make it appear
that an organization had no record of an embezzlement scheme, which limits or
eradicates the organization’s liability. Situations like these point to a broader no-
tion: the future of the world’s economic stability hinges on the ability to trust and
believe in the integrity of data that is maintained by our institutions in health care,
finance, business, and government.

Blockchain networks can help address this issue of data tampering and falsifica-
tion. In a blockchain network, peer nodes (hereafter peers) run a piece of software
that allows operations on a common, shared data store. Each peer maintains a local
copy of the data store and a record of transactions with that store, but all modifica-
tions to the data store must be proposed to and agreed upon by the network. Peers use
public key cryptography to achieve authenticity and non-repudiation of proposed
changes to the datastore. Peers must also form a consensus on which transactions
to accept, which to discard, and the order of transactions’ occurrence. Choosing
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the right consensus algorithm depends on a number of factors, including network
characteristics and performance targets [14, 13].

In a blockchain network, each peer wishing to modify the data store signs their
proposed transaction using their private key and then broadcasts. Peers who receive
this transaction only relay the transaction after inspecting its syntactical validity
and its authenticity (using the transmitting peer’s stored public keys). Peers group
and package incoming transactions into a set, called a ”candidate block,” after a
prespecified time interval elapses (the block period)1. Receiving peers validate the
candidate block by ensuring that it contains valid transactions, and that it contains
the hash digest of the preceding block. If a peer determines the candidate to be valid,
it adopts the candidate as the next block in the chain. Each peer then appends the
included transactions to the local transaction log and updates its local copy of the
data store accordingly. This set of linked authenticated, verified transaction batches
is what we refer to as the blockchain.

Blockchain and its use in blockchain networks makes it difficult to repudiate
(deny) that a transaction has occurred, or manipulate the history of transactions post
hoc. A peer may be able to filter out transactions from their own copy of the ledger,
but other peers will reject these post hoc changes, meaning that all other copies on
the network will remain untouched.

To use the blockchain network, developers make use of a REST API that al-
lows the deployment of chain code, which is the programmatic articulation of the
functions entailed in a transaction. This is often referred to in the literature as a
smart contract [11, 12]. For example, if the application using the blockchain needs
to record that user A has transferred the ownership of an item to user B, the chain
code will contain source code that implements this transaction. This chain code will
check, for example, that A has the item to begin with, check that B can receive the
item, and then record that A transferred the item to B as a transaction.

IBM is a premiere member in the Hyperledger Project2, a collaborative effort
run by the Linux Foundation whose goal is identifying and articulating goals for a
cross-industry standard for blockchain. IBM has contributed open source software3

for blockchain network peers that is available from GitHub. Additionally, users can
obtain a deployed and configured network of peers through IBM’s Blockchain Ser-
vice, which is available from IBM’s next generation cloud application development
platform, Bluemix4. IBM has produced several demos that utilize blockchain tech-
nology, available from IBM’s blockchain website, and deployable as applications
on Bluemix5.

The blockchain peers in IBM’s implementation form a private network where
communication is established via HTTP 2.0 and the gRPC protocol [9]. The fact

1 Note that the order of transactions in the candidate block, as well as the identity of the peer or
peers that will propose it to the network depends on the consensus mechanism that the network
uses.
2 https://www.hyperledger.org/
3 https://github.com/hyperledger/fabric
4 https://console.ng.bluemix.net/catalog/services/blockchain
5 https://ibm.com/blockchain
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that the network is private, or permissioned, means that there is no risk of a Sybil
attack [7]. The consensus mechanism is a pluggable component that can be changed
according to the network’s requirements. Existing implementations include (a) the
classic Practical Byzantine Fault Tolerant (PBFT) algorithm [5, 3], which offers
a solution to the Byzantine Generals Problem [10] in asynchronous settings, like
the Internet, and (b) Sieve [4], an algorithm developed by IBM Research that adds
a speculative execution and verification phase to the PBFT protocol to allow the
network to reach consensus on the output state of candidate transactions.

Blockchain networks like IBM’s can help prevent the post hoc tampering of
transaction histories and organizations’ data. Effective use of blockchain networks
requires that non-trusting (and indeed competitive) organizations agree to partici-
pate in a shared network. Each organization can use the REST API described above
to create and record transactions on the blockchain that are then validated by the
other participating organizations in the network. Consider a consortium of organi-
zations agreed to store their financial holdings on a shared blockchain network–it
would be difficult (if not prohibitively expensive) for a paricipant in this network
to manipulate transactions stored on the blockchain after the fact. This level of
transparency and non-repudiation makes covering up a financial scandal more dif-
ficult than it is today. Finally, organizations will be incentivized to participate in
blockchain networks in the future because there is no central mediating authority–
the network as a whole acts as the validator and purveyor of truth. This presentation
will review blockchain concepts and implementation details. Additionally, this pre-
sentation will provide information on how to access and utilize IBM’s Blockchain
Service in Bluemix and provide a demonstration of how blockchain technology can
help shape the nature of future business transactions.
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