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 Like the inaudible hum of the electrical grid at 60 hertz, the cloud is silent, 
in the background, and almost unnoticeable. As a piece of information flows 
through the cloud — provisionally defined, a system of networks that pools 
computing power  1   — it is designed to get to its destination with  “ five-nines ”  
reliability, so that if one hard drive or piece of wire fails en route, another one 
takes its place, 99.999 percent of the time. Because of its reliability and ubiq-
uity, the cloud is a particularly mute piece of infrastructure. It is just there, 
atmospheric and part of the environment. 

 Until something goes wrong, that is. Until a dictator throws the Inter-
net  “ kill switch, ”  or, more likely, a farmer ’ s backhoe accidentally hits fiber-
optic cable. Until state-sponsored hackers launch a wave of attacks, or, more 
likely, an unanticipated leap year throws off the servers, as it did on February 
29, 2011. Until a small business in Virginia makes a mistake, and acciden-
tally directs the entire Internet — yes, all of the Internet — to send its data via 
Virginia, and, almost unbelievably, it does. Until Pakistan Telecom inadver-
tently claims the data bound for YouTube. A multi-billion-dollar industry 
that claims 99.999 percent reliability breaks far more often than you ’ d think, 
because it sits on top of a few brittle fibers the width of a few hairs. The cloud 
is both an idea and a physical and material object, and the more one learns 
about it, the more one realizes just how fragile it is. 

 The gap between the physical reality of the cloud, and what we can see of 
it, between the idea of the cloud and the name that we give it —  “ cloud ”  — is 
a rich site for analysis. While consumers typically imagine  “ the cloud ”  as 
a new digital technology that arrived in 2010 – 2011, with the introduction 
of products such as iCloud or Amazon Cloud Player, perhaps the most sur-
prising thing about the cloud is how old it is.  2   Seb Franklin has identified a 
1922 design for predicting weather using a grid of  “ computers ”  (i.e., human 
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mathematicians) connected by telegraphs.  3   AT & T launched the  “ electronic 
 ‘ skyway ’  ”  — a series of microwave relay stations — in 1951, in conjunction with 
the first cross-country television network. And engineers at least as early as 
1970 used the symbol of a cloud to represent any unspecifiable or unpredict-
able network, whether telephone network or Internet. 

   Figure I.1  provides an early example. Drawn by Irwin Dorros, director of 
network planning for AT & T, this diagram utilizes a series of three clouds to 
describe the network behind AT & T ’ s new Picturephone service. Previously, 
network maps had been drawn as block diagrams — a series of boxes indicat-
ing either the exact telephone circuit or at least the possibility of finding 
the exact circuit. But Picturephone, a primitive videoconferencing system, 
was one of the first applications that worked across a mixture of analog and 
digital networks. Because Picturephone would operate regardless of the type 
of physical circuit underneath, Dorros illustrated the boundaries of the net-
works as an amorphous form.  4      

 What we learn from the diagram is simple: the cloud ’ s genesis was as a 
symbol. The cloud icon on a map allowed an administrator to situate a net-
work he or she had direct knowledge of — the computers in his or her office, 
for example — within the same epistemic space as something that constantly 
fluctuates and is impossible to know: the amorphous admixture of the tele-
phone network, cable network, and the Internet. While the thing that moves 
through the sky is in fact a formation of water vapor, water crystal, and aero-
sols, we call it a cloud to give a constantly shifting thing a simpler and more 
abstract form. Something similar happens in the digital world. While the 
system of computer resources is comprised of millions of hard drives, serv-
ers, routers, fiber-optic cables, and networks, we call it  “ the cloud ” : a single, 
virtual, object. To do so not only make things easier on users and computer 
programs, but also allows the whole system to withstand the loss of an indi-
vidual part. (Most of the time, anyway.) 

 As a result, the cloud is the premier example of what computer scientists 
term virtualization — a technique for turning real things into logical objects, 
whether a physical network turned into a cloud-shaped icon, or a warehouse 
full of data storage servers turned into a  “ cloud drive. ”  But the gap between 
the real and the virtual betrays a number of less studied consequences, some 
of which are benign and some of which are not. One ’ s data trail grows with 
each website one visits and each packet one sends through the cloud. The 
results are used by both marketing companies trying to target an online ad 
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 Figure I.1 
 Illustrative local area configurations.  Source:  Irwin Dorros,  “ The Picturephone System: 
The Network, ”   Bell System Technical Journal  50, no. 2 (February 1971): 232.  ©  1971 The 
Bell System Technical Journal. Reprinted with permission. 
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for, say, auto insurance, and government agencies trying to target terrorists 
for extrajudicial killings. We tend to perceive the two kinds of targeting as 
separate because online privacy appears to be a born-digital problem that 
has little to do with geopolitics. That gap, then, is crucial. The word  “ cloud ”  
speaks to the way we imagine data in the virtual economy traveling instanta-
neously through the air or  “ skyway ”  — here in California one moment, there 
in Japan the next. Yet this idea of a virtual economy also masks the slow 
movement of electronics that power the cloud ’ s data centers, and the work-
ers who must unload this equipment at the docks.  5   It also covers up the Third 
World workers who invisibly moderate the websites and forums of Web 2.0, 
such as Facebook, to produce the clean, well-tended communities that West-
ern consumers expect to find. By producing a seemingly instant, unmediated 
relationship between user and website, our imagination of a virtual  “ cloud ”  
displaces the infrastructure of labor within digital networks. 

 This book is an attempt to examine what occurs in the gap between 
the real and the virtual. In this it offers two interrelated stories. On one 
hand,  A Prehistory of the Cloud  tells the story of how the cloud grew out of 
older networks, such as railroad tracks, sewer lines, and television circuits, 
and often continues to be layered on top of or over them. Today, of course, 
the cloud has become so naturalized in everyday life that we tend to look 
right through it, seeing it uncritically, if we see it at all.  6   To make this his-
torical infrastructure more visible, this book turns back the clock to the 
clumsy moments when the cloud was more of an idea than a smoothly 
functioning technology. It examines a series of cultural records and events 
that shaped the cloud ’ s  “ prehistory, ”  including a group of microwave relay 
stations sabotaged near Wendover, Utah, in 1961 that sparked a furious 
debate about what a network actually  is ; a 1946 comic strip,  Bobby Gets Hep , 
produced by AT & T that taught children etiquette for party lines and there-
fore helped construct our modern notion of privacy; and the US govern-
ment ’ s announcement of a National Data Center, a 1966 proposal deemed so 
dangerous to society that one scientist likened it to the development of a 
nuclear weapon. 

 Using these examples, the book tells a second story about the politics 
of digital culture. When commentators describe the nebulous Occupy Wall 
Street movements, the workings of global capitalism, the web-mediated 
resistance movements comprising the Arab Spring, and Al Qaeda and Associ-
ated Movements (AQAM) all as  “ cloudlike, ”  or as  “ a network of networks, ”  it 
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is clear that the cloud, as an idea, has exceeded its technological platform 
and become a potent metaphor for the way contemporary society organizes 
and understands itself.  7   Responding to this shift, communications and media 
scholars have attempted to theorize the new forms and structures of power 
that result from networked societies. 

 One traditional model of explaining political power is known as sover-
eignty. Consider a hypothetical kingdom, in which its sovereign can coerce 
his subjects into doing what he wants. Power here is top-down: centralized 
in the throne room, it radiates out to the borders of the king ’ s territories. 
Further, sovereign power is framed in the negative: it can punish unruly sub-
jects, prohibit certain practices, and, in the most extreme cases, confiscate 
a subject ’ s life. While many modern democracies no longer have monarchs, 
they nevertheless retain some aspects of sovereign power. The United States, 
for example, has clearly defined borders; it centralizes power into clearly 
defined federal institutions and agencies, such as the White House and the 
FBI; and many of those agencies exist to prosecute or punish violations of the 
law. Yet the Internet puts pressure on this model of power. In one case, the 
US government attempted to limit the export of strong encryption software, 
only to be confounded by a proliferation of foreign websites — easily acces-
sible by US users — offering that software for free download. Explaining this 
difficulty, legal scholar James Boyle writes that digitally dispersed, transna-
tional networks always exceed a sovereign state ’ s ability to  “ regulate outside 
its borders . ¬ . ¬ . We are sailing into the future on a sinking ship. This vessel, 
the accumulated canon of copyright and patent law, was developed to convey 
forms and methods of expression entirely different from the vaporous cargo 
it is now being asked to carry. ”   8   

 Boyle and his contemporaries use sovereign power as an example of what 
digital networks make obsolete. Yet, counterintuitively, what this book argues 
is that  “ the cloud ”  also indexes a  reemergence  of sovereign power within the 
realm of data. Sovereign power may seem worlds away from the age of the 
Internet, particularly given its antiquated elements, such as the monarch ’ s 
power to arbitrarily kill. Algorithms and users seem to be running the world 
online, rather than there being a central decision maker; further, a topogra-
phy of power based on borders or territories, instead of networks, seems out 
of date.  9   Indeed, the incongruity has caused media scholars to develop two 
main alternate models of power, which I explain below; I then return to why 
the cloud may actually effect a return to sovereignty. 
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 Initially, scholars of surveillance and media turned to Michel Foucault ’ s 
model of  disciplinary power , which replaces a single source of power, the sov-
ereign, with a series of institutions, such as a factory, prison, school, hospital, 
or even the family, through which power can be exercised and subjects man-
aged. Disciplinary power is far less coercive than sovereignty; it instead oper-
ates according to a set of norms and rules. A school, for example, educates 
its pupils and in so doing produces certain formations of knowledge and self-
understandings of what constitutes  “ good behavior. ”  The school organizes 
pupils by classroom, grade, and daily schedule; evaluates each pupil through 
testing; and, occasionally, attempts to reform a wayward student by issu-
ing detention. Disciplinary power, then, works as a kind of surveillant gaze, 
under which subjects internalize behavioral standards, learn to order their 
bodies, or are supervised through other social mechanisms. In his perhaps 
most quoted study, Foucault mobilizes Jeremy Bentham ’ s 1791 design of a 
prison called the Panopticon to analyze a condition in which, as Foucault 
writes,  “ a state of conscious and permanent visibility . ¬  . ¬  . assures the auto-
matic functioning of power. ”   10   

 While the Internet is certainly a space of radical visibility — each and 
every packet of data that passes through the US Internet may be inspected 
by the National Security Agency, one aspect of surveillance that has led to 
Panopticon-like comparisons — digital networks complicate many other 
aspects of this theory. In the cloud, for example, there is seemingly no set 
of behavioral norms, hierarchies, or enclosed spaces, and any institutions 
involved in managing users seem purely incidental; the closest, it would seem, 
are Internet protocols, rather than organizations. And as computer networks 
seem to have become decentralized and distributed, power, too, seems to 
have become distributed on a microscopic level. For these reasons, over the 
last ten years, scholars of new media have generally coalesced around a sec-
ond model: the  control society .  11   If Foucault originally described a shift from 
sovereign societies to disciplinary societies, Gilles Deleuze extended this 
shift into a third phase, in which subjects are governed by invisible rules and 
systems of regulation, such as our credit scores, web history, and computer 
protocols. As Deleuze puts it, prisons and other disciplinary institutions are 
subsumed by these mechanisms of control:  “ Everyone knows these institu-
tions are finished, whatever the length of their expiration periods. It ’ s only a 
matter of administering their last rites and of keeping people employed until 
the installation of new forces knocking at the door. ”   12   
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 As an example of Deleuze ’ s idea of the control society, consider the credit 
card. There are often no preset spending limits associated with the card, and 
because a computer determines whether a particular transaction is fraudu-
lent by comparing it to the charges the spender usually makes, a cardholder 
does not even have to worry if someone steals the card. Yet — and this is the 
key difference — the very freedoms credit cards offer also require users to 
order and self-regulate their own behavior. Even if the card is issued with no 
preset spending limits, a new cardholder still cannot typically buy a $100,000 
car using that card. Regardless of whether the cardholder can afford it, a 
computer will likely decline the charge based on the lack of prior spending 
behavior; a cardholder, in turn, is aware of that potential for embarrassment, 
as well as the fact that overloading one ’ s credit line will likely impact one ’ s 
credit score and future credit potential. (The cardholder may wish to buy a 
car or a house in a few years, for instance, and hopes to get a loan.) Yet this 
situation may change from day to day; perhaps after the cardholder buys a 
series of $1,000 meals over a period of time, the computer will decide that he 
or she fits the profile of a  “ high spender ”  and allow the $100,000 charge in 
the future. 

 Somewhere, a computer is calculating the impact of each spending deci-
sion and adjusting to it in real time, and, in turn, the cardholders adjust, 
too.  “ You ”  are a set of spending patterns, and that projected profile both 
enables the bank to extend credit to you as well as puts the onus on you to 
take responsibility for those spending patterns. Convenient, if a little creepy. 
The core idea behind a control society, then, is thus a continuous set of cyber-
netic systems, financial incentives, and monitoring technologies molded to 
each individual subject, that follow him or her even when  “ outside ”  an insti-
tution as such; and, precisely because there are fewer explicit institutions, 
spaces, or rules to restrict the subject ’ s behaviors, these systems are often 
experienced as freeing. 

 Can the cloud be explained by this model of control? Most scholars would 
unequivocally say yes; Deleuze ’ s description of data aggregation, the amor-
phous and open environment of computer code, and even the gaseous quali-
ties of corporations within a control society map directly onto attributes of 
the cloud. If there is any problem with his theory, it is that his argument 
seems a little  too  easy to apply to the cloud. When he writes about a nightmare 
scenario — that an  “ electronic card that raises a given barrier ”  is governed 
by  “ the computer that tracks each person ’ s position ”  — a present-day reader 
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wonders what the fuss is about; much of what Deleuze envisioned, such as 
computer checkpoints and computer tracking, has come true already.  13   The 
widespread claim that we are in an era of biopolitics has largely been built on 
the strength of such evidence. 

 This book ’ s goal is to think beyond this idea of the control society, to both 
acknowledge its influence and use the cloud to ask what this theory cannot 
account for. If we look at the cloud closely, we find the presence of phenom-
ena that hint at other explanations. The all-but-forgotten infrastructures 
that undergird the cloud ’ s physical origins, for example, often originated in 
a state ’ s military apparatus; one of the earliest real-time computer networks 
was an early-warning system for incoming nuclear missiles in the 1950s. 
Today ’ s cloud relies on a repurposed version of this infrastructure, among 
a host of other Cold War spaces. Internet providers reuse old weapons and 
command bunkers as data centers, while the largest data management com-
pany today, Iron Mountain, was founded as Iron Mountain Atomic Storage, 
Inc. Even as this militarized legacy begins to decay, its traces continue to 
haunt modern-day digital networks with their ghostly presence. 

 These traces are a clue that the supposedly anachronistic mode of 
sovereign power may be returning under different forms. Rather than 
consider sovereign power a historical exception or aberration within a 
wholesale shift to the systems of control, I suggest that it has mutated and 
been given new life inside the cloud.  14   As Foucault himself emphatically 
warns us:  “ We should not see these things as the replacement of a society 
of sovereignty by a society of discipline, and then of a society of discipline 
by a society, say, of government. In fact we have a triangle ” : a triangle where 
sovereign, disciplinary, and governmental power (or control) constitute the 
three sides.  15   What this book shows is that the cloud grafts control onto an 
older structure of sovereign power, much as fiber-optic networks are layered 
or grafted onto older networks. I term this new hybrid form the  “ sovereignty 
of data. ”  

 The cloud contains a subtle weapon, a way of wrapping sovereign power —
 torture, targeted killings, and the latest atrocities in the war on terror — in 
the image of data. By this I do not mean that sovereign power surfaces in new 
forms of  “ cyberwarfare, ”  or (as others have argued) in the fact that war itself 
has become increasingly mediated by digital technologies.  16   Instead, the sov-
ereignty of data comes out of the way we invest the cloud ’ s technology with 
cultural fantasies about security and participation. These fantasies may be as 



INTRODUCTION XVII

simple as the idea that the cloud will protect our data from unsafe,  “ unfree ”  
hackers; that data needs to be secured from disaster; or even that the cloud 
is a unique medium for user interaction. These ideologies are disseminated 
through routine interactions with applications in the cloud, such as tagging 
a photograph on Facebook. Even measures meant for our safety — marking 
messages as spam, for instance — construct a set of cultural norms that we 
internalize as  “ responsible ”  online behavior. 

 As users are increasingly aware, values such as participation are sometimes 
co-opted by market mechanisms that John Horvath originally described as 
 “ freeware capitalism. ”   17   Corporations, for example, ask us to  “ interact ”  as a 
form of marketing feedback. Even more subtly, however, by interfacing with 
the structure of sovereign power, these ideologies position the cloud ’ s users 
within the same political economy as the acts of state violence performed 
in their name. The wars over resources and territory and extralegal torture 
after 9/11 may appear to be worlds away from the political economy of data. 
But, I contend, they point to a resurgence of a violence that is enabled by 
the cloud. 

 Seen correctly, the cloud is a topography or architecture of our own 
desire. Much of the cloud ’ s data consists of our own data, the photographs 
and content uploaded from our hard drives and mobile phones; in an era of 
user-generated content, the cloud is, most obviously, our cloud (this is the 
promise of the  “ I ”  in Apple ’ s  “ iCloud, ”  or to use an older reference, the  “ my ”  
in  “ mySpace ” ). Yet these fantasies — that the cloud gives us a new form of 
ownership over our data, or a new form of individualized participation — are 
nevertheless structured by older, preexisting discourses. As chapters 1 and 3 
argue, the cloud ’ s relationship to security can be traced to Cold War ways of 
thinking about internal enemies as well as nineteenth-century notions of a 
 “ race war, ”  while chapters 2 and 4 show that its participatory impulse comes 
not just through new interactive technologies but also through economic 
liberalism ’ s mechanisms for constructing a modern subject that is left to 
itself — the sort of subject we call the  “ user. ”  The intersection of security and 
participation in the cloud can help us understand any number of individual 
cases: why we constantly invoke the specter of foreignness (e.g., China, Iran, 
Nigeria) when discussing hacker/spammer threats to the  “ free ”  Internet; 
why Cold War rhetoric has increasingly informed digital threats, as in the 
 New York Times  ’  invention of the phrase  “ mutually assured cyberdestruc-
tion ” ;  18   why calls for digital activism (or  “ hacktivism ” ) are often co-opted in a 
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framework that already invites participation; why the so-called Internet kill 
switch reads (falsely) as a joke that involves no actual killing; and even why 
the NSA ’ s facilities for decrypting intercepted calls are structurally similar to 
those used by digital archivists trying to preserve digital media from decay. 

 Taken together, my examples suggest that the sovereignty of data is 
ultimately what Achille Mbembe has called a  “ necropolitics, ”  a politics of 
death.  19   It is the cloud ’ s participatory ideology that motivates amateur data 
collectors to assist NATO in streamlining its F-16 bombing operations, for 
example: as I argue in chapter 4, war outsources its dirty work to volunteers 
by substituting a live, interactive representation of death for death itself. The 
perversity of the cloud is therefore not that it explicitly causes death. Rather, 
the cloud transmutes the mechanism of death and presents it to us as life. 

 How to View Emptiness 

 Of course, the idea that the cloud is inherently political may not be so new. 
Today one need not go far to find headlines like that on the February 2014 
cover of  Popular Mechanics :  “ Privacy Is Disappearing: How New Tech Tools Can 
Help You Fight Back. ”  As ever more data moves into the cloud, the general 
public has increasingly become aware that the cloud is politically contested 
terrain; articles on data-veillance and cell phone tracking routinely run in 
the popular media. Yet typical responses to this debate invoke technological 
and legal solutions, such as do-not-track software or a new law; the  Popular 
Mechanics  article, for example, tells users to reclaim their privacy by install-
ing encryption software and  “ practicing good browser hygiene. ”   20   The prob-
lem with this approach, however, is that it does little to address the wider 
political and social context from which these problems — and even the very 
idea of privacy — originate; nor does it take in account the logics behind tech-
nology itself that actually reproduce and redouble the problem of privacy. As 
I show in this book, for example, digital hygiene does not  “ fight ”  US govern-
ment monitoring, as the article claims; indeed, digital hygiene is actually the 
goal of a Department of Homeland Security educational campaign that aims 
to have US users internalize correct (i.e., legal) online behaviors. 

 Scholars concerned about such issues have typically embraced the idea of 
materiality (or, more specifically,  “ platform studies ” ) to recuperate the often 
invisible logics, algorithms, and apparatuses that structure digital culture. 
Focusing on digital culture ’ s media-specific properties typically involves 
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examining the technological platforms within: Internet Protocol, lines of 
Java code, network cables, or conventions for the Unix operating system.  21   
In doing so, such scholars claim that an awareness of a medium ’ s materiality 
will lead to a more effective understanding of its ideological content. Yet the 
cloud, I am arguing, inevitably frustrates this approach, because by design, 
it is not based on any single medium or technology; it is medium-agnostic, 
rather than medium-specific. As an inter-network, any type of communi-
cations network or technological platform can conceivably be attached to 
it, even analog ones; in 2001, one Norwegian enthusiast even implemented 
Internet Protocol with a set of carrier pigeons. (Observers reported a disap-
pointing 56 percent packet loss rate: rephrased in English, five out of the nine 
pigeons appeared to have wandered off, or have been eaten.) 

 Further, one of the curious dilemmas that the cloud represents is that 
not even the engineers who have built it typically know where the cloud is, 
and, as a consequence, what part of the apparatus to examine. A personal 
anecdote: in my stint as a network engineer in the late 1990s, I would rou-
tinely travel to a handsome, terra-cotta-roofed building a few blocks from 
downtown Palo Alto, California. Unbeknownst to its well-heeled passers-by, 
perhaps one-fifth of the world ’ s Internet traffic once flowed through this 
building. Back then, Palo Alto was one of five major exchange points in which 
the major national  “ backbone ”  networks, such as AT & T or Sprint, would con-
nect with each other. Because of security concerns, engineers were never 
quite sure who or what was in the neighboring rack of network and computer 
equipment; my coworkers and I just knew that our cables ran somewhere 
into a cage in the floor below. I had a pretty good hunch, though — gleaned 
through a combination of the rumor mill, glimpses of router names punched 
on Dymo tape, and the Quebecois-accented English that some other workers 
spoke. Yet while I knew how to route packets to Deutsche Telekom, Nippon 
Telegraph and Telephone, and Teleglobe Canada over my computer screen, 
the network ’ s physical presence still felt remote to me. One morning at 4:00 
a.m., I decided to become better acquainted with it. 

 So, impulsively, I took a fiber-optic cable and unplugged it. Then I held 
it up to my eye and looked in. On the other side of the fiber, I imagined, was 
Japan. The light was red, and it winked like a star on a smoggy night. Because 
fiber optics were new at the time, what I had only read about, but not yet 
experienced, is that there are two kinds of fiber-optic cable: single-mode, 
for long distances, and multi-mode, for short distances. A single-mode laser 
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would have lased a hole into my cornea and blinded me instantly. Multi-mode 
is often powered by LED light sources rather than true lasers. Single-mode is 
indicated by a yellow cable; multi-mode, orange. The cable I had grabbed was 
orange. 

 That I can still see today is a testament to both my dumb luck, and also, 
metaphorically, to the paradox that the cloud represents: that you can never 
see it by looking directly at it. Indeed, my naive desire to look into the cloud ’ s 
fiber-optic network is a little like asking what a film is about, and looking 
into the most direct source of the image — the projector beam — to find out. 
You can get as close as you want to it, but the blinding light won ’ t tell you 
much about the film, and it may even be dangerous for your eyes; it certainly 
involves turning your head away and not watching the film. The cloud is not 
unlike the changing shapes and virtual images cast by a projector. But to mis-
take the apparatus for the film makes us like those mythical  “ country rubes ”  
of the 1910s who were said to have assaulted the projection booth, looking 
for the real movie star shown by the film. 

 Analyzing the cloud requires standing at a middle distance from it, mind-
ful of but not wholly immersed in either its virtuality or its materiality. For 
this reason, this book does not adhere to the cloud ’ s current technologies —
 for instance, by dissecting the lines of code in a network protocol implemen-
tation. Nor will this book begin with the story of an invention. There are 
no scenes of apartment windows in Cupertino or cubicles in Seattle lit late 
at night, where an Apple worker realized something about accessing e-mail 
applications over the web, or an Amazon engineer became aware that excess 
computing capacity could be resold to other companies. Because the  “ cloud ”  
is, properly understood, a cultural phenomenon, I mobilize three categories 
of primary sources that address this larger sense of the cloud: 

 1.   Representations and anticipations of the cloud in US popular media, 
legal and political records, corporate advertisements and ephemera, and the 
like. To be sure, the prehistory of the cloud is not only an American story; 
there is a need for parallel scholarly studies on, say, the French online ser-
vice Minitel and specifically non-Western network cultures.  22   But the United 
States wields considerable veto power over supposedly international bod-
ies for Internet standards as well as infrastructures such as domain name 
service; the Department of Justice has even used its jurisdiction over the 
Virginia-based registrar for the .com, .net, and .org domains to seize and 
prosecute non-US websites. And, more metaphorically, the book ’ s focus on 



INTRODUCTION XXI

the United States also responds to the cloud ’ s own rhetorical framing as  “ the 
cloud. ”  President George W. Bush was widely mocked for using the plural 
 “ Internets ”  when he referred to  “ rumors on the, uh, Internets ”  during a 2004 
presidential debate. But in pluralizing the term, Bush was dead-on in a strict 
sense: there are multiple private Internets and clouds that parallel or shadow 
the public Internet, run by research universities, militaries, and even foreign 
countries that have built or are building  “ walled garden ”  Internets. Instead 
of recognizing this, however, we typically internalize the fiction that there is 
only one Internet, and one cloud. 

 The use of the cloud ’ s singular form —  “ the cloud ”  — not only condenses 
a wide multiplicity of network forms and clouds into a single vision that 
encompasses all networks, but also reflects a universalist world view that 
tracked closely with American political ideals as they developed through the 
1950s on: that the cloud would stand in for a  “ free ”  Internet and liberal civil 
society. For that reason, texts drawn from US culture offer a unique perspec-
tive for understanding this sensibility. 

 2.   Examples drawn from the culture of computer science itself: the terms, 
metaphors, and diagrams that show how scientists and hackers understood 
their subjects — descriptions, to be clear, which often failed or succeeded 
purely by practice rather than technological superiority. What does it mean, 
for example, to name (and therefore to think of) a nonfunctional link to 
another website a  “ dead link ”  (rather than a  “ 404 error ” ), or to mark each 
data packet with a  “ time to live ”  stamp? To think of multitasking as  “ inti-
macy, ”  and debugging as a form of  “ peeping ” ? 

 In revisiting subjects whose stories have been partially told by computer 
historians, my goal is not to recycle existing narratives of invention, but to 
examine discourses that are typically hidden within these narratives. Part of 
this aim is to avoid the presentist bias that often confirms successful tech-
nologies at the expense of the myriad of alternate ways that scientists imag-
ined the future. Interactive computing was, for example, not developed for 
interactivity at all, but rather for more efficient debugging. For a while, the 
word  “ computer ”  did not even designate a machine, but rather a laborer —
 generally a low-paid female worker. Nor was computer science thought of 
as an independent discipline worth serious academic study until the 1950s 
and 1960s, when the first computer science programs were founded at the 
University of Cambridge and Purdue University. Lacking their own discipline, 
early computer scientists were by necessity in dialogue with urban planners, 
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sociologists, businessmen, and even members of the counterculture; they 
were amateurs as well as professionals who were part of, but did not have the 
final word over, their cultural context. 

 3.   Photographs, drawings, videos, and even games that offer insight 
into how visual culture functions in the cloud: what the cloud looks like 
on-screen; how we draw or map its shape; how the cloud grew out of TV/
video networks. Crucial to this enterprise is the belief that visual culture 
does not merely reflect or represent beliefs; it also anticipates and shapes it. 
As Marshall McLuhan put it, artists serve as a  “ Distant Early Warning system ”  
for societal change,  23   and the artistic avant-garde offer us a window into the 
bleeding edge of how new media might be used. The art objects I consider —
 by Ant Farm, Trevor Paglen, the Raindance Corporation, and others — bring 
into focus key moments of the cloud ’ s development, and allow us to think 
through historical problems of power and visibility. Because visual culture 
tracks the minor mutations of power that shape the cloud, the question of 
power ’ s visibility may be best interrogated by artists. 

 Collectively, these works of art also pose an important, if unanswerable, 
question: what tactics can we use to challenge a diffuse, invisible structure 
of power? Increasingly, artists and activists have used new media techniques 
to critique the myriad of problems raised in and by digital culture. As a form 
of electronic protest, for example,  “ hacktivist ”  groups have used distributed 
denial-of-service software to overwhelm target websites. Perhaps the best-
known example occurred in 2010, when Visa and MasterCard refused to pro-
cess donations for WikiLeaks, the site that positioned itself as a secure drop 
box for massive floods of leaked information; in response, pro-WikiLeaks sym-
pathizers flooded, and shut down, websites such as Visa.com and Mastercard.
com. In turn, the quantity of info on the WikiLeaks site, such as the 109,032 
field reports of every death in the Iraq war, spurred another set of hacktivists 
to develop a parallel tactic: the construction of data-mining and data visual-
ization tools for mapping and  “ seeing ”  the cloud of data (  figure I.2 ).   

 Taken as a whole, these heterogeneous groups of  “ tactical media ”  artists 
have suggested that electronic problems should be opposed electronically.  24   
Whether through activism, art, or simply the narratives written about it, the 
cloud has offered a platform for unconventional modes of critique and dis-
sent, a medium for loosely organized, decentralized modes of protest. Yet as 
productive as these strategies may be, many of them assume that the elec-
tronic medium they work in is a neutral one; as we see in chapters 3 and 4, 
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their protests often reproduce the system of values (of, say,  “ participation ” ) 
embedded in the cloud. 

 This is a thorny problem, doubled by a historiographic one: the lines 
between newer and older forms of resisting power are typically drawn more 
sharply than usual, because the field of new media studies is typically built 
around finding and writing about the new. At the least, the term  “ new media ”  
contains within it an implicit opposition to old media, just as digital media 
implicitly rules out or excludes the analog. (Even in the field of media arche-
ology, a field oriented to studying dead media, the phrase  “ dead media ”  —
 and, as a result, media ’ s  “ deadness ”  — is too often taken for granted.) In 
discussing these artists, it may be more productive to set aside the impulse 
toward defining what is new about their work. For the battles over digital 
media are often reflected in other, older medias, such as Portapak video, that 

 Figure I.2 
 Simon Rogers,  Wikileaks Iraq War Logs: Every Death Mapped , data interface,  The Guardian 
Datablog , 2010 – . Map data: Google Imagery; Cnes/Spot Image; DigitalGlobe; Landsat. 
Courtesy of Simon Rogers. 
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were once new. The call to reconfigure the structure of the television net-
work in the 1970s using community access television (CATV), for example, is 
strongly reminiscent of the early debates over broadband Internet; both 
technologies briefly seemed to offer an alternative to the network ’ s central-
ized structure before they were quickly commercialized and recentralized.  25   

 Though such strategies may have failed in their utopian idealism, they 
offer a perspective on and a way of working through problems of contempo-
rary media. To be clear, I am not suggesting that there is nothing new about 
new technology. Instead, I am offering an alternative to the kind of histo-
riographical model reliant on a series of technologically induced epistemic 
shifts or ruptures that often pervades media studies.  26   The analog technolo-
gies within the cloud periodically return to view, even if in spectral form. As 
a result, analog sources will allow us to think through digital problems, and, 
in turn, challenge the implicit separation between analog and digital. 

 To challenge this separation is to realize that the cloud is a historical, 
fragile, and even mortal phenomenon with its own timespan. Over the last 
twenty years, the Internet has been variously described as a  “ series of tubes, ”  
an  “ information superhighway, ”  an  “ ecosystem, ”  a  “ commons, ”  a  “ rhizome, ”  
a  “ simulacra, ”  a  “ cloud ”  (note the title of this book), and even, as the director 
of the MIT Media Lab once put it, a  “ flock of ducks. ”  Each term brings with 
it an implicit politics of space: if the Internet is imagined as a  “ public com-
mons ”  being walled off by regulations such as the Digital Millennium Copy-
right Act, this serves as potent rallying point for those who would defend it 
from such incursions; but if the Internet is a  “ rhizome, ”  then such incursions 
are already part of the network ’ s anarchic structure:  “ The Net treats cen-
sorship as noise and is designed to work around it. ”   27   These metaphors have 
therefore served as flashpoints for political debate. As Tiziana Terranova has 
shown, prominent neoconservatives such as Alvin Toffler and Newt Gingrich 
used the image of a network as a self-regulating  “ ecosystem ”  to repudiate 
the Clintonian metaphor of an  “ information superhighway ”  that, presum-
ably, needed government construction and maintenance.  28   

  “ The cloud ”  is only the latest in this series of metaphors. Because it repre-
sents a cultural fantasy, it is always more than its present-day technological 
manifestation (which has, at any rate, already changed since the moment I 
set these words to paper). If we come to see the cloud as a historical object, we 
might realize that the story of the cloud is largely unwritten on two fronts: 
the past and the future. As its title indicates, this book puts forth a prehistory 
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of the cloud. But it also attempts to open up a set of methodological tools to 
imagine the cloud in the future, meaning both the cloud ’ s impending obso-
lescence as well as its barely foreseen consequences. For the legacy of the 
cloud has already begun to write itself into the real environment. As one 
of the largest consumers of coal energy, for example, the cloud ’ s infrastruc-
ture was responsible for 2 percent of the world ’ s greenhouse gas emissions 
in 2008, and data centers have grown exponentially since then. The long-
term consequences of the cloud are worlds away from the seductive  “ now ”  
produced by its real-time systems. It is our job to catch up with this legacy. 

 Mapping  Cloud /Mapping the Cloud 

 To make a book about something as formless as the cloud is inherently a 
quixotic objective. Every book is a technology that imposes its own spatial 
terms on its subject: it ’ s generally linear in form, contains a certain number 
of pages, and is operated by flipping (or swiping). Within that container, my 
own four-chapter structure lays out the following question: if the cloud is a 
cultural fantasy (chapter 1) of participation (chapter 2) and security (chap-
ter 3), what happens when users participate in their own security (chapter 
4)? My argument is constructed by examining the cloud ’ s networks (chapter 
1), virtualization (chapter 2), storage (chapter 3), and data-mining interfaces 
(chapter 4). 

 To understand what the chapter subjects in  A Prehistory of the Cloud  have 
to do with each other, it is first worth explaining one concept from com-
puter science, which typically divides a technical apparatus into a series of 
so-called abstraction layers. These layers move progressively from the least 
abstract to most abstract. In the case of networks, for example, the physi-
cal link on the bottom — fiber-optic cable, Ethernet copper wire — forms the 
layer of least abstraction. Various protocols in between (Internet Protocol, 
then Transmission Control Protocol on top of IP) form the middle layers, 
with the application layer on the very top (the software built on networking 
protocols, such as streaming video) being the most abstract. This model also 
describes other technologies, such as operating systems or algorithms, usu-
ally through three to seven layers of abstraction. 

 The idea of layered abstraction is readily visible in our day-to-day lives: 
you can send an e-mail without worrying about if it travels over a wireless 
or wired connection, or store a file without knowing whether it is on a USB 



XXVI INTRODUCTION

drive versus a magnetic drive; it is just  “ the network ”  or  “ the drive. ”  The idea 
thus offers a spatial model of understanding and even standardizing com-
puting: each layer depends on the more material layers  “ below ”  it to work, 
but does not need to know the exact implementation of those layers. Cloud 
computing is the epitome of this abstraction, a way of turning millions of 
computers and networks into a single, extremely abstract idea:  “ the cloud. ”  

 The chapter structure of  A Prehistory of the Cloud  evokes the spirit of its sub-
ject ’ s abstraction layers (  table I.1 ). This book begins with the earliest vision 
of the cloud as a  “ network of networks ” ; moves to the virtualization software 
that allows networked resources to be abstracted, and therefore shared; con-
tinues to data storage and security delivered through those virtual machines; 
and, last, examines the data-mining algorithms that  “ see ”  through, and rely 
on, cloud-delivered data. This layer of abstraction may be useful for read-
ers more familiar with a traditional platform studies approach: for instance, 
someone who has read Matthew Kirschenbaum ’ s work on hard drives and 
storage might refer directly to chapter 3, while someone interested in mate-
rial infrastructures might find chapter 1 of interest.  29     

 Of course, from a different perspective, my division of the cloud into 
four layers is arbitrary, and omits any number of other possible technologi-
cal layers that could have been examined — for instance, the relational data-
base, or web application architecture. Further, because the technology of the 
cloud is relatively young, the relation between layers is likely confusing: a 
consumer may think of  “ cloud ”  as the cloud drive on his phone (layer 3); a 
software developer may use  “ cloud ”  to mean  “ software as a service ”  (layer 
2), while a network engineer may continue to use  “ cloud ”  to mean a  “ net-
work of networks ”  (layer 1). Yet this confusion may also be an opportunity. 
One of the reasons that a network engineer thinks of a cloud in this way is 
because the cloud signified a network in the 1970s, while cloud storage did 

  Table I.1 
 The book understood as abstraction layers  

 4: Application  Data mining  Seeing the Cloud of Data 

 3: Data access  Data storage  Data Centers and Data Bunkers 

 2: Platform  Virtualization  Time-Sharing and Virtualization 

 1: Infrastructure  Network  The Shape of the Network 
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not explicitly declare itself  “ the cloud ”  until the late 2000s. In other words, as 
each infrastructure becomes naturalized, we tend to refer to it with increas-
ing amounts of abstraction, talking about its use (cloud storage) rather than 
the infrastructure itself (storage servers in data centers). Thus each level of 
abstraction is a sort of archeological deposit that records the idea of what we 
thought of  “ the cloud ”  at a certain moment in time — however problematic 
that  “ we ”  is. This chronology is neither linear nor exact, but instead testifies 
to the multiple discourses and prehistories that form the cloud today. 

 Begin, then, with the cloud ’ s base layer: the network. How did the cloud 
come to be shaped the way it is? Chapter 1,  “ The Shape of the Network, ”  
answers this question by examining a highly charged moment in 1961, when 
the Bell System was targeted by a series of bomb attacks that tore through 
Utah and Nevada, at the same time that engineer Paul Baran began to 
develop his theories on distributed networks. Reviewing Senate hearings on 
the bombing, I conclude that the perfect network is an ideological fantasy, 
one that has, at its core, the principle of deviance: of having a break or a rot 
somewhere in the network, of having circuits — or people — that are unreliable 
and untrustworthy. From this, I turn to the architectural collective Ant Farm, 
which offered a very different vision of an information highway in 1970 and 
1971 — one reliant on trucks circulating on the interstate highway to carry 
packets of data — to suggest that in order to approach the perceptual effects 
of the cloud, one must first think of the network unobscured by the effects 
of technology. 

 In chapter 2,  “ Time-Sharing and Virtualization, ”  I examine the prehis-
tory of what we now call  “ cloud computing, ”  the idea that computer power —
 along with the software programs and networks associated with them — could 
be  “ piped ”  into a user ’ s home, like electricity or other utilities. This vision 
came out of the early 1960s, with the invention of a technology called time-
sharing, which allowed the million-dollar cost of a computer to be shared 
and the computer multitasked. Though mostly forgotten, time-sharing not 
only invented the modern idea of a user — a personal subject that  “ owns ”  his 
or her data — but also positioned that user within a political economy that 
makes a user synonymous with his or her usage, and encourages users to 
take (even steal) computer resources for free. The freedom that results, how-
ever, is a deeply ambiguous one, for the same technologies that allow files 
and user accounts to be made private in the cloud — known as virtualiza-
tion software — also represent a subtle form of control. This chapter uses the 
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metaphor of an ancient technology, the sewer system, to understand how the 
cloud keeps each household ’ s private business private even as it extends the 
armature of the state or the corporation into individual homes. 

 Chapter 3,  “ Data Centers and Data Bunkers, ”  traces the cloud of data back 
to the data centers that store them. These massive warehouses at the heart of 
the cloud cost up to $1 billion each to build and contain virtually every form 
of data imaginable, including airline tickets, personnel records, streaming 
video, pornography, and financial transactions. Interestingly, a number of 
data centers enclose data inside repurposed Cold War military bunkers. This 
suggests an unexpected consequence: the sovereign ’ s rationale for a bunker 
or a keep, to defend an area of territory, has now become transported to the 
realm of data. Digital networks do not transcend territorial logic; even as 
data bunkers allow networks to be divided into logical zones of inside and 
outside, they raise the specter of attack from those that might be  “ outside ”  to 
network society, such as Chinese hackers or Iranian cyberwarfare specialists. 
By revisiting Paul Virilio ’ s classic text  Bunker Archaeology , I suggest that the 
specter of a disaster that the cloud continually raises also carries within it a 
temporality of our imagined death. This temporality animates a recent series 
of digital preservation projects, such as the  “ digital genome ”  time capsule, 
intended to survive the  “ death of the digital. ”  

 In chapter 4,  “ Seeing the Cloud of Data, ”  I continue the discussion of 
data-centric tools by examining the ways that companies, users, and states 
navigate the piles of data by  “ targeting ”  information. As I show, targeted 
marketing campaigns online come out of the same ideological apparatus 
as military targeting, and I take up this militarized aspect to offer a more 
complete picture of data mining. Two oppositional groups provide case stud-
ies for this chapter. First, I examine a group of radio-frequency hackers who 
started data-mining the 2011 NATO intervention in Libya, in effect turning 
war into a problem of  “ big data. ”  Next, I turn to artist/geographer Trevor 
Paglen, who has obsessively used data-gathering techniques to photograph 
what he calls  “ blank spots on the map ”  — reconnaissance satellites used 
to spy on us, and covert desert airstrips used to run the CIA ’ s extraordinary 
rendition program, which secretly transferred foreign prisoners to tor-
ture sites outside of US soil. However these  “ hacktivists ”  may posit a mode 
of countersurveillance, their tactics mimic a militarized state ’ s own opera-
tions; for this reason, these tactics may only end up reanimating the very 
structures of power that they purport to expose or overturn. This duplicative 
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structure is part of a logic I call the sovereignty of data, which co-opts the 
opposition ’ s participation and gives practices such as torture and extraordi-
nary rendition new life within the cloud. 

 Writing about violence within the cloud is difficult because the violence is 
largely displaced elsewhere. Rob Nixon, for example, has incisively pointed 
to the contrast between the supposedly real-time nature of the Gulf War 
and what he terms the  “ slow violence ”  of its aftermath.  30   The story of the 
Gulf War — so critics and writers tell us — is one of networks and screens, of 
virtually instantaneous strikes by computer, of what one journalist dubbed 
the  “ Hundred Hour War. ”  Yet the story of the depleted uranium munitions 
released during combat (and their 4.5-billion-year lifespan) is not as easy 
to tell. Environmental problems, Nixon concludes, are difficult to narrate 
through conventional forms:  “ Stories — tightly framed in time, space, and 
point of view — are convenient places for concealing bodies. ”   31   

 Nixon ’ s insight is applicable beyond the realm of environmental activ-
ism (and the environmental footprint of the cloud); the cloud, too, enacts 
its own form of slow violence. The constantly changing platforms of digital 
technology seem to call out for, as Peter Lunenfeld puts it,  “ doing theory and 
criticism in real time ”  — namely, responding to each event of digital culture 
as quickly as possible.  32   Yet the cloud, this book argues, causes a double dis-
placement: the displacement of place itself from sight, but also a temporal 
displacement.  A Prehistory of the Cloud  attempts to reframe this discussion. 
It places the digital cloud in dialogue with objects and spaces on the other 
side of the analog/digital divide. Both interacting with and stepping back 
from the current moment, it explores the limits and potentialities of a slower 
form of writing that takes seriously the temporal disjunctions and disloca-
tions within the idea of the cloud. In doing so, I hope to shed light on the 
hybrid construction I have called the sovereignty of data, a construction that 
joins war and security, users and use value, participation and opposition. As 
I argue in this book, looking at the cloud ’ s technology is not enough to tell 
the story. In truth, the technology has produced the means of its own inter-
pretation, the lens ( “ cloud ” ) through which power is read, the crude map by 
which we understand the world. That is the tail wagging the dog. Begin with 
space, power, and the combination we call history. Then the cloud will follow. 
 
  





 1 

 The Graft 

 Here is how you tear up railroad track.  “ The jaw of a giant loader plucked 
up railroad ties in its teeth. A wheelbarrow-like contraption sucked up bolts 
and spikes, and spit them out. Guys in hardhats snipped off power cables and 
yanked down wire fences. ”   1   Stripped for metal during World War II, railroads 
are now stripped for tax reasons. Gradually, thousands of miles of track have 
been abandoned since peaking at 254,000 miles in 1916;  2   the pace has only 
sped up since deregulation in 1980. In photographer Mark Ruwedel ’ s  Central 
Pacific #18  (1994), you can see the track bed exposed and eroding (  figure 1.1 ). 
A pile of bent trestles along the side disrupts the symmetry of the composi-
tion. The familiar parallel lines of a railroad track heading to the vanishing 
point seem to signal another vanishing: the railroad, that technology of the 
machine age, itself heading for obsolescence.    

 But the relatively recent gouges and tire marks in Ruwedel ’ s photograph 
suggest that the railroad has not been swept aside entirely by new technol-
ogies. In fact, the relationship between old and new is a complicated one, 
because beneath the abandoned railroad bed from the nineteenth century 
lies fiber-optic cable, technology of the twenty-first century. In 1978, the 
track ’ s owner, the Southern Pacific Railroad, realized that it could sell excess 
capacity on its network — heretofore used for internal communications, such 
as train signaling — to corporate customers. A few years later, the Southern 
Pacific spun off this telecommunications division, the Southern Pacific Rail-
road Internal Network; its new acronym was SPRINT. Around ten years later, 
it spun off a second company, Southern Pacific Telecommunications Com-
pany, later renamed Qwest, to run fiber beneath its rights-of-way. Together, 
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the corporate descendants of a single railroad company comprise two of the 
six major fiber-optic carriers of the US Internet (  figure 1.2 ).  3     

 This chapter begins by contending that new and old medias are layered 
on top of each other, just as the railroad track is layered with fiber-optic 
conduit. The process of media change causes  “ old media ”  to be forgotten in 
our cultural memory, almost as if a box has been buried, and then the map 
or route to it abandoned. We know or remember it is there somewhere, but 
are unable to see it. Though digital technologies seem to change faster than 
the observer can record, its physical traces are slower to change. By exam-
ining the physical geography of digital networks, we can see the spaces 
where the old has been displaced, and where new media, such as that of the 
Internet, are layered, adjacent, or even intertwined with far older mediums. 
Buildings and built landscapes, such as railroad tracks and other infrastruc-
tures, are the slowest medium of all, taking years to construct and then an 
order of magnitude longer to decay. Paradoxically, because space is arguably 

 Figure 1.1 
 Mark Ruwedel,  Central Pacific #18 , from the series  Westward the Course of Empire . Gelatin 
silver print, 8 ¬  ×  ¬ 10 in., 1994. Courtesy of Mark Ruwedel. 
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 always  being made obsolete by the daily practice of bodies walking through 
and interacting with space, the built environment may be an ideal location 
for observing displacement and media change. 

 It may appear odd to begin a book about digital networks by following 
the transcontinental rights of way granted in the 1860s by the Pacific Rail-
way Acts. I do so, however, to offer a puzzle: even as digital networks seem 
to annihilate or deterritorialize physical space, space seems to continually 

 Figure 1.2 
 Overlay of fiber-optic routes and railroad routes.  Sources:  KMI Corp.,  “ North American 
Fiberoptic Long-Haul Routes, ”  1999; U.S. Department of Transportation, Federal Rail-
road Administration, 2010. (KMI was acquired by CRU Group, crugroup.com, in 2006.) 
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reappear, often as an unwanted flaw in the system.  4   A new $1.5 billion fiber-
optic cable across the Arctic will shave between twenty and sixty millisec-
onds off the route from Tokyo to London for stock market traders, but the 
toxic metals used in their electronics inevitably end back up in the bodies of 
laborers manning poorly regulated disassembly plants in China.  5   Their bod-
ies are absent from the picture, just as the Chinese bodies of railroad workers 
are absent from nineteenth-century railroad photographs. 

 When cloud computing enters into the picture, this puzzle becomes par-
ticularly complicated, because the cloud buries or hides its physical location 
by design. The cloud is so named because the Internet has traditionally been 
represented as a cloud in network diagrams: it  “ has no fixed topology and 
typically covered varying geographic areas. ”   6   The cloud thus offers a vision 
of globalization that follows the dictates of a multinational corporation — a 
coalition of geographic areas that move capital and resources through the 
most efficient path. Just as it is cheaper for Apple to use Ireland as its tax 
domicile to avoid paying US taxes on its French operations, for example, it is 
more efficient for Facebook to serve some of its Japanese customers from a 
Singapore data center. 

 But if the cloud has turned geography into the virtual flows of market 
capital, it has also spawned a number of equally virtual political movements 
that challenge this vision. At the same time that networks describe the newly 
dematerialized corporate structures, they also have shaped capital ’ s seem-
ing opposite: antiglobalization protests. The loosely organized Occupy Wall 
Street protests seemed, like the Internet, to be resistant to the  “ hierarchical 
centralization of  ‘ the mob, ’  ”  even creating, one political scientist claims, a 
new form of  “ cloud protesting. ”   7   Yet as much as the Occupy protests were 
enabled by social media, they have also been very much about occupying 
specific buildings, public places, and locales. As Etienne Balibar points out, 
any sort of deterritorializing communications technology is dialectically 
related to its opposite:  “ the constitution of a network is also of course a 
reterritorialization. ”   8   

 If the cloud represents a new reconfiguration of the relationship between 
place and placelessness, it is clear that relationship directly affects the orga-
nization of contemporary power. What this chapter attempts to do is to offer 
a more precise structure of the cloud, one that accounts for both aspects of 
this dialectic. It starts by asking a simpler question: where is the cloud ’ s net-
work in physical space? 
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 Because of geographic limitations, the route from Salt Lake City to the San 
Francisco Bay Area has been the final leg in a number of American transcon-
tinental networks, and therefore it offers a rich site for exploring the layering 
or copresence of multiple technologies. That route was the last segment of 
the railroad and telegraph systems, joined at Promontory, Utah, in 1869; the 
telephone system, joined at Wendover, Utah, in 1914, which AT & T, referring 
to the railroad ’ s Golden Spike, celebrated as the  “ Golden Splice ” ; the national 
television network, dubbed the  “ electronic Pony Express ”  and completed in 
1951; and finally the ARPAnet, a predecessor to the Internet, which joined the 
University of Utah to the Stanford Research Institute in 1969. (A transconti-
nental communications system was, as one might expect, impeded by the 
difficulty of the terrain; harsh weather, even the lack of available water, made 
this route the last to be constructed. Salt in the air corroded telephone elec-
tronics, while gophers were reported to have attacked coaxial cable casings.  9  ) 

 The location and extent of the network fundamentally affected the net-
work ’ s shape and structure. Before the transcontinental system came into 
place, each type of network contained pockets of isolation or asynchrony: 
nineteenth-century mail networks were unreliable and, consequently, west-
ern states were often out of date with news in the East; midcentury television 
stations showed primarily local programming and broadcast local news; even 
ARPAnet ’ s research nodes were built for different computing capabilities: 
Utah ’ s facilities were for computer graphics, while the Stanford Research 
Institute specialized in databases.  10   In almost every case, the completion 
of the network across the desert had profoundly centralizing tendencies: 
the railroad tied the nation ’ s goods and passengers together, standardizing 
clocks in the process by creating  “ railroad time ” ; telephone service gave rise 
to the largest and wealthiest monopoly on earth, the Bell System; television 
broadcast schedules were coordinated to deliver a uniform American audi-
ence to advertisers. 

 Yet ARPAnet and the eventual Internet seemed to be different. With its 
distributed structure, it seemed to resist centralization; indeed, its structure 
held the potential to radically transform the shape of communications. In his 
seminal paper  “ On Distributed Communications Networks ”  (1962), computer 
scientist Paul Baran offers a diagram that illustrates three major network 
topologies, from centralized ( “ star ” ) to decentralized ( “ tree ” ) to distributed 
( “ mesh ”  or  “ cloud ” ) (  figure 1.3 ).  11   It has become virtually an article of faith 
among scholars of new media that network design has progressed from the 
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first to the last shape over time, resulting in a distributed network called the 
Internet.  12   As evidence, these scholars cite the movement away from the cen-
tralized, command-and-control structures of US Air Force computer rooms 
to ARPAnet and the contemporary Internet. This model of rupture remains a 
seductive myth because it explains the dispersion of power through the for-
mal qualities of the computer networks that supposedly enable it.   

 One problem, however: the distributed network, as designed by Baran, 
was never built. Stephen Lukasik, former director of ARPA, points out that 
Baran ’ s proposed system  “ had many features still sorely lacking in the pub-
lic Internet forty years later: redundancy to withstand heavy attacks yet fail 
gracefully as links were severed; high reliability; security. ”   13   Indeed, a truly 
distributed network is almost impossible to create, because of economic, 
political, and even geographic considerations (it is hard to run fiber-optic 
cable across mountains). As a result, virtually all traffic on the US Internet 
runs across the same routes established in the nineteenth century, a point 

 Figure 1.3 
 Paul Baran,  “ Centralized, Decentralized and Distributed Networks, ”  1962. Reproduced 
with permission of The RAND Corp. 
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that is readily visible when looking at network diagrams, which have changed 
remarkably little since Baran ’ s day. It is worth remembering that the fiber-
optic cables that run from Salt Lake City to the San Francisco Bay Area are in 
the same position they always have been, since the telegraph: in the immedi-
ate vicinity of railroad tracks. 

 (I have been using the case of the US Internet because it is both the larg-
est and most-developed network and also the network that most scholars 
describe as  “ open ”  and distributed. In cases such as the Chinese Internet, 
described as the Party-controlled  “ Great Firewall of China, ”  it should be clear 
that there is nothing inherently decentralizing about Internet technology. As 
I suggested in my introduction, the relative lack of attention to non-Western 
Internets results in the elision of place from  “ the Internet, ”  and the collapse 
of a multitude of networks into a single, monolithic cloud — itself an ironically 
centralizing ideology.) 

 What we realize is that the structure of the US Internet is bifurcated. On 
a logical level, we see communication patterns that may resemble a distrib-
uted network — although the fact that cloud computing concentrates our files 
into the data centers of a few underlying service providers, such as Google 
and Amazon Web Services, complicates this theory.  14   This seemingly distrib-
uted network is built, however, on top of a layer that can only be centrip-
etal in nature, whether approached from the question of access — one or two 
broadband companies per population center, such as Comcast and the local 
telephone monopoly; the market dominance of a handful of wireless carri-
ers, such as Verizon and AT & T — or from the level of infrastructure, where six 
telecommunications companies control the vast majority of the routes.  15   And 
so the introduction of interoperable protocols such as Internet Protocol, or 
IP, is like the situation of railroad barons: when they began to widely adopt 
standard gauge after 1863, interoperability between their networks only 
increased their concentration of power. 

 Seen properly, the structure of the Internet resembles a  graft : a newer net-
work grafted on top of an older, more established network. In this metaphor, 
preexisting infrastructures, such as the rail network, are like rootstock, while 
the newer fiber-optic cables resemble the uppermost portion, known in 
horticulture as the scion. Neither half, rootstock or scion, describes the full 
story; yet it is almost impossible to look at the whole. Looking at the shape of 
the more recent and more visible part, the distributed network, is like look-
ing up at tree branches silhouetted against a bright sky in a low-angle shot of 
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a forest. From below, looking at the newest growth, the branches appear to 
resemble a series of loosely but densely interconnected structures — possibly 
even a rhizome, a mesh, or a cloud. (Looking at the older part, we see only 
a single, centralized trunk.) But these two parts are integral and intercon-
nected: the scion takes life and nutrition from the grafted rootstock, and 
the qualities of the rootstock (sturdiness, survivability, its connection with 
terrain) transport themselves in indirect ways to the scion. To look at the 
middle point of union, to think both parts at the same time, is not just  “ arbo-
real ” ; it is historical.  16   

 As a graft, the Internet is always already a historical object, and the next 
stage of its development is never a complete rupture from its past. As such, 
when scholars liken the shape of power to the shape of the network, citing its 
manifestations in protest movements or terror groups,  17   they inevitably refer 
to the distributed network, the top layer, or the scion. But territorial politics 
also threaten to periodically erupt from below, entering the root structure 
of the present in the way that the Latin  terrere  enters the etymology of both 
territory and terror.  18   Rather than dismiss these threats as aberrations from 
a now-forgotten past, we might understand them as part and parcel of the 
structure of the graft. For one increasingly begins to suspect that the rapid 
proliferation of networks may be common cause of both  “ electronic ”  and 
 “ territorial ”  wars. 

 It is this book ’ s contention that the graft may have more than a descrip-
tive use; the graft may also serve as a method of analysis, a way of uncovering 
a structural relationship between power and networks. To understand the 
irruption of war (specifically, the older, nominally obsolescent variety con-
cerned with territory) into network culture, I will move between the present 
day and the Cold War era when the Internet ’ s predecessor networks were 
designed. Looking for the legacy of electronic wars in the empty spaces of the 
desert West, we will find our first case study in 1961, the first documented 
moment of the American telecommunications network coming under attack; 
after that, we will briefly consider another Cold War infrastructure that has 
shaped the Internet: the interstate highway system. 

 But let us first set the table for this discussion by reviewing the histori-
cal claims that surround the Internet ’ s origins, one that Alexander Galloway 
sums up as follows:  “ the Internet was invented to avoid certain vulnerabili-
ties of a nuclear attack. ”   19   The old shape of war, exemplified by cities such as 
Hiroshima or Nagasaki, is a  “ strategic massing of power, ”  easily targeted in 
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an atomic strike. But for Galloway as for other scholars including Hardt and 
Negri, the  “ Internet has a different diagram than a nuclear attack;  it is in a 
different shape . And that new shape happens to be immune to the older. ”   20   
Like the just-so stories of how tigers got their stripes, or rhinoceroses their 
horns, there is something captivating in this story of how the network got 
its shape. The idea of the bomb appears to explain a number of things: the 
network lacks a central location because a center would make a good target. 
Urban planners responded to the atomic threat by dispersing industrial tar-
gets away from urban centers;  21   and this dispersion also seems to influence 
an entirely new invention: the network as Internet. 

 Indeed, the claim may even appear self-evident when one reads Paul 
Baran ’ s first paper (1960) on survivable communications networks, a paper 
published two years before his now-famous diagram of network shapes (  fig-
ure 1.3 ). In it, Baran imagines how to maintain some continuity of govern-
ment in the worst-case scenario, and describes, as an example, a distributed 
network of congressmen scattered across the country. Some — many, even —
 are killed in a nuclear strike, but the surviving members of Congress may 
be able to cast votes from their home offices. This paper opens with a steely 
evocation of survival after the mushroom clouds dissipate:  “ If war does not 
mean the end of the earth in a black and white manner, then it follows that 
we should do . ¬ . ¬ . all the things necessary to permit the survivors of the holo-
caust to shuck their ashes and reconstruct the economy swiftly. ”   22   

 It is because of Baran ’ s 1960 paper that one of the most widely held beliefs 
about the Internet began to propagate. Yet by now, this claim has been well 
debunked; it comes out of a series of confusions, between Baran ’ s 1960 paper 
and a paper written two years later, and between the Internet and its ear-
lier incarnation, ARPAnet. (ARPAnet scientists cited, but did not implement, 
Baran ’ s 1962 paper, and even in that 1962 paper, Baran had moved away from 
the nuclear rhetoric of his previous paper. Weapons salvoes were now merely 
a special case of a more general principle, that of link reliability and inter-
ference.  23  ) Baran ’ s network was never built, and we are several generations 
removed from its nuclear logic. 

 If the Internet never had this nuclear-proof shape, then why do schol-
ars continually tell or write this idea back into existence? In other words, 
I ’ m interested less in debunking the myth than in the reason that it per-
sists in digital culture, reanimated in the popular imagination of a digital 
cloud shaped like the elegant mesh of Baran ’ s diagram. There is, in short, a 
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collective desire to keep the myth alive despite evidence to the contrary. This 
desire, after all, is symptomatic not only of how media historians explain 
the Internet ’ s origins, but is, more generally, symptomatic of our method. To 
want another opinion; to doubt received history; to read history against the 
grain; these are all signs, in academia, of good scholarship. 

 I purposely bring up the question of media scholarship rather than the 
network itself because it ’ s important to recognize that scholars are impli-
cated in an intellectual quest that is not far from paranoia — a word that is not 
meant as a pejorative. Where else can one find the belief that a single idea, 
the network, links  “ drug cartels, terror groups, black hat hacker crews, ”  with 
 “ corporate management techniques, manufacturing supply chains, adver-
tising campaigns, ”  except inside a Thomas Pynchon novel?  24   But on a more 
general level, how else can we take the act of interpretation — the act of find-
ing meaning within disorder, the  “ reflex of seeking other orders behind the 
visible, ”  as Pynchon once glossed paranoia — that scholars of digital culture, 
myself included, so often engage in? I am surely not the only teacher who 
has been accused by a student of engaging in conspiracy theories when I 
read too much between the lines of a text or shots of a film, or when I piece 
together information from disparate sources and disciplines to weave a web 
or a network. 

 Let me pause here to underscore a semantic point. I ’ m intentionally 
engaging in some slippage between network as a physical object (the Inter-
net) and network as a metaphor for knowledge, because, I ’ m arguing, the 
network is always more than its digital or physical infrastructure. The net-
work is a primarily the idea that  “ everything is connected, ”  and, as such, is 
a product of a system of belief. The reader will readily observe that when I 
use the word  “ network, ”  I mean something a little different from its com-
mon definition. Because reality can never match up to that system of belief, 
because, in fact, not everything is connected, the network exists primarily as 
a state of  desire . 

 Studying the metro Detroit area in 1972, the architect and urban plan-
ner Constantinos Doxiadis declared:  “ Our child, our city is sick. We look only 
at the symptoms and we do not understand the causes. We are frightened. 
The mother goes out in the street and screams. ”   25   To illustrate his point, 
this architect printed photographs of a spider ’ s web before and after ingest-
ing amphetamines; the second picture, taken twelve hours after ingestion, 
is compared to Detroit ’ s road network, one of the symptoms of postwar 
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dispersion from an urban core. A bad network is likened to a bad drug trip. 
The messy road network demands, for Doxiadis, a single solution.  “ We must 
coordinate  all  of our Networks  now . All networks, from roads to telephones. ”   26   
Yet the solution — a network of networks, the same desire that led to what we 
now call the Internet — is itself a malady; it is Doxiadis ’ s case that causes critic 
Mark Wigley to retroactively label him as one of the first patients suffering 
from  “ network fever. ”   27   Network fever is the desire to connect  all  networks, 
indeed, the desire to connect every piece of information to another piece. 
And to construct a system of knowledge where everything is connected is, as 
psychoanalysis tells us, the sign of paranoia. 

 In other words, network fever cannot be separated from the network, 
because the network is its fever. The cloudlike nature of the network has 
much less to do with its structural or technological properties than the way 
that we perceive and understand it; seen properly, the cloud resides within 
us. It is crucial to keep this in mind as we enter the Cold War era in the next 
section; there, we will examine the first moment when the American commu-
nications network became part of the nation ’ s critical infrastructure, some-
thing to be protected against foreign (even nuclear) attack. While I have put 
paranoia on the table as a potential lens through which to understand the 
network, I ’ m not trying to establish that a Cold War network was paranoid—
— a tautological definition if there ever was one. Rather, I hope to understand 
how a specific way of thinking networks and connectivity in 1961 – 1962 has 
continued to structure our vision to this day, long after the physical network 
has been dismantled and replaced by a new one. Just as abandoned railroad 
tracks have left a barely visible channel across the desert West, these Cold 
War forms linger inside the cloud but are visible only in their absence. It is to 
these ghosts that I now turn. 

  “ Strange and Unusual Fits, ”  1961 

 There was, in fact, one recorded attack on the network, but it did not come 
from a missile hurtling through the air, or anything nuclear-related. On May 
29, 1961, an edgy nation woke up to discover that three microwave towers 
had been dynamited by unknown saboteurs the previous morning. Crucially, 
these relays, located in remote locations in the Great Salt Lake desert, not 
only glued together the transcontinental telephone system, but also formed 
part of the national defense circuit. For a tense four hours, the explosion 
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affected everything from the Strategic Air Command and the Conelrad emer-
gency warning system to Associated Press teletype and civilian radio circuits. 
Various rumors suggested that it could have been the work of Soviet agents —
 General Maxwell E. Rich, commander of the Utah National Guard, thought 
that the Soviets might be monitoring how fast the nation responded to an 
emergency, while an unnamed military officer on the scene recalled that 
Soviet trawlers had once dredged up submarine cables.  28   Air Force General 
Curtis LeMay cited a published report stating that the perpetrators bore the 
hallmarks of training from an East German school of sabotage.  29   

 Whoever the culprit was, the reaction was swift and immediate. Six states 
deployed soldiers and national guardsmen to their relay stations and signal 
towers; as a precaution, Bell facilities as far away as Illinois received armed 
sentries. In Los Angeles alone, a nervous sheriff summoned all seven thou-
sand deputies to report for duty. The governor of Utah rushed to inspect the 
scene of destruction, which left concrete and aluminum debris twisted into 
the volcanic rocks, a sharp smell of battery acid in the air, and — most oddly—
— a white field of Styrofoam bits, a result of the microwave lens ’ s unusual 
construction.  30    Newsweek  captured the scene well:  “ The desolate wastes of 
the Great Salt Lake Desert suddenly swarmed with investigators — civil and 
military. ”   31   Meanwhile, temporary circuits had to be installed: a Globemaster 
cargo plane landed the same evening at Wendover Air Force Base carrying 
more personnel and portable microwave equipment; so much equipment, in 
fact, that the phone technicians wondered how they would load them onto 
their company trucks. 

 This was the first act of sabotage directed against the nation ’ s transconti-
nental communications circuits, and it signaled a shift in the way the nation 
understood communications: previously invisible lines in the desert had 
suddenly been exposed. The centralized Bell System upon which the nation 
relied had begun to exhibit cracks, even if its officials rushed to assure the 
nation that defense circuits had been rerouted within ninety seconds. (The 
actual response time turned out to be far longer.) More important for our 
story, the bombing of the Bell System occurred during a moment when sci-
entists were designing distributed networks to survive similar attacks. In 
other words, the bombing made real a largely abstract fear — that war might 
destroy a centralized communications network. Because this was front-page 
news, Baran almost certainly read about it as he was revising a paper that 
he would publish as  “ On Distributed Networks ”  a year later.  32   So two things 
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happened that year: the technological network came into being, simultane-
ously with another kind of network — network understood as conspiracy. 

 A group calling itself the American Republican Army eventually took 
credit for the attack. It was later discovered to be an army with a  “ rather 
slim ”  membership of two, namely, Jerome Brouse, age fifty-one, a construc-
tion worker with a grudge against AT & T ’ s monopoly, wearing a fake six-
shooter in his holster, and a partner, Dale Chris Jensen, age thirty-three. Yet 
because the bombing affected the system as a whole, the 1961 event seemed, 
at the time, to result from something rotten in the political system. Writing 
for the  New Republic , journalist Gerald Johnson saw the bombing as symp-
tomatic of a national  “ atmosphere of conspiracy. ”  Why shouldn ’ t a nation see 
everything as a  “ counterplot ”  or  “ plot, ”  Johnson asked, when it had been told 
by its government that  “ half the world is engaged in a great and infamous 
plot against it, and that it can trust nobody? ”   33   The secretive atmosphere of 
government breeds a corresponding rise in secret societies, Johnson wrote; 
the supposed left-wing plots by Communists create a corresponding rise in 
right-wing groups such as the American Republican Army. 

 Before the culprits were caught, another rumor circulated that the 
bombing was a test by another branch of the government: a rumor almost 
too strange to believe outside an  “ atmosphere of conspiracy, ”  yet a rumor 
matched and even exceeded by later conspiracy theories on the supposed 
governmental origins of the Kennedy assassination and 9/11. Yet there was 
something specific about the Bell System as the locus of conspiracy. Con-
spiracy, by definition, is concerned with systems; it connects seemingly 
unrelated pieces of information, weaving them into systems. In 1961, the Bell 
System was not only the largest and wealthiest corporation in the world (as 
 Life  proudly noted the following month), but it was also the technological 
system by which corporations, governments, and individuals spoke to each 
other. The bombers in the American Republican Army called AT & T a  “ cartel, ”  
but it turned out to be far more: AT & T  was  the Pynchonesque system of para-
noia in which  “ everything is connected. ”  

 Push a little further into the story of the bombing and we begin to see 
something unexpected. A seller of janitorial supplies sporting a Castro-style 
beard and imagining himself as an entire army triggers the actual army 
to respond; there is an almost comical relationship between the very rou-
tine business of AT & T and the gravity of a national emergency. As the legal 
records show, accident and emergency are intimately connected, and the two 



14 CHAPTER 1

ends of the spectrum can be flipped at any moment. To see what I mean, let 
us turn to the halls of the Senate. 

 On June 7, about a month later, the Senate Internal Security Subcommit-
tee (SISS) took up a bill to safeguard defense communications, which had 
almost certainly been rushed to the docket because of the attack. Bill 1990 ’ s 
sponsor, Senator Thomas Dodd of Connecticut (who would later be indicted 
for corruption by the same committee), was absent, but submitted a writ-
ten statement opening with an ominous description of  “ a person or persons 
unknown ”  who had sabotaged  “ 3,000 interstate communications ”  circuits in 
Utah and Nevada, many of which, Dodd continued, were essential to military 
and civilian defense. 

 Dodd ’ s bill was a relatively simple one that extended the anti-sabotage 
law to all defense-related circuits, not just federally owned ones; in fact, it 
was a resubmission of a bill that hadn ’ t made it to the Senate floor the previ-
ous year because of time limitations. But it was a strange hearing: with the 
bombing on everyone ’ s minds, photographs of the attack were appended to 
the Senate record. What ought to have been routine business became a mat-
ter of grave national security, yet, at the same time, the senators wondered 
what to do if the destruction turned out to be the result of a worker on strike 
or even a prankster:  “ some boy that likes to hear something pop off, ”  or who 
might  “ stub the toe of a Western Union messenger. ”   34   Comical scenarios, 
perhaps, but to this day, crucial communication lines are disrupted acci-
dentally all the time, typically by a farmer or a construction worker digging 
with a backhoe: in 2009, the  Washington Post  reported on the phenomenon 
of black Chevrolet Suburbans arriving at construction sites. Suited govern-
ment agents tended to show up minutes after an accidental cut of a classified 
(and thus unmarked) fiber route.  35   The  Post  even offered a name for classified 
cable routes:  “ black wire. ”  So the distinction between the emergency and the 
accident was already wearing thin in 1961, and fifty years later, it seems to 
have eroded away entirely. 

 Moreover, in the hearing, it wasn ’ t clear what defense system — or what 
circuits — they were talking about securing. The senators and the military 
men approached this question first with a list of examples and acronyms, 
among them the Ballistic Missile Early-Warning System (BMEWS), the mid-
Canada line, the Distant Early Warning (DEW) Line, the Missile Defense 
Alarm System (MIDAS), etc. But the confusion was an epistemological one: 
General DuPlantis testified that  “ it is impossible to define  ‘ what is operated 
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and controlled by the United States. ’  ”   36   For if a law is written to protect engi-
neered military circuits, that same law  “ could be interpreted to extend to the 
entire communications systems ”  of the Bell System, Western Union, and any 
other company. Any circuit could, at any moment, become a military circuit. 
In the event of an emergency, one circuit may take an alternate path; a Des 
Moines outage might affect both St. Louis and Kansas City. Responding to a 
question by Senator Roman Hruska — what  is  the network? — DuPlantis testi-
fied, in dialogue reminiscent of a Beckett play: 

 General DuPlantis: Sir, you would never be able to define the system that 
you had reference to since it is subject to call. As I tried to explain in this 
rerouting process which goes on all the time, you can ’ t put your finger on 
the circuits that you will call up. You know where the terminal ends are, 
but these circuits will take devious paths from minute to minute . ¬ . ¬ . 
 Senator Hruska: And if some damage to any part thereof occurred, it would 
be considered damage within the meaning of the law, would it not? 
 General DuPlantis: If you could define which ones you had reference to. 
 Senator Hruska: Well, if they are so comprehensive that it could be any of 
them. 
 General DuPlantis: This could be true, but it would be very difficult. 
 Senator Hruska: I understand the circuitous business. 
 General DuPlantis: That it goes round and round and you don ’ t know where 
it goes from minute to minute.  37   

 One imagines a slight note of exasperation from the general. Because of 
the new design for switching networks, the circuits varied from  “ minute to 
minute. ”  Thus, for DuPlantis, as it is for scholars of contemporary networks, 
it was impossible to pin down what the system  “ is ” ; the system reroutes itself 
depending on the need. It is a logical overlay, rather than a physical thing; 
it is a process, not a static moment; it is a matter of what should not be cov-
ered, rather than defining what it does cover. The network is an idea that is 
resistant to knowing. 

 The practical result, for DuPlantis, was that the law  must  apply to all cir-
cuits, because this is the very design of the network. Concerning the question 
of  “ what our requirements for seizure would be, ”  DuPlantis testified:  “ This, 
of course, is very nebulous, but . ¬ . ¬ . we can say we have a requirement for all 
of it. ”   38   What could conceivably count as part of the network is  “ very nebu-
lous, ”  echoing the word ’ s Latin origins in  nebule , cloud: a cloudlike vision that 
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is simultaneously vague and also universal. In the 1950s, AT & T successfully 
sued an undertaker who gave away a plastic cover for its telephone books for 
violating its monopoly on telecommunications: it claimed that its network 
extended even to the act of picking up the Yellow Pages.  39   Like the AT & T 
lawyer who stumbled across the plastic cover by accident, the committee, 
too, saw the network in everything that could conceivably be involved in 
communications, from AT & T lines to Western Union messengers.  “ All of it ” : 
the prime symptom of network fever. 

 What we take from this hearing is that war circuits are indistinguishable 
from civilian circuits, because, in a time of emergency, everything will be 
part of a war circuit. Although the modern packet-switched network had yet 
to be invented, the idea of the network was beginning to radically recon-
figure the relationship between military and civilian spheres, the state of 
war and the state of exception. And while the rest of this book will explore 
this issue in more detail, I want to dwell on the implications of DuPlantis ’ s 
testimony. For there is something richly evocative about his description that 
 “ these circuits will take devious paths from minute to minute. ”  

 What did DuPlantis mean by  “ devious ” ? Attempting to explain this to the 
senators, the counselor remarked that he had once made an emergency call 
from Washington to Seattle that needed to be patched through via Atlanta 
and Minneapolis.  40   In fact, DuPlantis responded, it is even more devious than 
the counselor ’ s example; machines automatically route calls around broken 
circuits, so that paths deviate from the norm all of the time. A physical route 
is suppressed in favor of the logical route; the networked path deviates from 
the straight path. It is indeed a  “ circuitous business, ”  as the senator put it. 

 But there is another context, of course; one that will go a long way toward 
explaining why the network is a matter of internal security, rather than 
international security; why there are no discussions of nuclear strikes but 
plenty of discussion on the limits of regulation. For the word  “ devious ”  has 
a peculiar resonance in the context of the Internal Security subcommittee. 
Recall that this is the same committee that had become notorious for its 
inquisitions of  “ subversives ”  and communism; the deviant, in this context, 
would have referred to those who chose a political path deviating from the 
norm. Serving as the Senate counterpart to the House Un-American Activi-
ties Committee (HUAC), the SISS had originally been chartered to investigate 
acts  “ including, but not limited to, espionage, sabotage, and infiltration of 
persons who are or may be under the domination of the foreign government 
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or organization controlling the world Communist movement or any move-
ment seeking to overthrow the Government of the United States by force and 
violence. ”   41   

 In today ’ s digital culture, deviance is commonly associated with sex-
ual deviance. This is what animates Wendy Hui Kyong Chun ’ s study of the 
 “ cyberporn ”  scares of the 1990s, where anxiety about the network comes 
from the twenty-first-century paranoid subject, who metaphorically under-
stands fiber-optic cable as nerves of light that penetrate his body and pro-
duce a deviant sexual response.  42   And this direction may be a productive 
one to pursue, as SISS had spent a good part of the 1950s investigating 
homosexual  “ deviants ”  in the State Department as part of the so-called 
Lavender Scare. 

 But what the Senate record shows is perhaps less expected: fully half of the 
June 7 hearing on network security was taken up by a discussion of another 
kind of political deviation, organized labor. Indeed, the final two witnesses 
called to the hearing were the president of the Commercial Telegraphers ’  
Union and the counsel for the American Civil Liberties Union. The witnesses 
were concerned that telecommunications workers exercising their legiti-
mate right to strike might, under the new law, be detained for national secu-
rity reasons, even as they pledge to suspend those rights, out of patriotism, 
during a time of war.  43   And the last time the Bell System had been disrupted 
was during a period of labor unrest — the only time before Wendover that the 
robustness of defense circuits had been tested. During a 1957 Communica-
tions Workers of America strike, a worker acting on his own had dynamited 
Southern Bell lines in Jackson, Mississippi; this, General Bestic remembered, 
was the last time he testified about defense communications. The same com-
mittee ’ s investigations of alleged Communists in Southern labor unions were 
undoubtedly still on his mind. 

 The network that the committee saw was the network within the network, 
as it were: the shadow of organized labor over the telephone lines, what film-
maker Caroline Martel, in her documentary on female phone operators, 
called  “ the phantom operator. ”  And, indeed, there was a long-standing con-
nection between the threat of labor and the misrouted message. In 1907,  Le 
Cri Postal , the newspaper of the Postmen and Telegrapher ’ s union, made this 
fear explicit:  “ What you will never be able to prevent is that some fine day 
the letters and telegrams from Lille take a little stroll around Perpignan. . ¬ . ¬ . 
What you cannot avoid is that the telephone wires be simultaneously tangled 
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and the telegraphic instruments take strange and unexplainable fits. What 
you will never prevent is that ten thousand workers remain at their places, 
but with their arms crossed. ”   44   

 The crossed signals of a network become the crossed arms of labor; the 
 “ strange and unexplainable fits ”  that indicate a technical glitch are the paths 
that the wires will take absent the maintenance that labor puts into it. Though 
the histories of labor and telecommunications have been intertwined from 
the start, the former tends to drop out of its telling, and infrastructure has 
come to exclusively stand for computer machinery. Even as labor itself has 
been written out of the network ’ s history, however, the tangled wires haunt 
the senders of the signals. Signals are sent to one place only to reappear else-
where; the counselor ’ s emergency calls travel through Atlanta to eventually 
get to Minneapolis. The goal of the distributed (or  “ self-healing ” ) network is 
that circuits will automatically reroute themselves without human interven-
tion — a design that is at the very heart of the cloud, where networks, servers, 
and applications alike can crash or fail without requiring intervention. But 
behind this is an ideology that the tangle of wire with worker can be perma-
nently separated. 

 I have used the example of labor to correct a mythology that focuses on 
the network as a Cold War weapon against Soviet threats. But the larger issue 
at stake is that what I am calling the network — a way of thinking the connect-
edness between individual events — is always an  “ internal affair, ”  a matter of 
thinking internal deviations. Whether this is the State Department worker 
suspected of homosexuality, or the worker suspected of belonging to part of 
a devious network, the network is always already internally focused. This is a 
complicated point because, again, I am using the network as a specific episte-
mological stance: one that, as Chun has argued,  “ does not respond to an over-
whelming, all-seeing power but rather to a power found to be lacking — rotten 
and inadequate, always decaying. Paranoid knowledge similarly responds to 
technologies ’  vulnerabilities, even as it denies them. ”   45   

 Earlier we observed that epistemological difficulty — the  “ very nebulous, ”  
cloudlike nature of definitions — is what led the committee to define every-
thing as part of the network. The perfect network is where everything is 
connected and the network is omnipresent;  “ network fever ”  afflicts military 
planners and media scholars alike. This fantasy of the universal network 
has, at its core, the principle of deviance: of having a break or a rot some-
where in the network, of having circuits — or people — that are unreliable and 
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untrustworthy, of not being able to know for sure  “ where it goes, ”  or who is 
breaking it. 

 What I mean by the network ’ s nebulousness is the opacity through which 
any given circuit is seen, a usage that recalls the well-known phrase  “ the fog 
of war. ”  This opacity means that the paranoid subject can ’ t tell friend from 
enemy, and is threatened by that which allows friend and enemy to mix. If 
friend can appear as enemy and vice versa, then the paranoid subject may 
lash out against certain manifestations of this phenomenon. But the ultimate 
target of her anger is the system behind these phenomena. In other words, 
the paranoid subject ’ s goal is to bring down this system. Yet to expose this 
system is also to unravel the system of paranoid knowledge — the connec-
tions between two seemingly unrelated persons, ideas, or events — that she 
has laboriously woven together. Because creating the system of connections 
is synonymous with exposing or unraveling the system, creating the system 
is synonymous with the act of pulling it apart. 

 But the irony, of course, is that this is a system that she has herself 
constructed: it is a way of mapping the external world onto an internal 
system of knowledge, a cognitive map that attempts to explain the world ’ s 
totality. This map is deeply self-referential; at its center is a dot that always 
reads YOU ARE HERE, for the map is ultimately a way of translating the exter-
nal world into the paranoid subject ’ s own body. Or as Richard Hofstadter 
wrote in his now-classic essay on paranoia in American politics,  “ It is hard 
to resist the conclusion that this enemy is on many counts the projection 
of the self. ”   46   This is what makes paranoia a type of autoimmune disease. It 
would be one thing if the system were external to the paranoid subject; but 
the system is  her  system of knowledge. Only she can see the connections, 
and only she can unravel it. So what the paranoid subject seeks to destroy is 
something entirely internal to her; it is her worldview, indeed, her body, that 
is destroyed. 

 As rumor went, the 1961 bombing was a symptom of one branch of gov-
ernment attacking another. As outlandish as this fantasy was, it nevertheless 
revealed the paranoid logic taken to its extreme, in which the state attacks 
itself, as if ridding itself of its internal diseases. The paranoid principle, in 
which everything is connected, is intimately related to its opposite, a world 
where nothing is connected. In extreme cases, a paranoid system of knowl-
edge will attack its own system of connectivity — most literally, the commu-
nications network that it had once built — in order to unravel this world of 
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connectivity. Paranoia, by definition, contains the seeds of both radical con-
nectivity and radical disconnection. 

 Just as certain autoimmune diseases, such as multiple sclerosis, attack 
the body ’ s nervous system — the body ’ s communications network — we might 
expect the target of a paranoid structure of power to be its own telephone 
networks, or even the Internet. Theory is not intended to have predictive 
value, but one recent case is nevertheless suggestive. When Egypt ’ s rulers 
found themselves threatened by mass protests in the winter of 2011, they dis-
patched the intelligence service to the Ramses Exchange in Cairo, a building 
that housed a data exchange for Egypt ’ s leading Internet service providers, 
to shut down the Egyptian Internet. The popular media surmised that its pro-
viders were coerced through various technological weapons, such as attack-
ing the BGP routing tables that direct Internet traffic. But it appears that the 
security services took a simpler approach: on January 28, 2011, at 12:28 a.m., 
breaker switches were thrown and routers powered down; phone calls to the 
providers convinced any less-connected holdouts to terminate service. (In 
other words, the most-connected providers were the most vulnerable to this 
shutdown.) Cell phone service was also cut, though it was restored the next 
day, and the Internet was not operational until February 2, six days later. 

 During those six days, many businesses could not function; banks and the 
stock exchange had trouble processing electronic transactions.  Forbes  later 
estimated that the country had lost roughly $110 million in direct revenue, 
including call-center jobs that were shifted to New Zealand; the total eco-
nomic damage was something closer to $1 billion.  47   Warigia Bowman reported 
that, in the absence of the network,  “ people were forced to rely on traditional 
means of communication, including knocking on doors, going to the mosque, 
assembling in the street, or other central gathering places ”  — places such as 
Tahrir Square.  48   Far from tamping down the protests, the regime ’ s Internet 
shutdown may have inadvertently hastened the regime ’ s downfall. 

 Jacques Derrida has suggested that the common logics after 9/11, such 
as  “ terrorism, ”  have increasingly begun to align otherwise disparate move-
ments into a paranoid system. This paranoia, Derrida argues, is ultimately 
a type of autoimmune disease in which  “ repression . ¬ . ¬ . ends up producing, 
reproducing, and regenerating the very thing which it seeks to disarm ” : the 
war on terror, for example, only produces the very terrorism it is meant to 
eradicate.  49   It would be incorrect to consider terror a new phenomenon that 
has arisen since the weakening of nation-states after the Cold War. Perhaps 
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the first historical moment of modern terrorism, Derrida argues, was the 
Reign of Terror, carried out in the name of the French state. Since terror, in 
other words, is an integral part of how a state wields sovereign power, terror-
ism after 9/11 must be understood within that context.  50   

 Thus when scholars write about a new form of distributed power invented 
to immunize us from the nuclear strike, and, more generally, from the older 
forms of war that it represents, something seems to go awry. The supposed 
immunity of the Internet instead leads to what Derrida calls  “ that strange 
behavior where a living being, in quasi-suicidal fashion, itself makes to 
destroy its own protection . ¬  . ¬  . its own immunity. ”   51   Years after the Inter-
net supposedly immunizes us from nuclear threat, that threat returns in the 
form of networked viruses that target the turbines of Iranian nuclear reac-
tors, a cyberwarfare tactic that the  New York Times  described as a first step 
toward  “ mutually assured cyberdestruction. ”   52   

 The implication of Derrida ’ s analysis is that the most extreme cases of 
repression may produce the most extreme response. Seen in this light, the 
Egypt case become even more interesting. Numerous commentators claimed 
that the so-called Internet kill switch in Egypt could never happen in more 
democratic and networked environments, such as the United States. Set 
aside, for a moment, the rather patronizing nature of these proclamations. 
What I want to argue is the opposite: precisely because the United States is 
more interconnected, it is more prone to extreme responses. Take perhaps 
the most networked region in the country, the San Francisco Bay Area, where 
proximity to the giants of Silicon Valley, such as Cisco, Google, Apple, and 
so forth, has caused it to be a test bed for technical and government experi-
ments on pervasive networking. 

 Planners noticed one hole in the network, though: the underground, and 
specifically the underground transit system. The Bay Area ’ s public transit 
system, BART, installed wireless antennae in underground stations as early 
as 2004. Later, it expanded the network to the tunnel beneath San Francisco 
Bay, so commuters could check their e-mail or make phone calls while cross-
ing from San Francisco to Oakland. But the excess of network connectivity 
resulted in a familiar scenario. On July 3, 2011, a BART policeman fatally shot 
a forty-five-year old homeless man wielding a knife. A previous incident, 
where a white BART policeman fatally shot an unarmed African American 
man in 2009, had sparked region-wide protests and riots and had resulted in 
an eventual manslaughter conviction; this time, inflamed citizens gathered 
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on online message boards to discuss protest actions. This chatter made BART 
officials nervous. Early on the morning of August 11, the day of another 
planned protest, BART spokesman Linton Johnson sent an e-mail to his tran-
sit police:  “ A whole heck of a lot their ability to carry out this exercise is pred-
icated on being able to communicate with each other. Can ’ t we just shut off 
wireless mobile phone and Wifi communication in the downtown stations? 
It ’ s not like it ’ s a constitutional right for BART to provide mobile phone and 
Wifi service. ”   53   

 Later that morning, after overcoming some dissent, BART ’ s general man-
ager decided to hit the kill switch. In an unprecedented move, cell phone ser-
vice was shut off system-wide, from the airport through downtown stations. 
And tactics that had originally come from labor, sending the network into 
 “ strange and unexplainable fits, ”  had now been co-opted by management. 
For contractual reasons, Verizon, Sprint, and AT & T, the three carriers then 
inside the BART system, were forced to comply. The protest never occurred. 

 One of the main rationales for the existence of BART ’ s wireless network 
was that an earthquake might strike while commuters were trapped in the 
underwater tunnel.  54   BART deployed the network in the name of public safety 
and then disabled the network in the face of the protest, again in the name 
of public safety. The BART case may be the first in a series of autoimmune 
responses to network fever. Rather than reading this shutdown as a one-time 
exception or an overreaction, I am suggesting that it reveals something sys-
temic about the way that paranoid imagination of networks manifests itself, 
when the network of Internet-enabled protesters is again conflated with the 
communications network. Over half a century earlier, a similar flare-up of 
network fever had authorities wondering whether they could cite a wartime 
law preventing the disruption of interstate communications to quash a San 
Diego labor strike against Pacific Telephone and Telegraph in 1947 — because 
Congress had not technically declared the war over, nearly two years after 
V-J Day.  55   Just as labor strikes were once conflated with the invocation of war, 
the present moment has increasingly seen different political scenarios flat-
tened into a sparse set of terms: war, terror, protest, network. 

 The logic that ties the  “ network of networks ”  represented by Al Qaeda –
 affiliated movements with the  “ cloud protesting ”  of Occupy, for example, 
is a sad reminder of this sparseness of language. What we urgently need is 
a richer vocabulary that captures the complexity of each social movement, 
a language that is less interpretive than phenomenological. To see what I 



THE SHAPE OF THE NETWORK 23

mean, I offer a fictional example that captures both the extremes of paranoia 
and possibly a way out. 

 Francis Ford Coppola ’ s 1974 film  The Conversation  tells the story of a sur-
veillance expert who monitors other people ’ s phone calls and picks up acous-
tic signals with a boom mike to reconstruct their conversations. This expert 
is an interpreter who pieces together the network of people supposedly 
involved in an assassination plot. In the final sequence, he receives a tele-
phone call containing sounds of him alone in his San Francisco apartment, 
and realizes he has been deceived; he is the one who has been under surveil-
lance (  figure 1.4 ). The camera shows Gene Hackman tearing his own apart-
ment apart looking for the bug, an autoimmune response to the paranoid 
gaze (or the paranoid ear, in this case). Hackman has hit the breaking point 
and crossed over to madness.   

 Commentators have often focused on the madness and on the camera that 
pans back and forth, like a surveillance camera, as some sort of morality tale: 
the coldness of technology, or the emotional deadness of the main character. 
But I ’ m most drawn to a minor detail, to the question of why Hackman plays a 
saxophone solo for the surveillance camera. I ’ m resistant to any claims about 
the ontology of jazz, but I do think that the contingency of Hackman ’ s alto sax 
offers a poignant way out of the double-bind of networks and paranoia. To be 
clear, the music doesn ’ t suggest a way of opting out of the network — indeed, 

 Figure 1.4 
 Still from Francis Ford Coppola,  The Conversation , 1974. 
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he plays for the camera, and, by implication, for the people watching him. On 
the soundtrack, there is a simple chord sequence, which Hackman hears as a 
sort of delusion. And we hear the sequence, too, a sign that we are also impli-
cated in his web of paranoia. Hackman improvises to the chord sequence on 
the soundtrack, and as improv, there isn ’ t a score; there isn ’ t even a profes-
sional musician as such, since Hackman himself is playing the music as an 
amateur: a strange intrusion of live performance into a canned soundtrack. 
Hackman ’ s character is still clearly mad; the piece he plays is a deviation, a 
nonlinear path. Yet he no longer follows that path to make meaning. The 
reason that the solo is almost completely ignored by film critics is probably 
because there is nothing left to interpret. It is simply an act of madness. 

 Instead, the solo is, like the title of this section, full of  “ strange and unex-
plainable fits. ”  Partially released from the desire for interpretive meaning, 
the solo serves to produce only one thing: pleasure. And perhaps that is 
enough of a lesson to us. If we are not able to escape the throes of network 
fever, we might as well take pleasure from its deviances. 

 Truckstop Networks (Portola Valley, California) 

 Take pleasure, or at least make art. In the 1960s through the 1970s, several 
groups of engineers from California were trying to find an alternative to the 
centralized network. Not all of these engineers were working for RAND or 
other military-funded laboratories, however; many of them were artists. And 
for them, as for much of the rest of the country, the networks they were 
designing did not necessarily involve digital data. Instead, at that moment, 
 television  was the centralized system that needed to be subverted or at least 
radically redesigned. Network television was a monolithic schedule of pro-
gramming pumped out by NBC, CBS, ABC, and, until it folded, DuMont: 
national broadcasters that homogenized the flow of information. The studios 
broadcast content to the home; information flow was a one-way street — at 
least before a 1969 Federal Communications Commission decision allowing 
community access television (CATV), better known as cable. Television deliv-
ered the network. But video and cable had the potential to hijack it. 

 In 1970, the same year that computer scientist John McCarthy asked 
whether home computer networks could lure TV viewers away from the tube 
with alternative sources of information, an artist group called Raindance 
Corporation proposed a  “ Center for Decentralized Television. ”   56   A playful 
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parody of the RAND Corporation ’ s 1964 design for a decentralized digital net-
work, its name suggested the design ’ s paradoxically centralizing tendencies. 
Formed in response to news that the RAND Corporation had begun to study 
cable networks (or, as one contributor speculated, was developing mind-con-
trol techniques), the video collective wrote:  “ We believe culture needs new 
information structures, not just improved content pumped through exist-
ing ones, ”  and their unrealized  “ Center ”  would have served as a regranting 
agency for video artists.  57   An early issue of the collective ’ s newsletter,  Radi-
cal Software , suggests the thrill of imagining new information structures: the 
typography of Frank Gillette ’ s piece,  “ Loop-de-Loop, ”  depicts arrows twisted 
to form loops that lead nowhere. Claude Ponsot illustrates an article about 
the structure of cybernetics and guerilla tactics with whimsical mathemati-
cal diagrams dubbed  “ Klein worms, ”  after the topologically impossible Klein 
bottle. We are still within the ballpark of Baran ’ s network diagrams, but just 
barely (  figure 1.5 ).    

 These earlier moments of reconfiguring the network structure hold 
uncanny parallels to modern-day digital networks. The first page of  Radical 
Software  ’ s first issue is an excerpt from Gene Youngblood ’ s book,  The Vid-
eosphere ; a later advertisement summarizes his book as a description of a 
 “ single unified system, a  ‘ decentralized feedback communication network ’  ”  
that would unite five different mediums: cable TV, portable video, storage 
networks,  “ time-shared computer utilities, ”  and  “ the domestic satellite sys-
tem. ”  Youngblood ’ s videosphere is often understood metaphorically, as a 
reiteration of Marshall McLuhan, but here Youngblood turns his attention 
to specific networks: the FCC ’ s decision to allow MCI (then called Micro-
wave Communications Inc.) to compete with AT & T by renting CATV circuits; 
a  “  ‘ quasi-laser ’  broadcasting system . ¬  . ¬  . [that] transmits up to 15 miles, ”  a 
technology pioneered by MCI that will anticipate fiber-optic cable; the US 
Defense Department satellites, along with Soviet and the commercial Comsat 
networks. Youngblood ’ s union of heterogeneous networks is eerily similar to 
the union of satellite, land, and radio networks that was dubbed, five years 
later, the Internet. Add in the  “ time-shared computer utilities ”  and storage 
networks (considered in the next two chapters), and you have the cloud. 

 Excited by the potential of this new technology, the late 1960s and early 
1970s became a test bed for questions that would preoccupy network cul-
ture: If you could design a two-way,  “ feedback network, ”  could you even out 
the structures of power and create a more participatory media environment? 
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And if you could change the media, would its viewers see differently? These 
are large questions, but ones that have lost their potency over time because 
so many of these structures have come into fruition: viewers feed back images 
and videos to television shows all the time, as with citizen-generated videos 
that regularly air on CNN, and YouTube has become an even more eclectic 
repository for images than cable ever was. We take distributed networks, 
and their properties, such as two-way interaction, for granted; the rhetoric 
of the artists is too utopian to be taken as more than a product of its time. 
And as David Joselit reminds us, while video and cable may be a  “ cautionary 
tale regarding the Internet ’ s claims as a site for radical democracy, ”  it is an 
embarrassing lesson to learn — particularly given how quickly cable, like the 
Internet, became commercialized and assimilated into the system of power 
it once claimed to subvert.  58   

 Figure 1.5 
 Paul Ryan and Claude Ponsot,  “ Klein Worms, ”  in  Radical Software  1, no. 3 (1971); Laba-
die Collection, University of Michigan Library. 



THE SHAPE OF THE NETWORK 27

 These artistic attempts to critique and reconfigure the network of 
television at the same time as ARPAnet and the Internet suggest that a 
larger, generalizable discourse about networks was at play in the late 
1960s and early 1970s, and that it wasn ’ t limited to computers and digital 
technology. Essayist Joan Didion aptly summed up the massive social 
upheaval in the late 1960s by invoking Yeats:  “ The center was not hold-
ing. ”   59   Despite a smoothly functioning marketplace and a high GNP, the 
gravitational pull of these economic mechanisms no longer seemed enough. 
That decentralized networks were created in response — whether as alterna-
tives to the centralized system of information distribution, or as buttresses 
meant to uphold the center by dispersing its power — does not strike me as a 
coincidence. 

 While the publics of the Internet were not yet present in the early 1970s, 
the publics created by television — the network user, here understood as a 
viewer of television and video — nevertheless registered the shifts in the 
network ’ s shape. For the advent of new media in the late 1960s and early 
1970s was felt primarily as the advent of news media — for instance, recall 
news reports from the 1972 Democratic and Republican National Conven-
tions by the amateur group TVTV (Top Value Television), wielding the new 
Sony handheld video recorders named Portapaks. We tend to lose sight of 
this because a scholarly focus on the specificity of the network ’ s  mediums  
(its wires or logics or apparatus) has led to its inevitable separation from the 
network ’ s  media , the sense of mass or communications media.  60   To recuper-
ate this larger discourse of the network, I turn to one of  Radical Software  ’ s 
collaborators, the San Francisco – based collective Ant Farm (Chip Lord, Doug 
Michaels, Hudson Marquez, and Curtis Schreier). Ant Farm ’ s proposal for 
a media distribution structure called a  “ Truckstop Network ”  allows us to 
see how fertile the ground was for alternate network structures. The caveat 
is that my abbreviated consideration of a single Ant Farm project misses 
not only the rest of their work, but also contemporaneous examples from 
the rich history of video, such as artist Dan Graham ’ s  “ feed-forward ”  cable 
network (ca. 1972); Austin Community Television (ACTV, 1972 – ), which fed 
directly into the cable ’ s  “ head-end, ”  or distribution center; Stan VanDer-
Beek ’ s live performance/call-in piece for WGBH-Boston,  Violence Sonata  
(1970); or the Videofreex pirate TV station in the Catskills, Lanesville TV 
(1972 – 1977), that attempted to hack or reconfigure the shape of the network 
system. For interested readers, I direct them to books that take up this sub-
ject in more depth.  61   



28 CHAPTER 1

 With this caveat in mind, let us move to 1970, when a modified Chevrolet 
van with a clear plastic bubble and a distinctive antenna hit the road. Serving 
as Ant Farm ’ s temporary home for a year, it contained a TV window, a video-
tape setup, silver roof-mounted speaker domes, and a dashboard-mounted 
camera, all hardware  “ reminiscent of a B-52. ”   62   It was quickly named the 
Media Van, and it became an integral part of what they eventually dubbed 
the Truckstop Network. Ant Farm bought several of the new Portapaks and 
went on tour, stopping at several colleges, shooting video of  “ dancing chick-
ens, an okra farmer, a ground-breaking in Scottsdale, aspiring pop singer 
Johnny Romeo belting out a ballad in the Yale School of Architecture. ”   63   If 
commercial television refused to broadcast these video images, the Media 
Van would bring the network directly to the audience ’ s door. 

 This van drove off during a moment of transition for highway culture. 
Through the 1960s, Jonathan Crary argues, the automobile and the television 
worked hand-in-hand in popular culture to conceal the growing complexity 
of capitalist representation. A highway route had an effect much like televi-
sion, acting as a sort of TV channel that seemed to enable a driver/viewer ’ s 
autonomy by giving him or her the power to choose — even as it cloaked the 
mechanism of capital behind it.  64   In the 1970s, Crary continues, television 
 “ began to be grafted onto other networks . ¬ . ¬ . the screens of home computer 
and word processor, ”  and the computer ’ s window replaced the car ’ s window 
as the predominant space of the virtual.  65   Though the ideal of car culture had 
begun to sour — a matter brought to a head by the 1973 oil crisis — it was pre-
cisely the highway ’ s identification with Cold War surplus and rusted roadside 
attractions, and its lack of newness, that made it fertile ground for artistic 
reappropriation.  66   

 Thus Truckstop Network was more than a road trip tour; it was also a 
statement about mobility itself. Standing on the hinge between auto window 
and computer window, it proposed a countrywide network of truck stops for 
 “ media nomads. ”  Placed just off the highway, each truck stop would offer an 
array of services for those living on the road: housing, electricity, and water; 
truck repair and a communal kitchen; and also communications services —
 computers and video equipment — seen,  “ like food and gas, as nutrients nec-
essary for survival. ”   67   

 Indeed, the computer aspect was essential to this plan: not only would it 
link all the truck stops, or  “ nodes, ”  in Ant Farm ’ s parlance, into a nationwide 
 “ communication network, ”  but it would also direct the visitor to the services 
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available at other truck stops — a woodworking shop, or astrology lessons, for 
example.  68   Truckers could be sent to other nodes via several highway direc-
tions; a placemat passed out to audiences on the Ant Farm tour maps sev-
eral of these cross-country routes, including the  “ Overland Route ”  (Chicago 
to Salt Lake City to San Francisco Bay) and the  “ Sunset Route ”  (Los Angeles 
to New Orleans) (  figure 1.6 ). On the flip side of the placemat, a star identi-
fies potential Cold War surplus sites that could be reused as nodes, an act 
of reappropriating what Mark Wasiuta describes as the nation ’ s  “ expanding 
computerized military network and its underground command centers. ”   69   A 
sketch for one of these sites, identified as a former desert missile silo near 
Wendato (likely Wendover, Utah), contains plans to transform layers of the 
silo into various layers for maintaining software (film/video) and hardware 
(auto/bus), all wired via a solar dish to its nervous system/core.  70     

 For Ant Farm, the interconnections turned each node into a  “ physically 
fragmented . ¬  . ¬  .  ‘ city ’  ”  of media.  71   Distributed across the country in places 

 Figure 1.6 
 Ant Farm,  Truckstop Network Placemat  (recto), 1971, Ant Farm, offset printing on paper 
(2-sided); 17 ¬  ×  ¬ 11 in.; University of California, Berkeley Art Museum and Pacific Film 
Archive. Photo: Benjamin Blackwell.  ©  Ant Farm. Courtesy of Chip Lord. 
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where  “ land is cheap and codes are lax in between the cities ”  — one thinks 
of the arid wheat field in Amarillo, Texas, where they executed their most 
famous piece, Cadillac Ranch, or the California deserts where they set up 
inflatable structures — the Truckstop nodes would be connected by the sim-
plest yet most robust piece of Cold War infrastructure, the interstate high-
way.  72   And by placing the nodes at the side of the highway, it was possible 
to build an existence where the journey was the destination, and where the 
motion of the network was the point of the network. Cars traveling between 
the nodes thus became packets; remaining in constant motion, each packet 
would not stop at one node for long before traveling to another node. In 
other words, packet-switching.  73   Without a centralized node (although at one 
point Ant Farm envisioned a central computer to direct traffic), the network 
would constantly move information from point to point while avoiding the 
concentration of information in any one place. Moreover, the nodes were 
cheap, inflatable, and flexible. In effect, Ant Farm had envisioned an anar-
chic, distributed network for mobile living. 

 We may be tempted to dismiss this plan for  “ mobile living ”  as New Age 
artist cant. But Truckstop Network articulated an idea of mobility that would 
soon profoundly shape cloud computing. For the first Internet protocol was 
not developed through ARPAnet, as one might expect, and as most network 
historians claim, but through the physical act of driving on the open road. 
With its fixed nodes of bunker-sized computers and fixed links, ARPAnet was 
the quintessential piece of  “ closed-world ”  infrastructure. Instead, military 
researchers envisioned soldiers going mobile. Though there is no evidence 
that researchers at the Stanford Research Institute (SRI) saw any of Ant 
Farm ’ s media productions, they nonetheless shared a similar vision: media 
would need to be produced and consumed on the road. 

 For SRI ’ s engineers, this meant retrofitting a  “ bread truck ”  style van to 
test the difficulty of broadcasting and receiving network signals on the move. 
They wanted to see if, for instance, their packet radio connection would 
remain intact if the van went under a highway overpass.  74   (Packet radio is 
an early version of today ’ s cellular networks.) Rigged on the inside with a 
DEC LSI-11 computer and two packet radio transmitters, the SRI van (  figure 
1.7 ) ran its first successful test in August 1976, six years after Ant Farm ’ s 
own Media Van (  figure 1.8 ). The test was of a protocol that would bridge 
the aerial network — the Packet Radio Network, or PRnet — with the ground-
based ARPAnet. It was the first time two disparate computer networks were 
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 Figure 1.7 
 Diagram of first two-network Internet transmission, August 27, 1976. Originally pub-
lished in  “ Progress Report on Packet Radio Experimental Network, ”  September 1977. 
 ©  SRI International, Inc. Used with permission. 

 Figure 1.8 
  “ Media Van: mobile vt studio, ”  1971, Ant Farm; ink, stamp marks in black ink, sticker, 
and collage elements on paper; 11 ¬   ×  ¬  17 in.; University of California, Berkeley Art 
Museum and Pacific Film Archive. Photograph: Benjamin Blackwell.  ©  Ant Farm. Used 
with permission. 
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bridged, and as a result, it is considered the first inter-network, or Internet, 
transmission.     

 In this inaugural test, the van is clearly visible on the right side of the net-
work diagram, connected to two clouds labeled PR NET and ARPA NET. What 
is perhaps missing from the diagram is the texture of the setting, of the van ’ s 
driver — protocol engineer Jim Mathis — trucking down Northern California ’ s 
Bayshore Freeway, and the van ’ s final stop, which was chosen because it was 
a  “  ‘ hostile environment ’  — in keeping with relevance to military application ” : 
 “ This was the parking lot of Ross[o]tti ’ s biker bar in Palo Alto, still well in 
reach of the repeater units at Mt. Umun[h]um and Mission Ridge — and with 
good supply of local bikers who gave the appearance of hostility after the 
requisite number of beers. ”   75   

 There is an improvisatory aspect to SRI ’ s van test. The inter-network they 
built was by definition an  “ amalgam of wire and radio networks ” ; it was a 
way of allowing a highly mobile, even ethereal network — packet radio — to 
tap into a preexisting, fixed network infrastructure.  76   The van also reveals a 
third infrastructure that is only implicit: the highways in what is now known 
as Silicon Valley where the researchers circulated to test their van, which 
also delighted the bikers and video freaks with whom they mingled. A few 
miles down the street from Rossotti ’ s, you could buy a catalog containing Ant 
Farm ’ s latest inflatable architecture projects or video schematics from the 
 “ Whole Earth Truck Store. ”  The first node on the intermedia network was a 
truck stop, or, in the case of SRI, a biker bar. 

 The two media vans soon went into storage, SRI ’ s to a forgotten back lot, 
Ant Farm ’ s to a bunker in Marin County, California. But the inter-network-
ing protocol tested in 1976, TCP, would cement the growth of what would be 
christened the  “ Internet ”  in 1983, and the networks ’  shapes would resemble 
the possibilities — the freedom of the road; a constantly moving, physically 
fragmented existence — once offered by the highway. No matter that Ameri-
can highway culture itself had gone into decline. The potentialities that the 
highway once represented — the idea of the highway without the highway 
itself, simultaneously decentralized and yet an infrastructure from the Cold 
War — remained. 

 The  “ information superhighway ”  articulated a new kind of lifestyle, 
where media processors could go mobile, feeding information (often in the 
form of video) back into the cloud. Yet the shift from the media of the van 
to digital media was not a particularly hard one to envision. In  “ Truckstop 
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Fantasy Number One, ”  Ant Farm had even mused that  “ EVENTUALLY WE 
WILL ABANDON PHYSICAL MOVEMENT FOR TELEPATHIC/CYBERNETIC 
MOVEMENT (TELEVISION) AND OUR NETWORK WILL ADAPT TO THE 
CHANGE. ”   77   For Ant Farm, computer links were merely one of many forms 
of communication, and the specific medium (telepathy or television!) was 
somewhat beside the point. In the bottom of their network diagram for 
Truckstop Network, Ant Farm asks:  “ How many ways do you communicate/
inter truckstop. ”   78   And then they list  “ linear ”  mediums, such as the mail, 
next to  “ electronic ”  mediums (radio and telegraph and computer) and 
land and aerial transportation mediums (cars, trucks, blimps). A single 
anomalous dotted line in a mesh network appears to indicate, of all things, a 
telegraph line. 

 The inspiration for Truckstop Network was as much the new technology 
of the Sony Portapak as the well-worn technology of the postal service. As 
Chip Lord recalls,  “ Before we went on the road, we were doing mail art and 
we tapped into this network of people doing mail art. ”   79   Kris Paulsen has 
additionally uncovered a buried history of guerilla television within its lo-fi 
distribution network: videographers swapped half-inch videotapes by adver-
tisements and mail order.  80   The point is that the cloud is always an amalgam—
— a  “ network of networks ”  — that can only come into existence when it is not 
tied to a specific network or medium. This is why there are multiple clouds 
in the SRI diagram, and even some internal debate at SRI on how many net-
works — two or three — are needed before the project can officially be termed 
an  “ inter-network. ”  

 To think about the digital network, I am arguing, one must first think 
about the network in the absence of individual technologies. This is what I 
have tried to do with the example of the two media vans. In the late 1960s 
and early 1970s, the rhetoric behind the creation of new information struc-
tures was often overblown; the utopianism of their claims are so sweeping 
that they are sometimes hard to take seriously (Youngblood ’ s videosphere 
that envisioned an  “ Intermedia network ”  that will unite all media). But we 
dismiss their rhetoric at our own risk. Strip away the technological layer —
 the artists ’  concern with television, for example — and we see something very 
similar to what we have now: the cloud as a place where all media seem to 
converge; the cloud as an enabler of supposedly distributed publics.  81   The 
universalist fantasy of the cloud remains as ubiquitous now as it was forty 
years ago. 
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 There is a second reason why I have brought the vans into the story. If we 
only imagine the network as a product of the military, working with their 
contractors, to  “ invent ”  ARPA and the Internet, then the network that we 
take away is a deeply paranoid one — a vision of nuclear strikes and distrib-
uted tanks. There is a hole in that narrative. By their own admission, the 
engineers at SRI were trying to convince the military that their interests in 
packet radio could eventually have a military application. Inside the van were 
several other projects, including a computer program for encoding speech 
run by the  “ Network Speech Compression and Network Skiing Club, ”  that 
reflected a more utopian heritage within SRI of using computers to augment 
human capabilities. Yet the story they told to the military is the one that is 
inevitably retold by computer historians. 

 Precisely because many of the claims in the late 1960s and early 1970s 
are strange — precisely because they are unexplainable — is grounds for why 
we should embrace them. SRI used a Mickey Mouse phone inside its van to 
test phone service over the packet network; this research in digital speech 
resulted in the decidedly unmilitary Speak  &  Spell toy for children. Mean-
while, Ant Farm sketched an ink diagram of Television America, its prime-
time audience reimagined as a slice of prime — prime meat, that is. In their 
specificity, in their improvisatory strangeness, they rub against the grain of 
universalism. A dancing chicken broadcast from the Media Van undercuts 
any sort of sweeping claims for a new Media America. By their very refusal 
to be assimilated into useful categories for Internet history, they stake out 
a space for the autonomy of their production. In contrast to understanding 
network culture as a paranoid world system, one that encompasses all net-
works, these weird and unexplainable moments offer the potential for an 
alternate, reparative reading.  82   

 It is unknown whether the video freaks and the network engineers in Por-
tola Valley rubbed shoulders over a beer at Rossotti ’ s, though Ant Farm did 
visit the Xerox PARC archives in the early 1970s to research an upcoming 
exhibition. In either case, there was a rich relationship between the coun-
terculture and computer scientists of the San Francisco Bay Area. Theodore 
Roszak and John Markoff have identified a shared interest in political dis-
sent, communalist, and consciousness-expanding practices by members of 
the counterculture and computer researchers living in San Francisco and the 
Stanford area, respectively.  83   And as Fred Turner has shown, Stewart Brand 
served as a key hinge between the two worlds, acting as a cameraman during 
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Douglas Engelbart ’ s 1968 demonstration of personal computing, and as a 
publisher of the seminal Whole Earth Catalog (an outgrowth of the Whole 
Earth Truck Store) — a kind of World Wide Web in print that indirectly led to 
the establishment of the Berkeley Homebrew Computer Club.  84   

 These histories, however, typically trace inventors and researchers within 
or on the peripheries of computer science. As I have tried to show, network 
culture properly resides in a vibrant debate — one that preceded the 1960s, 
and continues to this day — about the proper configuration between media 
and power. Computer scientists were a part of this debate, but they were 
not the only ones to weigh in. Years before ARPAnet ’ s existence, sociolo-
gists, urban planners, government bureaucrats, privacy advocates, epidemi-
ologists, computer scientists, and, of course, the aforementioned artists, 
were keenly aware of the centralizing tendencies of networks. Would the 
computer network become a  “ natural monopoly, ”  like all of its predecessor 
utilities, asked Baran in a 1966 Congressional hearing, and if so, how might 
concentrating data inside such computer monopolies affect privacy? 

 The next chapter tells the story leading up to that first federal hearing on 
computer privacy, and the effect it had on shaping what we now call cloud 
computing. Before I turn to that story, which begins just across the Stanford 
campus from the SRI engineers, it is worthwhile to remember that similar 
questions had already begun to percolate in the fierce debates over televi-
sion. Only five years earlier, Newton Minow, the incoming FCC commissioner, 
warned about television ’ s monopoly over its viewers in his famous  “ waste-
land ”  speech by describing the flatness of television:  “ You will see a proces-
sion of game shows, formula comedies about totally unbelievable families, 
blood and thunder, mayhem, violence, sadism, murder, western bad men, 
western good men, private eyes, gangsters, more violence, and cartoons . ¬ . ¬ . 
And most of all, boredom. ”   85   This distaste builds to the commissioner ’ s larger 
point:  “ I am deeply concerned with concentration of power in the hands of 
the networks. ”  The network was then, as it is now, a potent manifestation of 
aesthetic questions. Aesthetic — which is to say, political. 
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 Intimacies of the User: From the Stolen Look to Stolen Time 

 It is October 1972, and  Rolling Stone  is visiting Stanford University. Although 
accredited as a sports reporter, journalist Stewart Brand is not there to 
watch a traditional college sport; instead, he is there for the computer game 
Spacewar (  figure 2.1 ). Ushered into the computer lab, Brand watches as long-
haired programmers in front of a glowing TV-like tube grab their joysticks, 
maneuver their spaceships, and fire photon torpedoes,  “ joyously slaying 
their friend and wasting their employers ’  valuable computer time. ”   1      

 Brand ’ s description would have been unfathomable for a typical reader of 
the early 1970s. Not only were the programmers not using computers — office 
machinery that cost hundreds of thousands of dollars apiece — for work, they 
were using them interactively. The usual way of using computers at the time 
was called batch processing, in which users would submit punch cards or 
magnetic tape to an operator and receive the results in hours, even a few days 
later — a process Brand derided as  “ passive consumerism: data was something 
you sent to the manufacturer, like color film. ”   2   Instead, at the Stanford AI lab, 
a console would ask a programmer questions ( “ HOW MANY SPACE MINES DO 
YOU WANT? ” ), and he or she would type back an answer. Then, a fraction of a 
second later, the computer would draw the mines on the console — no punch 
cards involved. 

 For today ’ s critics as much as Brand, Spacewar represented a historical 
turning point toward personal computing. In his 2003 book, for example, his-
torian Paul Ceruzzi writes that  “ the way it was being used was personal: for 
fun, interactively, with no concern for how many ticks of the processor one 
was using. ”   3   Appropriately, the  Rolling Stone  article on Spacewar opens his 
chapter on the personal computer, for in Ceruzzi ’ s reading of it, this moment 
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would offer the first  “ mental model ”  of a user of personal computers. This 
model meant that computing could be used for  ‘ personal ’  matters, such as 
dating, gaming, and so on. But personal computing would also mean some-
thing that may seem odd to a contemporary reader: the illusion that a person 
would be  “ given the full attention and resources of the computer. ”   4   

 We might find that statement a tautology: of course each person has the 
full  ‘ attention and resources ’  of his or her own computer! At the time of 
Brand ’ s article, however, only a single computer served the dozens of pro-
grammers at the Stanford lab, a PDP-10 next door to the room where the 
competitors were playing Spacewar. It was far too costly for any single indi-
vidual to own a computer — but new software known as time-sharing made 
it seem as if this were in fact the case. Time-sharing technology, theorized 
in the late 1950s and deployed by the early 1960s, allowed the tremendous 
cost of a computer to be shared by dividing the computer ’ s time into infini-
tesimal increments. By spending a fraction of a second on one user ’ s pro-
gram, switching rapidly to other users ’ s programs, then immediately moving 
back to the first program, it appeared as if the computer were responding 

 Figure 2.1 
  Spacewar!  running on a PDP-1. (The Computer History Museum in Mountain View, 
California runs a demo of  Spacewar  every first and third Saturday.)  ©  Joi Ito, reprinted 
under Creative Commons BY 2.0 license. 



TIME-SHARING AND VIRTUALIZATION 39

instantly to each user ’ s commands. The position of each person ’ s spaceship 
showed up on-screen in a split second, rather than several hours later; each 
user could think of the $250,000 computer in the back room as his or her own. 

 Contemporary scholars agree that the user was a modern invention; time-
sharing systems, and the applications written for them, such as Spacewar, 
would invent the personal user.  5   But what is often lacking in these accounts 
is a description of the way the user ’ s subject position is created not just 
by software, as media theorists would assert, but by the economic system 
that undergirds whatever relation any of us have with technology. If we 
take a closer look at the second part of Ceruzzi ’ s sentence — the space war-
riors played  “ with no concern for how many ticks of the processor one was 
using ”  — we can sense the complexity of this economic model. Even as time-
sharing allowed a new imagination of computing as a utility that could be 
billed down to each tick of a computer ’ s clock, the game player would be 
encouraged to forget about that bill. Why bill and then erase the bill? It is 
an interesting paradox that is fundamental to today ’ s digital culture, where 
downloads, storage space, e-mail, video, and so forth are free by default. 
Computer power is now so plentiful that we ’ ve stopped counting, and the 
minimal cost of computation seems to enable a sort of personal freedom. 
Computers are cheap enough, in other words, that we use them for blogging, 
playing games, personal expression, and so on — not just for work. 

 The paradox cannot be explained by software alone. We need another 
explanation, and this chapter revisits the history of time-sharing not to 
retell a well-worn story of inventors, technologies, and dates, but to show 
how time-sharing seemed to restructure the very boundaries between work 
and leisure, public and private. I analyze both the rhetoric invoked by com-
puter scientists to describe their own work, as well as political, legal, and 
nonspecialist documents that set out a broader cultural imagination of what 
time-sharing could do. As I argue, time-sharing was part of a larger and 
more fundamental economic shift away from waged labor and toward what 
Maurizio Lazzarato terms the economy of  “ immaterial labor ”  — an economy 
of flexible labor that encompasses even seemingly personal or unpaid tasks, 
such as writing a review for a favorite product on Amazon.com. 

 By focusing on the time-shared user as an economic subject, we can 
understand many of the attitudes that structure present-day digital culture. 
For the irony is that though the word  “ time-sharing ”  went out of fashion 
with the advent of mini- and personal computers in the 1980s, the very same 



40 CHAPTER 2

ideas have morphed into what seems to be the most modern of computing 
concepts: cloud computing. In cloud computing, time on expensive servers 
(whether storage space, computational power, software applications, and 
so on) can be rented as a service or utility, rather than paid for up front. 
Even the software housed on the Stanford PDP-10 has profoundly shaped the 
cloud: the mechanisms that once gave Spacewar players the illusion of hav-
ing their own computer now gives a cloud ’ s client the illusion of having a 
 “ virtual machine ”  — even when there are actually hundreds if not thousands 
of virtual machines all running on the same server. 

 After a roughly two-decade hiatus in which computing costs were gener-
ally bundled into the price of a new computer or a new software package, 
charging by computer time is back in vogue.  6   Cloud computing providers are 
again billing in computer-hours, and cloud software such as Office, Adobe 
Creative Suite, and so on is again rented in monthly or yearly subscriptions—
— a process pioneered by long-forgotten time-sharing businesses such as 
Allen-Babcock and Tymshare in the 1960s. In the first time-sharing systems, 
the $1.6 million cost of an IBM 7094 system in 1963 could be fractionalized to 
the tune of a mere $450/hour. As of 2014, Amazon was charging 45 cents per 
computer-hour on its Elastic Computer Cloud, or EC2: a thousandfold reduc-
tion from 1963 in nominal terms, and yet a service that is far more profitable 
for Amazon than books, DVDs, or groceries.  7   When futurists predicted that 
time-shared computers could become a public utility for millions, they were 
very nearly right; they were just several decades too early. 

 To understand the history of time-sharing, this chapter ’ s first two sec-
tions follow two closely related tracks on the themes of intimacy and privacy. 
I begin by asking: how did computing come to feel personal? As I suggest, a 
sense of intimacy with the computer resulted from a user ’ s flirtation with a 
series of transgressions: what was initially a voyeuristic relationship with an 
off-limits computer behind a glass wall (metaphorically, a  “ stolen look ” ) set 
the stage for a modern operating system that accounts for each tick of  “ sto-
len time. ”  Again, this shift was not simply the result of technological inno-
vation; time-sharing was symptomatic of a postwar economic shift toward 
multitasking and freelancing. It is this larger context that explains why 
cloud computing deliberately confuses  “ free ”  time with liberal freedoms, 
and why it produces a quasi-illicit economy that encourages users to take 
(even steal) things for free. By positioning users as intimate partners of the 
computer, time-sharing yoked users to a political economy that made users 
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synonymous with their usage, and allowed them (or their advertising spon-
sors) to be tracked, rented, or billed down to each tick of the clock. 

 To make the intimacy of the user work, a user must be made to feel indi-
vidual and private — even as millions of users share the same hard drives, 
computers, and data pipes underneath. A vast and unseen layer inside today ’ s 
cloud, known as virtualization software, ensures that the data jumbled within 
the cloud ’ s data centers and networks appear as individual streams of data 
(and each person ’ s slice of a shared server appears as his or her own  “ virtual 
machine ” ). But individuation is also an ideology that plays a role far beyond 
the cloud ’ s internal mechanism. For example, companies employ complex 
algorithms to filter content according to browsing history; when two people 
Google the same word, the algorithm will return different results to each, 
results that are meant to correlate to demographic information about each 
user.  8   As a result of this individuation, each user can be billed for actual com-
puter usage — or, more commonly, each user ’ s computer usage (now in the 
form of web history, clickstream data, etc.) can be turned into a commodity 
by advertisers. This ideology, to paraphrase artist Richard Serra,  “ delivers 
people ” ;  9   the cloud has replaced television as the premier mechanism for 
sorting the public into private users. 

 How time-sharing systems  “ delivered ”  individual users and made them 
private is the subject of this chapter ’ s second section. As part of this story, I 
explore how computer scientists working behind the scenes transformed the 
risks of many users sharing the same computers — whether computer viruses 
that afflicted overly  “ social ”  users, or garbage and unclean objects left behind 
in computer memory — from a set of catastrophic failures to an ongoing prob-
lem to be managed (and even, in today ’ s  “ sharing economy, ”  embraced). This 
mechanism is, however, a double-edged sword, for that mechanism also 
allows the cloud to exert a soft form of control over today ’ s users. As I argue, 
the best way to understand how this power is deployed is not through sur-
veillance cameras, web trackers, or cryptographic algorithms. Rather, it is 
an ancient technology, the sewer system: centuries before computers were 
invented, sewers kept each household ’ s private business private even as it 
extended the armature of the state into individual homes. Using the case 
study of data leakage and leaking in general, the final section examines a 
possible way to reimagine this topography of control. 
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 Figure 2.2a, b 
 Stills from Art Eisenson and Gary Feldman,  Ellis D. Kropotechev and Zeus, A Marvelous 
Time-Sharing System  (1967), 16mm film. Courtesy of the Computer History Museum; 
used with permission of Gary Feldman. 

a

b
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 In a slapstick film produced by two Stanford graduate students in 1967, we 
are introduced to a mustachioed computer scientist Ellis D. Kropotechev,  “ a 
man with a problem, a girl, and a deadline. ”   10   Said girl, a painter, awaits him 
at a picnic, but because Kropotechev is stuck waiting for his punch cards to be 
processed, he is left in various stages of limbo: pounding the side of a jammed 
IBM punch machine, smoking in the cafeteria as he waits, and running down 
a never-ending hallway. After intertitles reading  “ Later ”  and  “ Still Later ”  and 
 “ Later Still ”  break up shots of Kropotechev ’ s growing anxiety, we finally see 
the computer output returned to him. The printout shows the seconds of 
processing time billed, then an error message: the program has crashed. As 
we see a shot of the girl about to leave, Kropotechev races to deliver the next 
set of punchcards. But he slips and the punchcards fly out of his hand, Charlie 
Chaplin – style, fluttering uselessly across the screen. It is only through the 
intervention of a quasi-divine time-sharing computer named  “ Zeus ”  that our 
hero is saved — and his girl won. 

 The film is a humorous and brilliant introduction to the difference 
between batch processing and time-sharing. Filmed to the soundtrack of the 
Rolling Stones ’   “ Cool, Calm, Collected ”  ( “ Well she ’ s very wealthy . ¬ . ¬ . ” ), Kro-
potechev ’ s object of desire, the painter, seems out of reach. What stands in 
Kropotechev ’ s way is another woman: a computer operator, who collects the 
punchcards and sets a clock marked  “ Turnaround Time — IBM 7090 ”  (  figure 
2.2a, b ). This second woman metonymically recalls the fact that the word 
 “ computer ”  had originally designated the female operator of a machine, 
rather than the machine itself. As Jennifer Light explains, a computer was 
typically a low-paid laborer who initially served as a human calculator 
for wartime problems, such as ballistics, and soon took on the physically 
demanding work of programming circuits and fixing the machines herself.  11     

 The manifest message of the film is an economic story: eliminating the 
middleman, speeding up the programming operation, and replacing the 
drudgery of low-paid labor with better technology so that pleasurable, 
higher-status activities — courting a  “ very wealthy ”  girl, painting — can occur. 
But there is a more complicated subtext, for if the goal of time-sharing is to 
free up time to get the girl, the real question is: which girl, the computer 
(operator) or the painter? The film pairs the two women so symmetrically —
 one the timekeeper, one the expiring deadline — that the economic benefits 
of time-sharing are embodied in sexual terms. One computer delays and 
prevents climax; the other (named, by delightful coincidence, after a Greek 
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god known for his many dalliances) enables it. The virility bestowed by the 
time-sharing system allows Kropotechev to bypass the drudgery of batch 
processing, fend off a romantic rival, and reclaim his girl. (This nominally 
heterosexual narrative becomes a bit queer in the substitution of machine 
for flesh, as when the Zeus computer demonstrates that it, too, has a draw-
ing and painting program, just like Kropotechev ’ s object of desire.  12  ) These 
tangled sexual undercurrents within real-time programming aptly illustrate 
why Fernando Corbat ó , deputy director of MIT ’ s Compatible Time-Sharing 
System (CTSS), described interacting with his time-sharing system as  “ pro-
gramming intimacy. ”   13   

 Corbat ó  was not the only computer scientist to think about time-sharing 
in these terms. J. C. R. Licklider opened his seminal article  “ Man-Computer 
Symbiosis ”  (1960) with a parable about the  “ very close coupling ”  of an insect 
that lives in the ovary of a fig tree and in turn pollinates it; man and com-
puter, he writes, are two creatures  “ living together in intimate association, 
or even close union. ”   14   The word  “ intimacy ”  has now been superseded in con-
temporary parlance by terms such as  “ interactivity, ”  but it is a useful one, as 
it allows us to recover a largely sublimated sense of desire within the concept 
of the user. This relationship between human and machine predates the com-
puter: the typewriter, Friedrich Kittler similarly observed,  15   once designated 
a female secretary and now refers to a machine. And it occasionally becomes 
explicit, as in the crude joke that  “ programming is like having sex: one mis-
take and you have to support it for the rest of your life. ”  But this sensibility 
has largely been lost or disavowed. 

 I use the lens of intimacy to revisit time-sharing, an approach that allows 
me to examine how the always unstable desire for the computer — whether 
(human) operator or machine — creates the subject position we now call the 
user. To explain the subjectivity of early computation before time-sharing, 
one might find an analogy to cinema, which constructed a spectacle for view-
ers to look at — but always at a remove. If the quasi-illicit pleasure of cinema 
is peering in on a scene, as if through a keyhole, the computer user initially 
occupied a similar position. For their programmers, the batch-processed 
computer was visible but physically out of reach: at Stanford, as  Ellis D. Kro-
potechev and Zeus, A Marvelous Time-Sharing System  illustrates (  figure 2.2a ), the 
IBM 7090 was inside a glass room guarded by computer operators. Some-
times called the  “ glass house, ”  this machine room (cold, noisy, and a gener-
ally forbidden space) both walled off the computer even as it occasionally 
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revealed it; though programmers were required to submit program requests 
to the staff, they could often steal looks at the computer ’ s internal registers 
through the glass. 

 The idea of looking was also a long-standing metaphor for the act of 
programming — which is to say debugging — itself. As computer historian 
Martin Campbell-Kelly writes, before the time of the IBM 7090:  “ There were, 
of course, no software debugging aids whatever on the EDSAC at this time 
[1949], so the program had to be debugged on a naked machine, by  ‘ single-
stepping ’  through the program and observing the contents of the memory 
and registers on the monitor tubes. This process was known by the rather 
charming name of  ‘ peeping. ’  ”   16   

 Put differently, debugging in the era of batch processing was an explicitly 
voyeuristic act. The act of  “ peeping ”  into a computer in the middle of its 
routine constructed a scopophilic relationship between user and machine. 
Even today, debuggers occasionally use the word  “ peeping ” : one guidebook 
to Visual Basic .NET announces that the  “ Watch window also allows you to 
be a peeping Tom. ”   17   (The window of modern graphical operating systems is 
therefore conceptualized not just as a portal into a virtual world elsewhere, 
but also a window into the inner secrets of the machine.  18  ) 

 As a sort of voyeur, the batch-processed user ’ s exact identity was not par-
ticularly important: each user was interchangeable with another from the 
standpoint of the computer. Consequently, there were no individual user 
names, and the user was merely a number recorded for billing purposes. 
The gap between man and machine thus remained a perverse distance, one 
whose occasional crossing recreated the enjoyment of a Peeping Tom. 

 This gap, however, began to be bridged in a series of technologies that 
culminated in time-sharing. The first of these technologies came in the 
1950s, when crashing programs triggered a small routine known as the  “ post-
mortem dump. ”  After the death of the user ’ s program, this trigger printed 
out the previously interior contents of a computer ’ s memory so that the user 
could study why the program produced an error. As an automatic if indis-
criminate way of inspecting the computer ’ s interior, the dump was a literal 
manifestation of both waste and a user ’ s time wasted. Waiting for the opera-
tor to load the next program, the user waited several hours before trying 
again, in a cycle that represents a failure of consummation, or at least, of 
elimination:  “ Several attempts must be made before all errors are eliminated. 
Since much machine time can be lost in this way a major preoccupation of 
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the EDSAC group at the present time is the development of techniques for 
avoiding errors, detecting them before the tape is put on the machine. ”   19   

 If  “ peeping ”  positioned the user as a voyeur who secretly gazed on the 
computer ’ s inner operations with a stolen look, improved debugging tech-
nologies reshaped this relationship through a newly transgressive pleasure: 
that of  “ stealing ”  computer time. Early experiments in the late 1950s by John 
McCarthy, Steve Russell, and Herb Teager explored the potential of what they 
called  “ time-stealing. ”   20   This process allowed an important professor ’ s job to 
temporarily interrupt an existing computer program. After the success of 
this demonstration, McCarthy and others convinced computer manufactur-
ers at IBM and Digital Equipment Corporation to modify their memory sys-
tems to support time-sharing, and the first systems began to arrive at MIT in 
the early 1960s.  21   

 As time-stealing technologies matured into time-sharing, they seemed to 
miraculously recover time that was hitherto wasted, allowing each user to 
steal computer cycles out of thin air. In 1966, for example, Douglas Parkhill 
devoted a chapter of  The Challenge of the Computer Utility  to estimating the 
unused capacity of government computers. Sixty percent of computer time 
is wasted, he speculates, resulting in a potentially gargantuan $550 million 
of savings if time-sharing were deployed.  22   Parkhill probably did not count 
on home-brewed programs filling these empty cycles. Yet time-sharing led 
to an explosive growth in these informal and unanticipated uses. Because 
cycles could now be run on the side, this  “ two-timing ”  aspect of time-sharing 
opened a variety of ways for users to furtively acquire time. One could bill 
one ’ s program to the operator account, forge the books, or zero out one ’ s 
billing account.  23   

 Surprisingly, managers at MIT did not clamp down entirely on users ’  abil-
ity to use time-sharing systems for themselves. Instead, they came up with a 
way of regulating the system that is now so naturalized as to seem obvious, 
but was completely novel at the time: naming each user. As we saw earlier, 
users were simply problem numbers or terminals in a batch-processing sys-
tem, but time-sharing put forth a mental model of the user who had both a 
username and a password. The goal, Corbat ó  recounted,  “ was to make it per-
sonal so that we were dealing with individuals . ¬ . ¬ . we also needed accounting. 
It wasn ’ t so much for charging but [to] keep track of usage at least. ”   24   

 To make computing  “ personal, ”  to be  “ known as a person when you logged 
in, ”  the user had to be radically refashioned. Crucially, the user was not yet 
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personal in the sense of personal computing; rather, this process made a 
user ’ s personhood synonymous with his or her  usage . It mapped the identity 
of the user onto his or her time spent using the computer. Many hackers 
took umbrage at what they saw as a managerial intrusion:  “ People had to get 
accounts and had to pay attention to security. It was a benign bureaucracy, 
but nevertheless a bureaucracy. ”   25   Making this need to register a user ’ s iden-
tity explicit, a 1968 ARPA study tested twenty-one programmers on a mix of 
time-sharing and batch-processing systems to gauge whether time-sharing 
would help with programming error. The scientists carefully logged and 
tracked each user ’ s person-hours worked  “ by close personal observation, ”  
and compared the figure with the number of computer-hours used;  “ discrep-
ancies . ¬ . ¬ . were resolved by tactful interviewing. ”   26   The study thus indicates 
an early attempt to reconcile the  “ real ”  number of hours worked with the 
hours used by the computer. 

 By making the user equivalent to his or her usage, time-sharing yoked the 
user ’ s labor to the labor of the computer itself. In doing so, human – computer 
interaction initially functioned as a management technique, as a way to fash-
ion an efficient worker capable of flexibly managing time. (It is no coinci-
dence that multitasking, a concept that originally came out of time-sharing, 
now refers to this kind of flexible work.) This new kind of worker resulted 
from a broader economic shift away from factory-based work and toward 
immaterial labor, in which  “ workers are expected to become  ‘ active subjects ’  
in the coordination of the various functions of production, instead of being 
subjected to it as simple command ”  (Lazzarato).  27   This type of economy most 
fully manifests itself through a cybernetic model of control, in which user 
and computer jointly make decisions in real time. Thus, scientist Licklider 
explains, the user would be asked to  “ fill in the gaps . ¬ . ¬ . when the computer 
has no mode or routine, ”  and similarly, the computer would perform  “ clerical 
operations that fill the intervals between decisions. ”   28   

 Despite naming it  “ real time, ”  the mode of time that Licklider describes is 
neither  “ real ”  nor unmediated; real time actually functions as an ideology of 
economic productivity. By splitting a problem into thousands of increments, 
and then stitching these intervals of computer and worker time alike back 
into a seeming whole, the computer disavows unproductive moments with 
 “ no mode or routine, ”  and turns our attention away from these gaps, stut-
ters, and freezes and toward more productive modes of work.  29   Yet to do so 
is to subtly refashion the subject brought within the domain of real time. To 



48 CHAPTER 2

understand this, consider a parallel example of a film spectator, which is also 
subjected to numerous gaps within and surrounding the film: for instance, a 
cut from one scene to the next, the inactive and unseen moments between 
two moments of action, or even, in the case of analog film, the black leader 
in between film frames.  30   Even as we are repeatedly subjected to these gaps, a 
set of methods, termed  “ suture ”  by film theorists, creates a subject position 
that offers the illusion of unity. 

  “ The operation of suture, ”  Kaja Silverman explains,  “ is successful at the 
moment that the viewing subject says,  ‘ Yes, that ’ s me, ’  or  ‘ That ’ s what I 
see. ’  ”   31   Similarly, with a program sent into limbo and then reanimated every 
fraction of a second, a computer ’ s operating system also employs techniques 
to ensure a user does not notice the gaps. Thus, when a computer user can 
stand in as an  “ I ”  — as a unified subject — the operation of real time succeeds. 
And yet, in actuality, a computer ’ s  “ real time ”  is a process of reassembling 
thousands of seconds of time  “ stolen ”  from other programs. Because time-
sharing equates a computer user with the amount of work done by the com-
puter, the user is actually an assemblage of economic value — with the time 
spent using a computer a commodity to be tracked. Though similar to mar-
keting methods that monetize a viewer ’ s television watching time, there is 
one seeming difference: the user is expected to interact, to actively  “ use ”  the 
computer.  32   

 Like a sleight-of-hand trick, then, time-sharing performed two things 
simultaneously: it created a sense of personal intimacy with the computer, 
even as it masked the economic mechanism that supported it. To recall 
Spacewar, it made users feel as if they were playing  “ for fun, interactively, 
with no concern for how many ticks of the processor one was using. ”  This 
trick was not necessarily a bad thing; time-sharing was often experienced 
as a permissive and even freeing system, for it asked users to think of the 
computer ’ s time as their own time. Still, by connecting each user to a central 
computer, and by implication, the work of the computer, the link that bound 
the two in unison would increasingly function as a subtle tether, a motif that 
will recur throughout the remainder of this chapter. 

 From a contemporary perspective, the intimacy experienced by a com-
puter user may seem to be the first step toward liberal subjectivity — with 
computers as  “ cyborg partners, second selves, a new subjective space that 
included the machine ”  (Paul Edwards).  33   It may also appear that this intimacy 
was an inevitable result of technologies for human – computer interaction. 
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But this is an oversimplification; time-sharing was initially developed for 
debugging, not for interactivity.  34   Moreover, time-sharing was not universally 
acclaimed; some programmers resented the need to be present at the same 
time as their programs. (Time spent waiting for a batch-processed computer 
to return results undoubtedly provided a welcome break from the routine of 
work.) And most important, we shouldn ’ t forget that time-sharing was first 
and foremost a new way of conceiving and accounting for one ’ s own time in 
relationship to productivity. Any sense of the  “ personal ”  relationship that 
began to develop between people and computers was a symptom, a second-
ary and holographic effect. 

 As part of this shift, time-sharing normalized and even promoted the 
transgressive potential of time stealing. Because typewriters or TV-like dis-
plays now connected users to the computer, there was no need to steal looks 
at the computer itself; accordingly, the real computer moved out of the glass-
walled rooms and out of sight. Users could now  “ steal ”  computing power 
when needed — both taking processor time while doing something else, as if 
stealing away from work to run a personal errand, and also taking advan-
tage of processor time as if it were free. In this, time-sharing anticipated the 
way that the contemporary cloud encourages its users to take things free of 
charge. By making each online resource freely available — computer storage, 
processing time, content, even software — the cloud encourages the pleasur-
able and quasi-illicit feeling that we are getting away with something: that 
we, too, have stolen time. 

 To unpack this idea, let us return, once again, to Spacewar. Recall that 
the Stanford gamers played  “ for fun, interactively, with no concern for how 
many ticks of the processor one was using. ”  Their knowing disavowal of the 
cost of computing time — a PDP-10 may still have cost half a million dollars in 
1972, when Brand wrote his article — evokes the contradictory resonances of 
the word  “ free. ”  On first glance, free may suggest a space located outside the 
marketplace — as merely  “ for fun, ”  with no commercial value.  35     But free also 
takes on the sense of the phrase  “ free time ” : time off from work, perhaps, 
but only within a labor market where play can pay off and work may seem 
like play. Thinking of his employees playing Spacewar, Les Earnest, executive 
director of Stanford ’ s AI Lab, commented:  “ Sometimes it ’ s hard to tell the 
difference between recreation and work, happily. We try to judge people not 
on how much time they waste but on what they accomplish over fairly long 
periods of time. ”   36   
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 Earnest ’ s words remind us that, in today ’ s Silicon Valley, recreation and 
personal interests have become subcategories of work, with even recreational 
activities and time often seen as ways of furthering a company ’ s productiv-
ity.  37   By agreeing to work in real time, the user enters a flexible economic 
framework in which she is free to choose how to spend her time, as long as 
time is understood as something to be spent. While the batch-processed user 
was primarily an accounting method that counted the number of computer 
hours to be billed for each problem, time-sharing asked users to  account for 
themselves . 

 As a consequence, what we think of the  “ user ”  confuses personal intimacy 
for economic intimacy. This confusion may explain why so much of digital 
culture is powered by user labor and user-generated content. Laboring in 
a time-shared economy — everything from tagging a photo on Facebook to 
reviewing businesses on Yelp to answering product questions on Amazon —
 is performed for the love of the task, for personal reasons and during  “ free 
time, ”  even as this labor generates value (if not profit) for the company that 
administers it. Theorist Tiziana Terranova enumerates this sort of work: 
 “ Simultaneously voluntarily given and unwaged, enjoyed and exploited, free 
labor on the Net includes the activity of building web sites, modifying soft-
ware packages, reading and participating in mailing lists and building virtual 
spaces. ”   38   To be sure, free laborers are by no means dupes; indeed, the gentle 
tether of a time-sharing economy most closely resembles the freedom of a 
freelancer — the ability, in other words, to decide for themselves which proj-
ects to take on, which activities will pay off, and which projects are personal 
ones.  39   Once again, this flexibility can often be genuinely experienced as lib-
eratory. But this flexibility comes, as they say, at a price. 

 The bargain is thus: to be a user, you must continually act (and act within 
this framework). As Lazzarato comments, postindustrial capitalism takes as 
its slogan  “ Become an active subject ” :  “ one  has to  express oneself, one  has 
to  speak, communicate, cooperate, and so forth. ”   40   Conversely, the one user 
of no value to online companies is the user who fails to  “ use, ”  who registers 
with a website and then never returns. This failed user, the user that doesn ’ t 
participate or produce content, represents the queer stoppage of technologi-
cal (re)productivity.  41   Consequently, much of the free storage or free offerings 
in today ’ s digital culture is structured to entice and reward (if not compel) 
participation. As time-sharing ’ s successor, the cloud is the fullest manifesta-
tion of phenomena described as  “ freeware capitalism ” :  “ [Free stuff] makes 
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you just consume more time on the net. After all, the goal . ¬ . ¬ . is to have users 
spend as much time on the net as possible, regardless of what they are doing. 
The objective is to have you consume bandwidth. ”   42   

 Regardless of how much bandwidth costs, and how much actual money is 
spent, the underlying logic of freeware capitalism is consumption — of time. 
While it is far too easy to critique today ’ s monetization of the Internet user, 
these arguments imagine an originary Internet gift economy that is purely 
fictional. The reality is that ever since time-sharing systems bestowed names 
upon users, those users have been interpellated as units of economic value. 

 This brings me to a closely related point. Complaints about monetizing the 
Internet user inevitably raise the specter of a user ’ s privacy being violated: 
buying and selling clickstream data, tracking, and so forth. Privacy debates 
typically invoke the rhetoric of intimacy to explain this sense of violation. 
Pictured as an algorithm  “ peeping ”  into a computer user ’ s bedroom, surveil-
lance in the cloud seems to involve the interplay of voyeurism, watching, and 
stolen looks. Meanwhile, the metaphors of sexual relationality are displaced 
on the realm of technological reproducibility: for example, the promiscuous 
proliferation of copying and file sharing.  43   When privacy advocates invoke a 
so-called  “ right to privacy ”  online, they reenact and reanimate the libidinous 
circuits of desire that run through US Supreme Court decisions on  “ whether 
to bear or beget a child . ¬  . ¬  . personal decisions related to marriage, procre-
ation, contraception, family relationships, child rearing, and education. ”   44   
The topics of the landmark privacy cases cited as a precedent for digital pri-
vacy law therefore range from contraception ( Griswold v. Connecticut , 1965) to 
viewing pornography ( Stanley v. Georgia , 1969) to abortion ( Roe v. Wade , 1972) 
to homosexuality ( Lawrence v. Texas , 2003). 

 Fixated on these problems of the stolen look and personal intimacy, these 
debates misread the digital user as a liberal subject. But in the vast majority 
of the cases, users negotiate their privacy  “ freely ”  (which is to say as free-
lancers): working within the confines of private contracts, such as software 
licensing agreements. These matters therefore fall within the realm of tort 
law, rather than constitutional law. Asked to manage ourselves as users, we 
are also asked to manage our own privacy online by negotiating with private 
companies: by taking on liability for copyright infringement on reposted 
images, by managing whom our posts can be shared with, and even by opting 
in to restrictions on search results for children, in what Raiford Guins terms 
a culture of self-imposed filtering.  45   The subtext here is that in return, we 



52 CHAPTER 2

generally expect some say in how our data should be monetized: when to 
run advertisements, for instance, on our  “ personal ”  blog. When this contract 
seems to fall apart — when a social media company sells an image that we 
have produced, without our permission — we feel it as a violation of personal 
intimacy, even when the damage is, in actuality, an economic one. 

 The irony is that many digital privacy debates are attempts to resurrect a 
Victorian ideal that imagines a separation between the private and the pub-
lic spheres.  46   But the idea of privacy on a time-shared system would have 
been difficult to comprehend in the 1960s, when mechanisms to produce a 
sense of user privacy were not yet fully developed. After all, despite a user ’ s 
intimacy with  “ his ”  or  “ her ”  computer, that same computer was shared with 
tens to hundreds of other users (and now, in the cloud, thousands). As tech-
nology journalist Steven Levy wrote,  “ The very idea that you could not con-
trol the entire machine was disturbing . ¬ . ¬ . you would just know that it wasn ’ t 
all yours. It would be like trying to make love to your wife, knowing she was 
simultaneously making love to six other people! ”   47   The separation with pub-
lic and private did not yet exist; the boundaries of intimacies first needed to 
be built. Analogous to the technologies of government and economic man-
agement that produced a conception of the self in the period we now call 
modernity, the user itself had to become a  “ modern user, ”  one that seemed 
private and individual even as it was positioned wholly within a time-shared 
economy. 

 In what follows, I circle back to time-sharing ’ s origins in the 1960s to 
offer a second story, of how the  “ benign bureaucracy ”  of system managers 
made users private. This narrative will closely track the one we have just 
considered on development of a time-shared economy. These two meth-
ods for governing users — first, by promoting computer usage as a vehicle 
for economic intimacy, and second, by preventing too much intimacy 
between users — both do their work behind the scenes. They act, like a car-
rot and stick, as a hidden layer of control within the mechanisms of cloud 
computing. 

  “ The Victorians Built Magnificent Drains ” : Waste, Privacy, and 
the Cloud 

 Almost as soon as they were deployed, time-sharing systems began to reshape 
the social compact between their users. There were other people around at 
the same time, and in response, users quickly began to test the boundaries 
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of social acceptability. Scientist Alan Kay describes the early days of MIT ’ s 
Project MAC (Multiple Access Computer), circa 1963:  “ One of the guys wrote a 
program called  ‘ The Unknown Glitch, ’  which at random intervals would wake 
up, print out I AM THE UNKNOWN GLITCH. CATCH ME IF YOU CAN, and then 
it would relocate itself somewhere else in core memory, set a clock interrupt, 
and go back to sleep. There was no way to find it. ”   48   

 The best symbol for this new era was therefore less Spacewar than Core 
Wars — battling a glitch, bug, or infection from someone or something within 
the computer. Still, in university labs, these actions did not yet rise to the 
level of a violation. In a single phrase, Baran perfectly captured this inchoate 
sense of digital privacy as fooling around under the covers:  “ hanky-panky. ”   49   

 All this would change in the mid-1960s, when the secret of time-sharing 
left the labs and burst onto the public ’ s attention. Time-sharing systems had 
expanded so rapidly that leading computer scientists envisioned it would 
become a public utility, like the telephone system.  50   (This vision remains 
almost unchanged today, except that cloud computing is more accurately 
described as a series of  private  utilities.) Martin Greenberger had presciently 
predicted the  “ computer utility ”  in a 1964 essay for  The Atlantic , and a 1965 
issue of  Time  was among the first to tell businessmen that  “  ‘ time sharing ’  is 
part of a growing trend to market the computer ’ s abilities much as a util-
ity sells light or gas. ”   51   Early 1966 saw the publication of a profile of MIT ’ s 
Project MAC in  Scientific American  and Parkhill ’ s full-length book  The Chal-
lenge of the Computer Utility .  52   In the same year, the chairman of the US Service 
Commission excitedly informed the public that his agency was planning 
a new National Data Center that would collect and centralize data from 
twenty-two government departments, such as the Census Bureau, the Inter-
nal Revenue Service, and Social Security, in the name of efficiency and auto-
mating government.  53   

 This last application seemed to merely extend moves by local govern-
ment into time-sharing. Municipal areas such as Alexandria, Virginia, Tulsa, 
Oklahoma, Little Rock, Arkansas, Fort Worth, Texas, Denver, Colorado, and 
Detroit, Michigan, had already established  “ Metropolitan Data Centers ”  and 
other urban data banks to share demographic information, while the group-
ings only expanded:  “ a central time-shared computer system for twenty 
San Gabriel Valley (California) cities with sharing of data of common inter-
est to several cities. ”   54   But something about the federal government tak-
ing charge — and the mingling of criminal, tax, census, and Social Security 
records — struck a nerve. Only a few weeks after the article announcing the 
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National Data Center hit the newsstands, an alarmed congressional subcom-
mittee convened hearings on  “ The Computer and Invasion of Privacy ”  with a 
rapidity that caught even computer scientists by surprise.  55   

 Held over three days from July 26 – 28, 1966, the hearings featured law pro-
fessors, sociologists, computer scientists, and New York state officials who 
had built a smaller version of this proposed data center. The atmosphere of 
consternation had a heavily libertarian bent: George Orwell ’ s  1984  and refer-
ences to police states featured repeatedly, and the record contains an excerpt 
from John Stuart Mills ’ s  “ On Liberty. ”  One computer scientist claimed the 
development of data centers would be as  “ potentially dangerous and power-
ful as a nuclear explosive device ” ;  56   another expert warned that at the rate 
of technology ’ s development, there would not be much left for taxpayers to 
celebrate by the time the United States reached its bicentennial. Despite this 
rhetorical posturing, the hearing was remarkably ahead of its time. It ref-
erenced strategies that closely resemble today ’ s headlines about data pri-
vacy:  “ information relational retrieval ”  techniques that infer relationships 
between people using metadata; automated data mining that would reduce 
the  “ cost per unit of dirt mining by unautomated human garbage collectors, ”  
and thus smear reputations for pennies on the dollar; even speculation of 
a data-personhood determined by a computer trawling through records as 
diverse as  “ book clubs [and] magazine subscriptions. ”   57   

 This hearing indexed a moment of transition from user as programmer 
in a computer lab to user as part of a population. While these data banks 
and  “ computer utilities ”  anticipated the data centers and the always-on 
utility of today ’ s cloud, they were still inchoate in form. What the future 
might look like would still be very much up for grabs. Advocates therefore 
sought explanatory parallels for its risks in previous public infrastructures. 
Testimony from the congressional hearing compared it to other  “ natural 
monopolies, ”  such as the nineteenth-century infrastructures of the railroad 
and the telegraph; earlier, Greenberger had also drawn a parallel between 
the new computer utility and the electrification of cities by describing the 
gradual replacement of gas lamps with Edison electric streetlights in the 
early 1900s.  58   Two analogies emerge from this hearing, however, that are of 
particular interest to our story: the telephone line and the plumbing system. 
These analogies offer a way to understand veiled cultural attitudes toward 
computing that may not emerge from a more direct look, and I consider 
them in sequence below. 
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 Of the two analogies, the telephone line is perhaps the most obvious prec-
edent: wire taps on a telephone line (even when there is no physical line any 
more) continue to be the legal standard by which US courts consider digital 
eavesdropping cases. But one twist emerges in the context of time-sharing. 
One legal scholar compared the privacy concerns of sharing a computer with 
sharing conversations on a party line.  59   The unwritten subtext to his example 
is a generally forgotten cultural shift in the way that telephone lines were 
imagined. Eavesdropping on party lines did not used to be considered an 
invasion of privacy, historian Ronald Kline tells us; indeed, eavesdropping 
was a widely accepted practice in rural communities that often formed that 
community ’ s  “ social network. ”  It was for economic reasons — eavesdropping 
drained the batteries in their equipment — that telephone companies devel-
oped public awareness campaigns to teach their users not to eavesdrop. 
These campaigns described the social strife that resulted from eavesdrop-
ping and shamed the men who listened nevertheless by likening them to 
thieves — or gossiping women.  60   Taking the form of poems, films, and comic 
strips, these lessons in party line etiquette served to recast social behavior 
as antisocial behavior, as in  Bobby Gets Hep,  which describes a teenage boy, 
Bobby, whose penchant for tying up the party line leads to a barely avoided 
disaster (  figure 2.3 ).    

 Now we consider eavesdropping on a telephone an antisocial act, a 
violation of privacy, but what has actually changed is the conception of the 
 user . Similarly, what is considered digital privacy is formed less by the tech-
nology itself than the social codes or norms around the user that produce 
its individuality. This section explores the progressive development of these 
codes in time-sharing systems that made the user seem individual — and, 
reciprocally, made computing an individual matter. There is no single defin-
ing moment or cultural artifact that can encapsulate this development; IBM 
ran public awareness campaigns in the 1980s that bore some resemblance 
to AT & T ’ s campaign, but a variety of technologies and strategies have also 
shaped this discourse. The specific threats to computer privacy — wiretap-
ping, computer viruses, and, now, the bulk leaking of data repositories, 
whether by state or nonstate actors — have varied over the last fifty years, 
and the strategies have changed in response. But by the end of this section, 
we shall see that these strategies, considered in aggregate, grow out of the 
intersection of political and economic discourses about the proper role of a 
state to its subjects. 
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 Figure 2.3 
  Bobby Gets Hep,  Bell System comic for teaching party line etiquette, 1946. Scan cour-
tesy Ethan Persoff,  http://www.ep.tc.  
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 In this light, it is worthwhile to note that strategies for imagining (and 
producing) a private user at the 1966 hearings resembled the governmen-
tal process of urban planning. Because of the number of municipalities 
considering data banks at the time, urban planners were an integral part of 
the hearing ’ s audience, and, reciprocally, they invited computer scientists 
working on time-sharing to urban planning conferences.  61   Comments media 
archeologist Jussi Parikka:  “ [The] concern was how to fit dozens of people 
within this electronic  ‘ space ’  — a problem that was analogous to the general 
problem of modernity in cities: how to deal with the issue raised by a huge 
number of people living in condensed urban spaces? . ¬ . ¬ . what is overgrowth, 
waste or a social problem ” ?  62   

 It is in this context that we find our second analogy for understanding 
computer privacy. Testifying at the hearings, Baran inadvertently stumbles 
on a potent metaphor: the sewer. The safeguards required to protect privacy, 
he argues, may only come to be built during a moment of crisis:  “ We have, 
for example, been practicing [safeguards] in the design of sewerage sys-
tems and in electrical distribution systems for some time. But, historically, 
it usually has taken an epidemic to build a local sewerage disposal system. ”   63   
Baran ’ s description was quite prescient: waste — and specifically, the risk of 
contamination, uncleanliness, or infection — becomes a recurring leitmotif in 
discussions about privacy and time-shared computers. Legal scholar Arthur 
R. Miller singled out time-sharing in a section of  “ Personal Privacy in the 
Computer Age, ”  writing about the damaging possibility of a  “ residuum of one 
customer ’ s information accessible to the next user who is placed in control 
of the heart of the machine. ”   64   And citing Baran ’ s example of automated dirt 
collection, a second legal scholar, Kenneth Karst, anticipated today ’ s par-
lance on data leakage as he writes:  “ The risks of leakage in a shared-time 
system are obvious. ”   65   

 Waste is particularly apt because it allows us to understand the effect 
of what Parikka terms  “ digital hygiene ”  in today ’ s digital culture: the idea 
that a user is responsible for keeping her data from mixing with others, for 
avoiding infection with computer viruses, and so forth. Hygiene, of course, 
is not only produced by infrastructure, such as sewers, but is also a histori-
cally specific practice for the exercise of power. If we now think we have a 
direct and unmediated relationship to our own hygiene (making, for exam-
ple, the privy inextricable from privacy), this is the distant legacy of a pro-
cess of modernization. As Dominique Laporte tells us in his  History of Shit , 
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the individualization of hygiene may be traced to the modern state enjoin-
ing its subjects to keep (and bury) their own shit within the bounds of their 
homes.  66   Rather than dumping one ’ s waste into the streets for all to see, the 
state interpellated the household as a private unit for managing one ’ s own 
domestic life. 

 Baran ’ s own reference to the sewer is fleeting; a year later, he will nor-
malize it by comparing the computer utility to something that can  “ pipe 
computer power into homes, ”  a metaphor that continues to be used to this 
day.  67   Yet it is through this lens of waste management that we can excavate 
a buried history of managerial control within the cloud. If, as Laporte puts 
it,  “ Surely, the State is the Sewer, ”  we can discover how the state exercises 
power over its users — and how the individual user was produced — by revis-
iting computer history through the lens of waste management. How, then, 
should computer users be kept private; how should they be managed as a 
population? To answer this question, I offer two case studies of social  “ risks ”  
that, at various moments of time-sharing, seemed to threaten the well-being 
of users as a whole: programming errors and computer viruses. 

 Case 1: Programming Error 

 Earlier, we saw that time-sharing systems developed as a response to pro-
gramming errors and wasted time debugging. In a follow-up to  “ Man-Com-
puter Symbiosis, ”  J. C. R. Licklider and Robert Taylor offer a tongue-in-cheek 
vision of a future where there are so many programming bugs that  “ unem-
ployment would disappear from the face of the earth forever ”  as everyone 
turns into a programmer:  “ the entire population of the world is caught up 
in an infinite crescendo of on-line interactive debugging. ”   68   As the number 
of users sharing each system multiplied, each program ’ s errors could cas-
cade onto those of other users, slowing down their programs and causing the 
system itself to crash. Errors, in short, could grow to the point where they 
would affect more than the initial user; they could form a kind of epidemic. 
And initially, the solutions were not subtle; the 1968 study that tested the 
effectiveness of programmers concludes:  “ validated techniques to detect and 
weed out these poor performers could result in vast savings in time, effort, 
and cost. ”   69   

 These  “ poor performers ”  may well have been culled, but most operators 
found gentler ways of disciplining wayward programmers. Programmers 
were trained to follow what one scientist termed  “ defensive programming 
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techniques. ”   70   Additionally, an automatic routine — termed the system moni-
tor, supervisor, or executive — kept track of the hardware resources used by 
each user, audited their program executions, and kept a user ’ s program from 
erroneously writing over or otherwise interfering with other users ’  pro-
grams. Writes Licklider:  “ There are even arrangements to keep users from 
 ‘ clobbering ’  anything but their own personal programs. ”   71   The predecessor 
to a modern-day operating system, the monitor was also the only program 
empowered to perform certain actions, such as writing to output. 

 The monitor ’ s protections acted as a sort of privacy barrier between each 
program, and, consequently, between each user. But a draconian system 
monitor was the subject of protest by one programmer, who likened these 
behaviors to governmental overreach:  “ This is bureaucracy run rampant and 
a protest is in order . ¬ . ¬ . May I lodge a violent and heartfelt protest against this 
unwanted and unfair interference by the monitor with my rights as a pro-
grammer! ”   72   His editorial was published in  Communications of the ACM  under 
the title  “ Ye Indiscreet Monitor, ”  a clear evocation of the way that the moni-
tor seemed to  “ peep ”  in on each program as it was running. 

 Inside the metaphorical city of electronic space, the monitor was a dra-
conian system of governance — one more benevolent than culling individual 
users, perhaps, but nevertheless felt as a violation of privacy. Moreover, the 
 “ indiscreet monitor ”  was not always effective in reducing error rates and 
wasted resources, leading computer scientists to look for other techniques. 
In 1959, the year that John McCarthy proposed the time-sharing modifica-
tions discussed earlier, McCarthy also described the idea of  “ garbage col-
lection, ”  in which so-called dead objects (memory that is no longer in use 
or  “ live ” ) would be automatically culled.  73   Garbage collection served as a 
safety measure that could reduce programming errors and memory leakage 
between different programs. It improved the system ’ s overall performance, 
because it would not be slowed down and choked by too many dead objects. 
Programmers would, ideally, not even notice when the garbage collector 
came by (though, in practice, one felt a several-second delay as the entire 
system paused); ideally, one would program without noticing the garbage 
that one produced or the resources one used. 

 Working in the background, garbage collection was a more  “ discreet ”  
method of managing users than the monitor — even if it attempted to subtly 
redirect and change their very approach to programming. It was a positive, 
behavioral measure that did not punish or restrict a specific user, but sought 
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to target users as a whole. In terms of the metaphor of urban planning we 
saw earlier, garbage collection was not unlike a public health measure that 
targeted the entire city ’ s population. By sequentially walking through com-
puter memory to  “ free ”  those dead objects, it recalled the Victorian emphasis 
on hygiene and cleanliness, which social theorist Thomas Osborne describes 
as seeking to  “ free the city [by] exclud[ing] all dead matter from the space of 
the city. ”   74   

 Garbage collection is now a standard feature of many contemporary pro-
gramming languages that power Web 2.0. (This is not to say that garbage col-
lection has been universally embraced: it removes a programmer ’ s ability to 
decide for themselves how to allocate memory.  75  ) From a cultural perspective, 
garbage collection represents a shift from punishment to barely detectible 
methods of modifying behavior, a shift that would repeat in another realm: 
computer viruses. 

 Case 2: Viruses 

 Though rogue programs such as  “ The Unknown Glitch ”  had been in existence 
since the early days of time-sharing, viruses became a widespread problem 
in the 1980s. Computer scientists now explicitly invoked a metaphor of pub-
lic health to manage this waste and ensure a user ’ s  “ digital hygiene. ”  After 
quarantining infected users, scientists tried to develop monitor programs as 
a first line of defense. A program  “ constantly runs in the background check-
ing for modification to system initialization files and asks the user if these 
are desired, ”  yet this monitor  “ introduces substantial overhead for the user 
who has to answer technical questions about operational procedures in order 
to be able to use the system and may interfere with other programs. ”   76   Once 
again, however, scientists found a monitor solution too intrusive and turned 
to epidemiological techniques. As computer virus researcher Fred Cohen 
writes: 

 A small number of users appear to account for the vast majority of sharing, 
and a virus could be greatly slowed by protecting them. The protection 
of a few  “ social ”  individuals might also slow biological diseases . ¬  . ¬  . As a 
result of the instrumentation of these systems, a set of  “ social ”  users were 
identified. Several of these surprised the main systems administrator. The 
number of systems administrators was quite high, and if any of them were 
infected, the entire system would likely fall within the hour.  77   
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 While the 1968 study identified problematic users and fired them, here 
Cohen identifies  “ social ”  users and then experiments with a technique — a 
self-encrypting program — that he dubs vaccination. This technique was a 
laissez-faire approach to managing social risks in a time-shared environ-
ment; merely  “ protecting ”  a few key users could stop diseases and neutralize 
the threat of contagion. 

 How did the  “ social ”  user, once a potential threat to privacy, become a cel-
ebrated and valued user in today ’ s sharing economy? How did  “ going viral ”  
on social media come to signify marketing opportunity? A full answer is com-
plex, and outside the scope of this study. Nevertheless, a marked change in 
the role of the user was in the air at the time of Cohen ’ s study. For Cohen, 
the gravest threat to computer privacy was not from viruses themselves, but 
in the  “ social issues implied by viruses and the ramifications of our pres-
ent social policies, ”   78   specifically legal restrictions on copyright and source 
code that would prevent researchers from sharing information. Ironically, 
widespread hysteria about privacy and computer viruses could cause a 
 “ rapid movement towards isolationist systems . ¬ . ¬ . we may see a return to the 
 ‘ dark ages ’  of computing where everyone is on his/her own and cooperation 
wanes. ”   79   

 Cohen ’ s prediction of a  “ dark age ”  of computing did not come to pass; the 
advance of open source, social media, and so on means that there is likely 
more cooperation now than ever. Yet he was correct about one thing: the 
 “ isolationist system ”  is now the default mechanism for ensuring privacy in 
the cloud — and arguably, the preexisting infrastructure for any sort of Web 
2.0-style cooperation. Both a set of technological practices applied en masse 
to the cloud, and also a generalized ideology, this idea has turned what was 
once envisioned as a public utility or a community resource into a set of pri-
vate utilities, and has fragmented a  “ global city ”  into a set of gated communi-
ties. This technology is known as virtualization. 

 Virtualization is a way of constructing a simulated environment that both 
allows a user unprecedented freedom (it seems as if she has control over an 
entire virtual environment) and restricts that user from  “ leaking ”  or con-
taminating the data of other users. An extension of the way that time-shar-
ing allowed many users to share a computer, virtualization has allowed for 
thousands if not millions of users to share a data center in the cloud: whether 
a  “ virtual drive ”  of 10 or 100 GB that maps onto thousands of real hard drives; 
a  “ virtual machine ”  that gives the user the appearance of his own server in 
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the cloud that can be instantly created on demand; or even a  “ virtual (pri-
vate) network ”  that appears as if she has her own private channel inside the 
public Internet. 

 By separating one user from another, virtualization systematically man-
ages social risk even as it vanishes into the background of the cloud. In 
today ’ s cloud, these virtual walls and gates (sometimes called  “ jails, ”   “ sand-
boxes, ”  and so on) are now so refined that it is almost impossible to sense 
the presence of other users on the same storage device, server, or network. 
As the culmination of the process of making control less and less explicit 
and less intrusive, a process we saw in our study of programming error and 
computer viruses, virtualization is now all but invisible:  “ As is true of the 
plumbing beneath the city streets, it takes an effort of will to bring software 
to conscious attention, ”  Campbell-Kelly comments.  80   

 But virtualization is far more than the technology itself, which had been 
in existence since the earliest time-sharing systems. Interest in virtualiza-
tion coincided with the moment that the  “ user ”  was recognized as a private 
economic subject, enjoined, as we saw in the last section, to mind his or her 
own  “ business, ”  to become productive, to work in  “ real time, ”  and there-
fore to avoid wasting time. It is for reasons of productivity that the cloud is 
designed to remove infrastructure from sight, so that its users can focus on 
higher-level applications — namely, more  “ useful ”  jobs that lift users from the 
factory floor and toward the noble air of the knowledge economy. 

 Consequently, virtualization software is best understood in the terms that 
Baran briefly mentioned in the 1966 hearing: both as a utility that  “ pipe[s] 
computer power into homes ”  and as a sewer. Acting as a sanitary partition 
between users, virtualization ensures user productivity by removing the 
 “ wasted resources ”  of computing from the equation. These previously illiq-
uid expenditures of capital include the physical hardware of disk drives and 
servers, but also the labor involved in assembling them, the labor of main-
taining and removing unsanitary elements (malware, trash, spam, even the 
occasional worm or virus) from the servers, and the physical stream of waste 
that those computers ultimately produce. Waste, after all, is the residuum of 
consumption and productivity, the inevitable by-product of the circulatory 
networks valued by capitalism. In an economic system that values sharing, 
exchangeability, and movement above all else, waste is stoppage, the consti-
pation of a continually moving system. Virtualization allows fixed units of 
labor and hardware to become mobile again. 
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 As Osborne explains, the rise of this circulatory system of capital produces 
a specific formation of power. He observes that the Victorian infrastructures 
of sanitation in London 

 function as the material embodiments of an essentially political division 
between public and private spheres; pipes, drains and sewers functioned to 
establish the sanitary integrity of the private home, yet without recourse 
to direct intervention . ¬ . ¬ . pipes are literally neutral and anonymous; they 
supply the home as a private space, and although by their presence they 
clearly have a certain moralizing impact upon conduct, this is achieved 
essentially through non-disciplinary means and not by imposing rules of 
conduct on the occupants but only by leaving the home and the family to 
itself.  81   

 Osborne ’ s point is that pipe building is a governmental measure that enacts 
a philosophy of political liberalism. Previously, the British state had tried 
to extend its reach into the home — physicians were to burst in on house-
holds of the sick and burn their clothes — with mixed results. The paral-
lel is to the supervisory techniques of the  “ indiscreet monitor ” : in both 
cases, the extension of the state into the private sphere was too visible, 
and thus, it appeared, too intrusive. In contrast, pipe building targeted a 
population rather than specific individuals, and became consonant with 
keeping  “ private ”  life private, while delegating responsibility over indi-
vidual health to the private household. It is consonant with the gradual 
shift in the topology of power away from the disciplinary state (one that 
 “ peeps ”  from a Panopticon, for example) toward a state that is concerned 
with regulating and optimizing its population even as it leaves the popula-
tion to itself. 

 Virtualization is an even further application of a political principle that 
 “ leav[es] the home and the family to itself. ”  As I have argued, virtualiza-
tion results not just from better technical solutions for managing privacy in 
shared computers, but also a changing conception of the user that requires, 
as Osborne puts it, the  “ sanitary integrity of the private home. ”  But there is 
a small but crucial difference in political ideology between Victorian pipes 
and the data pipes of the cloud. Whereas liberalism would establish a bound-
ary between public and private spaces, the economic system at work in the 
cloud, neoliberalism, seeks to subordinate the public sphere to the logic of 
the marketplace. 
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 Virtualization creates the idea of a private user out of what was, in the 
mid-1960s, originally envisioned as a public utility. Built by private compa-
nies, rather than public government, this private infrastructure is doubly 
removed from sight; it is impossible to determine the reach or extent of cloud 
providers, because the pipes are now trade secrets. While data pipes may 
seem inherently neutral, witness the  “ net neutrality ”  debates that seek to 
establish whether certain kinds of Internet traffic can charge more for trans-
port than others. As of the time of this writing, the implications of the FCC ’ s 
proposed  “ net neutrality ”  rules — drafted after years of heavy lobbying by 
both sides of the industry whose business would be materially affected — are 
still unclear. But the decision nonetheless provides concrete evidence that 
even the very idea of neutrality is contested terrain.  “ Neutrality, ”  Osborne 
reminds us, is often the neutrality of laissez-faire economics; it is a political 
ideology. 

 Promising to allow a more efficient use of capital, virtualization is an  “ iso-
lationist system ”  — one that both literally isolates users from each other and 
also makes manifest an economic system of individual agency. In the logic of 
the cloud, a user chooses  “ freely ”  which pipes to allow into the home. Users 
may decide for themselves, for example, which economic incentives to take 
on (50 GB of free storage, for example) in exchange for choosing which cloud-
providing companies to allow onto their mobile devices. This economic ide-
ology also means that most of the gates and walls in the cloud are not limited 
to those found in virtualization, but tend to be constructed by users. Each 
time we mute an irrelevant post, dismiss an ad, or mark an e-mail  “ spam, ”  
we exclude what is wasteful from our digital environment — and, in the pro-
cess, also contribute to the statistical filters that decide whether a message 
is a waste of our time. Conversely, we tag photographs on social networks, 
identify friends, and  “ like ”  allied events, organizations, and corporations, 
indicating the data that should be included, productive, and worthwhile. The 
net result is that we have become willing partners with the algorithms that 
channel our online experience. Interpellated as  “ users, ”  we identify with use 
and use value, and therefore mend and build the gates that keep us within 
a zone of productivity online. It is, in a twist of Stewart Brand ’ s complaint 
about the  “ passive consumerism ”  of noninteractive computing, a kind of 
active consumerism. 

 What sort of sociality results from this kind of imagination of commu-
nity?  “ A fully realized neoliberal citizenry, ”  political theorist Wendy Brown 
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writes,  “ would be the opposite of public-minded; indeed, it would barely 
exist as a public. The body politic ceases to be a body but is rather a group 
of individual entrepreneurs and consumers. ”   82   As is well known, online 
communities that evolve out of algorithmic modes of connection often reify 
marketing ideals of like-mindedness and demographic behavior by elimi-
nating time-wasting or unprofitable results. Search Google two times for 
the exact same keywords and you might expect the same results. But if you 
are logged in as one user, the word  “ nature ”  might return results related 
to fishing and hunting, while a second user might receive results related to 
environmental justice. Algorithmic filters cause search engines to return dif-
ferent search results, depending on your imputed gender, demographic, and 
social class. 

 The Victorians may have meant to open the city by purging it of waste —
 sewage, abattoirs, fevers, zones of infection, cemeteries. But an entirely 
unintended consequence may have been the establishment of communities 
planned by the desire to manage risk. In sociologist Ulrich Beck ’ s description 
of a  “ risk society, ”  a society contains invisible contagions that are virtually 
impossible to conceive of, even as they continually threaten economic catas-
trophe. It is no coincidence that computer viruses of the 1980s were one of 
the threats cited by Beck in his account of risk, and though the viruses have 
generally been tamed since then, the consequence is somewhat unexpected; 
it once again involves the idea of city planning. Beck observes that city spaces 
have increasingly been designed to minimize the statistical chance of vio-
lence, traffic, and contingency. The result is a city of gated communities that, 
he argues, optimizes productive activity and safety by sealing off encounters 
between those at different ends of the socioeconomic curve.  83   

 The cloud now resembles this city of gated communities. The long-term 
consequence of privacy concerns is the infrastructure of virtualization that 
allegedly protects us from viruses, cascading error, and waste, even as it pro-
duces  “ users ”  that are part and parcel of a structure of neoliberal power. But 
the very same errors that once served as the rationale for these isolationist 
systems can also be useful for uncovering this implicit system of control. As 
Finn Brunton writes:  “  ‘ Community ’  online is free of accidents of proximity 
and geography . ¬ . ¬ . what spammers make maddeningly clear is that it is con-
structed from time, our human time — our attention. ”   84   Following Brunton ’ s 
lead, the next section takes up another risk that can disrupt the carefully 
constructed facades of community: the data leak. 
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 Cloud Cartography 

 Victorian drains, as with the cloud, performed a second sleight of hand: they 
transmuted waste into its etymological twin, vastness. Both waste and vast-
ness derive from the Latin  vastus  — desolate, but also empty, expansive. The 
drains cleansed the waste from each household and also provided a never-
ending supply of fast-running water, turning water into a (seemingly) unlim-
ited resource that could be summoned on command. This, after all, is the 
meaning of piping in computer power; to turn time-sharing into a utility is 
to call forth as much computer power as one needs from a vast set of central 
servers that have access to virtually unlimited computer resources. 

 Thus, the term  cloud  refers to the same cultural fantasy of its analog name-
sake — what cultural historian Steven Connor calls the  “ belief in the air as the 
abode of the endless ” : inexhaustible, limitless, invisible.  85   Connor argues that 
this seeming inexhaustibility is what has allowed humans to treat the air as 
an infinite receptacle for pollution. The digital cloud ’ s manufactured sense 
of limitlessness is the reason that the cloud is perhaps the premier receptacle 
for backup  “ dumps, ”  so that archaic, forgotten, or obsolete data — the reverse 
side of real time ’ s constant demand for newness — can be dumped en masse 
into the cloud and kept in its undead space, excluded from the vitality of 
what is designated as  “ live. ”  

 While we think of the cloud as an infinite expanse, the fact is that cloud 
users often share the same rights-of-way and physical spaces from 100 to 
150 years ago. It is true that computer scientists are constantly working to 
remove some of these limitations. IP addresses, something like a phone num-
ber for your computer, were once thought to be inexhaustible, but have come 
close to exhaustion in the last few years, just as phone numbers in popular 
area codes, such as Manhattan ’ s 212, have all but run out; now, IP addresses 
are to be replaced by a longer number, called IPv6. But the point is not how 
much the cloud ’ s virtual space needs to grow in order to accommodate all 
its users; the point is that our imagination of this limitlessness allows us to 
forget the cloud ’ s limitations. 

 In  “ The Question Concerning Technology, ”  Martin Heidegger tells us 
about a dam on the Rhine in which water becomes a type of  “ standing-
reserve. ”   86   Access to the seeming plenitude of the countryside transforms the 
rivers that feed it into a resource that can presumably be summoned on com-
mand. This vision of the world is perhaps an explanation for why we only see 
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underlying infrastructure when it breaks. In the era of the computer utility, 
we are unable to see anything outside of that utility, which bears ethical con-
sequences that are complex and interrelated. Most obviously, to lose sight 
of the cloud ’ s infrastructure is to forget about the literal stream of waste 
that the cloud produces: the pollution from coal-fired power plants used to 
feed the data centers; the stream of electronic waste that accompanies cloud 
providers ’  need to constantly upgrade computers. But the same could be said 
about the many other infrastructures that we choose to ignore (highways, 
meat processing plants, shipping lines), whether because of disinterest, poli-
tics, or social disgust.  87   Merely obtaining more knowledge about digital cul-
ture ’ s materiality may not address the root problem. 

 That problem, as I see it, has to do with our mental map of cloud com-
puting, the heuristic that we use to imagine how information is organized, 
whether in physical space or in digital space. Recall that cloud-computing 
software maps a common infrastructure into individual users. A single 
cloud provider normally hosts tens of thousands of clients, known as 
 “ virtual machines, ”  on the same physical machines, and relies on virtualiza-
tion software to isolate each client from the others. Virtualization is itself a 
logical map, a topography that results from creating a set of personal chan-
nels that isolate us into individual users (and therefore seems to give us as 
much data, storage, computing power, etc., as we personally want). At the 
same time, these channels also promise to connect us and help us share more 
than ever. 

 Thus the mental map that best describes this contradictory topography is 
the one that the cloud itself offers for mapping and traversing it — the  “ net-
work aesthetic ”  of isolated nodes representing each user, linked to others by 
graphs to represent the logic of social connection (  figure 2.4 ). These graphs 
are the visual complement to virtualization software; they help us transform 
the seemingly unrepresentable world of limitless data into its virtual repre-
sentation, into virtual  “ communities. ”  Seemingly dispassionate and uniquely 
suited for visualizing today ’ s network culture, these diagrams of the virtual, 
as Anna Munster, Alexander Galloway, and Tiziana Terranova have dem-
onstrated, are in fact deeply integrated in the mechanism of power.  “ The 
network intervenes in this calculation as a productive machine and as a pre-
dictive/preemptive mode of simulation, ”   88   simultaneously helping to predict 
social connections (offering other users you might enjoy meeting) and also 
helping to produce and even police these connections. (Network analysis 
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gained popularity both as a way for businesses to track marketing prospects, 
and for police to track and target associates of criminals — revealing a subtle 
affinity between marketing and security that chapter 4 explores.)   

 What is needed is therefore less to  “ see ”  the cloud through the channels 
that it makes available to us than to develop a different map entirely. We need, 
instead, a mental imagination of data that takes into account the moments 
when they go stagnant, when they mingle with data from neighboring users 
as sewer-like pipes collect and filter them into the dark pools of the cloud. 

 It is here that we might turn to today ’ s resurgence of data leaks. It is a 
cruel irony that the cloud — sold as a more secure way of protecting us from 

 Figure 2.4 
 Map of a user ’ s Facebook social network, graph generated by Wolfram|Alpha, Wol-
fram Alpha LLC, 2014. 
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vulnerabilities — has introduced an entirely parallel set of vulnerabilities. 
Edward Snowden ’ s leaks have shown that that the National Security Agency 
(NSA) PRISM surveillance system functions almost entirely due to cloud tech-
nologies; the centralization of data in the cloud enables the NSA to install 
optical splitters inside data centers. (These splitters allow the NSA to auto-
matically copy virtually all traffic sent over fiber-optic cables.) And consider 
that WikiLeaks ’  original purpose was to serve as a cloud drive for uploading 
and sharing secure data — offsite archives that would back up data and secure 
them from threats, not unlike the way that files may be backed up in Google 
Drive. I am not claiming that the cloud has invented leaking; a historian of 
the Pentagon Papers would surely find the photocopier as potent a tool as, 
say, a system for anonymizing web surfing. But I do think that the data leak 
offers a different way of mapping a public. 

 Since the early days of time-sharing, virtualization software has pre-
vented data leaks by using a map. This map translates physical infrastruc-
ture into logical (or virtual) locations, but the software must keep that map 
secret from its users if it is to serve as an effective security barrier. In 2009, 
computer scientists at UC San Diego and MIT developed a technique for 
unmasking part of this map and forcing data to leak from one partition to 

 Figure 2.5 
 Statistical mapping attack on cloud servers. Figure from Thomas Ristenpart, Eran 
Tromer, Hovav Shacham, Stefan Savage,  “ Hey, You, Get Off of My Cloud: Exploring 
Information Leakage in Third-Party Compute Clouds. ”  Reprinted with permission of 
Thomas Ristenpart. 
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another (  figure 2.5 ). With enough data and some knowledge of statistics, the 
scientists were able to reverse-engineer the internal structure of a provider ’ s 
cloud. They dubbed this technique  “ cloud cartography. ”   89      

 Cloud cartography is a powerful way of attacking the cloud ’ s weaknesses. 
If you know how the cloud works on the inside, then you can often get infor-
mation from a specific client to  “ leak ”  to another client, because they share 
the same physical base. In other words, a hacker with a good map can illicitly 
access data from an adjacent virtual machine; it is a little like a burglar renting 
the apartment next door to the jewelry shop. If you consider the amount of 
confidential information stored in the cloud — the scientists give the example 
of medical records — then the stakes for preventing data leaks are very high. 
As they conclude, in language that is entirely familiar to us,  “ fundamental 
risks arise from sharing physical infrastructure between mutually distrustful 
users, even when their actions are isolated through machine virtualization as 
within a third-party cloud compute service. ”   90   

 Once again, we see the cultural fantasy of  “ mutually distrustful users, ”  
who are always isolated first as atomistic nodes before they can be recon-
nected through social media or network graphs. This is the meaning of 
algorithms that determine our social networks, who we trust, do business 
with, and have shared interests with; this is why the cloud resembles a city of 
gated communities, optimized for productivity and yet  “ private ”  at the same 
time. Rob Horning incisively comments: this is  “ how Facebook addresses its 
users, a bunch of isolated nodes connected by its graces and its software, 
all competing for one another ’ s attention and approval, urged perpetually 
to up the stakes of their sharing by Facebook ’ s algorithms, which deter-
mine whether their content will surface widely and reap the sought-after 
recognition. ”   91   

 But I believe that this model can be read against the grain. For the data 
leak that the cloud cartographers identify offers a different map than the 
default map presented by the cloud. It is like a core sample through a row 
of computers stacked in a data center: one user, in a crowd, connected only 
by proximity to the stranger immediately next to him or her. In the cloud, 
the supposed threats to privacy — constituted as the contagions known 
as data leaks, viruses, spammers, denial-of-service attacks, and the like — no 
longer follow the logic of  “ community. ”  As they propagate down through 
each server behind the scenes, following only the logic of proximity, they 
remind us that privacy is not the only way of understanding a user. 
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 Consider the analogous scenario of a fire drill in a Manhattan skyscraper, 
in which a thousand workers who would rarely ever cross paths — parceled 
out as they normally are into cubicles or retail or maintenance — congregate 
in the streets, if only for an hour. Such a crowd gathering in a public space 
is an experience of heterogeneity. The people don ’ t know each other and 
have no productive reason to be out in the street together; they ’ re joined 
only by the sound of an alarm bell. The crowd gathers people who happen 
to be adjacent, even as they are paradoxically disconnected from each other 
in their everyday lives. Similarly, inside a data center, data are connected 
only paratactically to each other, porn next to military documents next to 
banking records next to your e-mail. In that model of physical proximity, we 
might see an alternate map of community. 

 In the next chapter, we will continue our story by venturing inside some 
of these data centers. These locations, which aggregate exabytes of data, are 
everywhere and nowhere at the same time: everywhere, because they are an 
essential part of today ’ s digital economy; nowhere, because they are such an 
ordinary part of the landscape that they are almost always overlooked. 
 

 

 

 
 





 There is nothing special about a data center. Typically squat and windowless, 
they are part of the typology of warehouses and office parks that make up 
today ’ s postindustrial landscape. For how generic their architectural forms 
are, data centers might as well be water towers in Germany, or gas stations in 
Texas — and perhaps they ought to be photographed that way. 

 Forget the images of blinking lights on computer servers that make the 
Internet look more sci-fi than it actually is. What data center managers pay 
attention to is not this spectacle, but the temperature. Row after row of stan-
dardized nineteen-inch telco racks alternate between  “ hot ”  and  “ cool ”  aisles, 
so named because the exhaust fans from thousands of servers send tempera-
tures skyrocketing. 

 When I was taking pictures of one data center in a historically African 
American neighborhood of San Francisco, a security guard came outside and 
asked me what I was doing there. Learning of my interest in the building ’ s 
history, he showed me an old wooden shack in the back of the building that 
they were about to demolish. The shack was a last remnant of the site ’ s ori-
gins from the 1920s: first a Planters Peanuts factory, then a warehouse for 
Macy ’ s, before it was repurposed as a telecommunications facility. He was an 
amateur photographer himself. With a wry look, he offered me a parting bit 
of advice:  “ If a guard comes out and asks to inspect your camera, run! ”  
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  “ The Internet Must Be Defended! ”  

 In the town of Bluffdale, Utah, about twenty-five miles south of Salt Lake 
City, a group of commercial data centers for Twitter, eBay, and Oracle, among 
others, cluster on Pony Express Avenue.  1   Like waystations along the original 
Pony Express, data centers on Pony Express Avenue are there to take advan-
tage of a relatively sheltered climate; an untrafficked and unobstructed route 
for transmitting information quickly from coast to coast; and cheap water 
to cool off the machines: computers, like horses, overheat when worked 
hard, and most of the operating cost is in cooling systems. Data centers —
 miniature cities of computer servers and hard disks that enable data to be 
stored and concentrated  “ in the cloud ”  — are sized by their energy capacity. 
Recent constructions range up to 100 megawatts, equivalent to the power 
consumption of eighty thousand homes. Invisible and out of sight, data stor-
age in the cloud may appear to be the ultimate technology for reducing paper 
waste and increasing efficiency, but as Greenpeace tells us,  “ Apple, Amazon, 
and Microsoft are powering their twenty-first-century clouds with dirty, 
nineteenth-century coal energy. ”   2   Indeed, if all the data centers constituted 
a country of their own, Greenpeace calculated, it would be the fifth most 
power-hungry country in the world. Such is the role of data centers, which 
can resemble a sleight-of-hand trick: for data to be placeless and borderless, 
data must first be displaced; for the cloud to appear decentralized, its data 
must first be centralized. 

 This insatiable demand for water and power explains why many data 
centers are built in out-of-the-way locations at a remove from major popu-
lation centers: the desert border or the exurb, close enough to the urban 
core to benefit from fiber routes but far away enough for utility bills and 
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land to be cheap. Power consumption and cooling capacity are thus prac-
tical considerations that determine a data center ’ s placement, but security 
also plays a role. In a report trumpeting the state ’ s data center industry, 
Utah ’ s Economic Development Corporation cites FEMA statistics showing 
that over the last fifty-eight years, Utah logged the fewest federal disaster 
declarations — tornadoes, earthquakes, and so on — out of any state. However, 
the scope of disaster quickly slips between natural and man-caused disaster: 
the same report also touts Utah ’ s geographic isolation as a way of reducing 
 “ vulnerability to attacks. ”  If cloud storage sells itself as the ultimate place for 
files to survive coffee spilled on your laptop, or a lost phone, Utah ’ s report 
reveals how this vision of personal security can quickly bleed into the idea of 
national security. 

 Indeed, down the street from the data centers on Pony Express Road in 
Bluffdale is a data center much like the commercial ones I just described. 
This facility, however, is surrounded by barbed wire and armed guards, and 
houses the National Security Agency. Completed in late 2013, the NSA ’ s new 
data center funnels data from the agency ’ s many eavesdropping sources 
planted inside the public Internet so they can be scanned for hostile threats.  3   
What is most interesting about the Bluffdale site is not only what happens 
within it, but the simple fact of its location. The center is housed at Camp 
Williams, a training camp belonging to the Utah National Guard. It was here 
that a major in the Utah militia once took charge of the Pony Express during 
its short-lived service from 1860 to 1861.  4   In fact, the Pony Express was only 
possible because the protean state used Utah militiamen to forcibly carve out 
channels of safety through Paiute land. Now, 150 years later, the US govern-
ment is still trying to secure messages and transmissions against potential 
enemies, but the enemies — cybercriminals, terrorists, and so forth — are dif-
ferent this time around. 

 Even as the NSA facility ’ s militarized exterior may differ from the com-
mercial ones that I described, both types of data centers look increasingly 
similar on the inside. With the threat of hackers, spammers, viruses, and 
natural disasters, civilian data centers now resemble highly secured check-
points, employing a phalanx of post-9/11 technologies — bollards to prevent 
car bombs,  “ man traps, ”  and iris and hand recognition systems. (Not that any 
of these are foolproof: a data center manager once told me, only half-jokingly, 
that a hacker who wanted to bypass a hand recognition system could always 
cut off someone ’ s hand to get in.) One data center, named The Bunker, is 
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based in a former Royal Air Force radar bunker in Kent, and describes its 3.5-
meter thick blast walls as part of a heritage of security:  “ Security is our way 
of thinking . ¬ . ¬ . We consider everything outside the client firewall as hostile. ”   5   
By fashioning themselves as  data bunkers  — fortified locations in the cloud 
for data storage — data centers carve out private pathways across an unsafe, 
public Internet, not unlike the guarded camps of the Pony Express, in which 
messengers retreated for the night from the unsafe territory outside. Data 
centers are only one part of the new regime of security, but as the most vis-
ible component of this infrastructure, they serve as metonyms for the trust 
we place in corporations such as Amazon and Apple to provide for our secu-
rity in the cloud.  6   

 Why do we consent to transferring our personal data to private com-
panies ’  data centers? The simplest answer is because it is mostly  “ free, ”  
and because the free cost of storage is  “ freeing ” : as the previous chapter 
showed, we are induced to become users in the cloud through a number 
of economic incentives experienced as enabling, even liberatory. We 
acquiesce to what Deleuze called a  “ control society, ”  a form of power 
that offers its subjects unprecedented flexibility through positive induce-
ments and other mechanisms of self-regulation. But as this chapter demon-
strates, we also give our consent because digital culture continually 
invokes the idea of a potential threat to our data. While securing data in 
the cloud typically works through the gentle structures of control — for 
instance, antivirus programs invisibly scan downloads for their users — the 
military camp-like structures that have reappeared in the form of data 
centers suggest a largely unseen yet militarized aspect of data security that 
cannot be described by regulatory power alone. The second half of this book 
is intended to serve as a corrective to the typical direction of new media 
studies, to both acknowledge the use of  “ control ”  as an explanatory rubric 
and also to redirect the conversation to a latent violence standing in front of 
us all along. 

 The data center remains among the least studied areas of digital culture, 
with cloud computing producing a layer of abstraction that masks the physi-
cal infrastructure of data storage. Paradoxically, then, data centers exist 
at the border between the dematerialized space of data and the resolutely 
physical buildings they occupy. Like architecture, data bunkers — and, met-
onymically, the cloud security apparatus of which they are a part — delimit 
the boundaries between inside and outside. 
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 As I show in the first section of this chapter, the data bunker is, funda-
mentally, an architecture that excludes  “ unfree ”  Internet practices, of which 
spammers and hackers are only the most obvious targets. However neces-
sary and proper it may be to root out hackers, the very idea of turning the 
cloud into an exclusion zone raises the specter of an internal but unname-
able enemy — often an enemy, as I show, with the taint of foreignness. Yet to 
see the Internet as a space that must be defended from an invisible enemy 
may actually end up creating external divisions rooted in physical space. 
For example, a number of entrepreneurs have set up extraterritorial  “ data 
havens ”  said to lie outside the reach of sovereign states. For this reason, I 
suggest that the data bunker embodies a return to what is known as sover-
eign power, a kind of explicit power rooted in territory rather than in more 
implicit methods of regulating a population. 

 We are constantly asked to internalize a  “ bunker mentality ”  through our 
daily use of cloud computing technologies, and the second and third sections 
of the chapter investigate the consequences of this mentality for our percep-
tions of and interactions with digital culture. Extending architectural theo-
rist Paul Virilio ’ s meditation on the ruins of World War II bunkers, I contend 
that bunkers are a way of invoking the specter of a future disaster, a disaster 
that the cloud both generates and protects us from. I end by considering a 
European library consortium ’ s attempts to entomb digital media in a for-
mer Swiss Air Force bunker. This project, intended to protect our cultural 
inheritance from decay, is an example of how the cloud is increasingly used 
for the  “ cold storage ”  of data. These attempts to shield our data from the 
flow of time, however, place us in a melancholic relationship to the present, 
leaving us forever fixated on a loss that is always about to come. To forestall 
this melancholy, let ’ s go back in time and examine where this imagination of 
disaster originates. 
  
 In an online game called Invasion of the Wireless Hackers, kids can learn how 
to defeat hackers trying to break into a wireless network. Each time a player 
clicks on an icon of a winged invader,  “ Invasion ”  responds with a question 
about wireless network safety; the game ends when the player answers all 
the questions (  figure 3.1a, b ). This game is available at OnGuardOnline.gov, 
a platform developed by the US National Initiative for Cybersecurity Educa-
tion and the Department Homeland Security to help users take ownership 
over their online security practices. The initiative ’ s stated goal is to convince 
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b

 Figure 3.1a, b 
 Invasion of the Wireless Hackers, flash game,  www.onguardonline.gov . 
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the American public of their  “ shared responsibility ”  in cybersecurity by cod-
ing individual online security practices as a kind of civic good:  “ Americans 
can . ¬ . ¬ . make choices that contribute to our overall security. ”   7   But who are we 
really defending our data networks against?    

 The game ends with an admonition:  “ Remember: awareness and vigilance 
are the key to safer wireless networking! ”  As with other games at OnGuar-
dOnline.gov, the title riffs on a classic TV show or movie, in this case the 1956 
Cold War film  Invasion of the Body Snatchers .  8   This slippage between wireless 
hackers and body snatchers recalls Cold War-era exhortations of  “ awareness 
and vigilance, ”  which directed American citizens to be on the lookout for 
subversives hiding within their own population.  “ Invasion ”  thus portrays 
hackers as animated creatures  “ closing in on your computer ”  from the out-
side, while also suggesting that they may be lurking in one ’ s very own neigh-
borhood. Whether bodies resembling pods or hackers disguised as users on 
an invisible wireless network, the game ’ s implication is that enemies are dif-
ficult to distinguish; an enemy invasion may be an invasion from within. 

 Further, if we examine other parts of the government ’ s education project, 
we can infer the real message: the enemy is not just within our ranks but may 
actually  be  us. OnGuardOnline ’ s sister website — Stop. Think. Connect. — also 
warns about hackers, but its main goal is to  “ help Americans understand the 
importance of practicing safe online behavior. ”   9   Its tips for Internet security 
caution college students to avoid peer-to-peer sites for music downloads — a 
clear signal that browsing illegal music download sites is a  “ risky ”  form of 
behavior. Each tip sheet concludes with the admonition to be a  “ good online 
citizen ” ; bad behavior, it suggests, affects us all. Thus the educational cam-
paign is a way of prodding us to internalize these lessons of good behav-
ior. As we saw in chapter 1, the networks of power that govern us always 
seem to contain or even produce the fantasy of another network: the deviant 
network. The subject formed by this structure of power is one engaged in a 
process of self-surveillance, constantly alert and on guard against improper 
behaviors, such as the spread of viruses through promiscuous computer 
networks. 

 Michel Foucault observed that modern societies have typically used the 
threat of an external enemy that has made its way inside as a way of exert-
ing power on the individual subject through disciplinary measures, and, as 
power becomes less obtrusive, self-monitoring and self-governance. Indeed, 
if we attend to government statements about network security, the threat 
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of an external enemy has never been sharper: in 2007, the Department of 
Defense ’ s Defense Science Board published an alarming report on the threat 
of  “ foreign influence ”  within commercial software, blaming the irrevers-
ible trend toward globalized labor pools — a multinational software company 
employing  “ foreign nationals working in the United States, ”  for example.  10   
This  “ foreign influence ”  would, in the Defense Science Board ’ s view, plant 
malware or backdoors within software used by US companies and govern-
ment agencies for the purposes of industrial and state sabotage. In an Octo-
ber 11, 2012, speech, US Secretary of Defense Leon Panetta went one step 
further, explicitly warning of foreign agents who may perpetrate a  “ cyber 
Pearl Harbor ”  by targeting America ’ s physical infrastructure, such as its 
power plants.  11   

 The DoD ’ s invocation of dangerous software from foreign agents as indis-
tinguishable from software produced by American nationals — a kind of body 
snatching in code form — transfers the threat from an external enemy onto 
a potential domestic enemy. This transference employs the same reasoning 
that justifies the NSA ’ s surveillance of the Internet: the agency ’ s target is 
nominally foreign users suspected of terrorism, but because the global Inter-
net is, by its nature, enmeshed in US network infrastructure, and because it 
is frequently difficult to distinguish whether a communication is domestic 
or foreign in nature, every US-based communication is part of its dragnet. 
The idea of the foreign enemy, in other words, is what justifies the state ’ s 
targeting of domestic Internet users. But this enemy is a bit of a phantom; 
it appears at times to be a sophisticated, state-based hacker, as in Panetta ’ s 
speech, and at times a petty cybercriminal that runs a foreign file-sharing 
site or sends an e-mail scam, as in the Department of Homeland Security ’ s 
website. 

 We can find a partial explanation for the enemy ’ s many-faced identity 
by examining a moment of slippage in the Stop. Think. Connect. website: 
it describes itself as a  “ global cybersecurity awareness campaign to help all 
digital citizens stay safer, ”  but later lists its goal as outreach to the  “ Ameri-
can public. ”  This double address to both American citizen and global digital 
citizen reveals the US government ’ s goal of linking the supposedly univer-
sal values of digital citizenry with American values. In 2010, the then US 
Secretary of State Hillary Clinton declared Internet freedom a  “ pillar ”  of 
America ’ s foreign policy, shrewdly positioning the United States as the pri-
mary defender of the Internet:  “ On their own, new technologies do not take 
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sides in the struggle for freedom and progress, but the United States does. We 
stand for a single internet where all of humanity has equal access to knowl-
edge and ideas. ”   12   In Clinton ’ s speech, she names the usual threats — hackers, 
predators, cybercriminals — but then turns, more sweepingly, to target those 
countries whose censorship over the Internet fragments this vision of a  “ sin-
gle internet, ”  such as China, Russia, Syria, Iran, and the former Libyan gov-
ernment. In a later speech on Internet freedom in the Netherlands, Clinton 
expanded on this point by singling out a third set of potential enemies: unco-
operative countries that want to create their own set of regulations for their 
country ’ s Internet, rather than subscribing to the regulatory framework of a 
single, global Internet.  13   These countries distrust the current US leadership 
of the Internet oversight organization ICANN; former president Bill Clinton 
has also equated giving up US control of ICANN with an erosion of Internet 
freedom.  14   In this logic, the enemy is not just a rogue state or an individual 
hacker, but anyone who challenges the idea of a unitary, global Internet, and 
the freedom represented therein. 

 We should take Bill Clinton ’ s assertions at face value, as many dissent-
ers claim that the   United States is the enemy undermining Internet freedom 
because of its surveillance practices. But regardless of who is right, both sides 
would agree that the threat extends beyond individual hackers to encompass 
those who would curtail Internet freedom as such. Indeed, Internet freedom 
results from the political philosophy of liberalism — a  “ relational and contex-
tual practice, ”  in the words of Wendy Brown,  “ that takes shape in opposition 
to whatever is locally and ideologically conceived as unfreedom. ”   15   Within 
this ideal, the Internet claims a universalism that resembles the universalist 
assumptions of liberalism itself; it promises that data are the same every-
where, regardless of how or by whom they are accessed. Not Chinese data, 
then, or American data, but just the data of a  “ global . ¬ . ¬ . digital citizen. ”  Free-
dom thus stands as a kind of universal value that must be defended against 
practitioners of unfreedom; these  “ unfree ”  persons and countries are marked 
as dangerous aberrations. And yet, it ’ s worth noting, the notion of freedom 
as a universal value comes out of a specific philosophical tradition in Western 
humanist thought. 

 It is this shape-shifting, contextual practice that explains why both the 
US government and activists who work against that government warn of an 
unfreedom that threatens the Internet. The enemy may be different, but the 
threat of its unfreedom is virtually identical. Consider this observation by 
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surveillance studies scholar David Murakami Wood, who wrote, in a series 
of blog articles published in 2010 – 2011, that  “ because so much that is social 
[is] vested in these electronic chains of connection and communication, we 
must now argue clearly and forcefully that, nation-states and what they want 
be damned,  ‘ The Internet Must Be Defended! ’  ”   16   In Murakami Wood ’ s sce-
nario, the role of the villain is played by a nebulous group of state and non-
state actors. Tying a series of disparate causes together — including explicit 
state censorship, as in the case of the Chinese Internet nicknamed the  “ Great 
Firewall of China ” ; intellectual property laws that allow individuals and cor-
porations, such as the record industry, to overzealously enforce copyright 
claims; corporate ownership of the Web ’ s infrastructure; and direct surveil-
lance of the Internet by state agencies, such as the NSA — Murakami Wood 
argues that the Internet ’ s commons are increasingly coming under attack, 
even if the various transgressors can only be identified by their opposition to 
the concept of  “ Internet freedom. ”  

 Yet in making this argument, Murakami Wood, we might observe, 
employs the same fundamental faith in liberalism mobilized by those aiming 
to protect the Internet from the contamination of the Other. For Murakami 
Wood ’ s posts, rousingly titled  “  ‘ The Internet Must Be Defended, ’  ”  make a 
somewhat ambiguous reference to Foucault ’ s 1975 – 1976 lectures, published 
in English under the title  “  ‘ Society Must Be Defended. ’  ”  In these lectures, 
Foucault argued that in the early nineteenth century, nation-states began 
to move away from explicit, racialized war to a form of politics that, through 
more indirect means, promoted the idea of society under threat. This threat 
depicted a racialized Other and also its correlate, foreign behaviors that had 
made their way  “ inside ”  to undermine liberal civil society. For Foucault, the 
modern state moves away from waging war against an external enemy to 
exercising power over its citizenry. This form of power works institutionally 
through the policing of aberrant behaviors and eventually shifts into the 
hands of the population itself, as they are educated or induced to practice 
self-monitoring. ( “ Remember: awareness and vigilance are the key to safer 
wireless networking!, ”  warns OnGuardOnline.gov.) 

 It may seem surprising to link Internet freedom to race (or even its 
specter) — it is almost certainly not Murakami Wood ’ s intention to do so —
 and the technocratic realm of encryption protocols and Internet governance 
may appear to be an unlikely breeding ground for racism. But as I aim to 
show, the shadow of the racialized Other still resurfaces in calls for Internet 
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freedom — albeit in the form of what theorist Leerom Medovoi has termed a 
 “ race war without race, ”  a struggle between a  “ tolerant and right-honoring 
zone of liberal civil society ’ s  ‘ inside ’  and the intolerant, right-violating  ‘ out-
side. ’  ”   17   For Medovoi, the legacy of Foucault ’ s  “ society that must be defended ”  
is a global conflict that no longer manifests as race itself, but is displaced 
onto other contests between values, as in the seeming choice, during the 
Cold War, between democracy and totalitarianism, or in the present-day 
project of globalization: you are either with the free market or against it. 
Clintonian logic perfectly situates Internet freedom within the latter project; 
you are either with or against what she calls the  “ defenders of the internet, ”  
a global coalition of persons and states that support a specific kind of regula-
tory framework, free-market solutions to technological problems, and the 
political values of liberalism. 

 This contest between values is only part of the story, however; and to tell 
the rest of it, we might turn to the xenophobic component that occasion-
ally  does  erupt within the explicit naming of the Internet enemy as Other. 
These eruptions both affirm and complicate the aforementioned description 
of power. Online vigilantes, for example, claim to defend Internet users from 
harm by invoking a trope of (white)  “ little old ladies ”  victimized by Nige-
rian fraudsters. But as Lisa Nakamura has shown, their attempts to turn the 
tables on the spammers often operate through the visual tropes of race bait-
ing.  18   Asking their Nigerian targets to prove they are for real, the vigilantes 
request photographs of men wearing bras, inserting phallus-like cucumbers 
in their mouths, holding up signs saying  “ I take it up the ass, ”  or performing 
other sexually degrading acts. Such shameful or emasculating poses, Naka-
mura shows, bear the legacy of colonialism ’ s visual culture. By spectacular-
izing their bodies, these photographs supposedly serve to out enemies seen 
as hiding or posing as  “ normal ”  Internet users, and in turn, to reinforce the 
division between the supposedly free Internet practices of the West and the 
unfree practices of the Other.  19   The underlying irony is that, even though in 
digital culture, a (black) Nigerian has come to epitomize the image of a spam-
mer, the overwhelming majority of spam actually flows out of the United 
States.  20   Digital vigilantes not only turn the focus of their attention to the 
wrong place, but by producing a spectacle of abnormality, they also reinforce 
a narrative of Nigerian Internet practices  as  abnormal. 

 In his history of spam, Brunton argues that 419 ( “ Nigerian ” ) scams really 
offer  “ an enormous narrative about the failures of globalization, from which 
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you, the reader, can profit. ”   21   Brunton means, of course, the narrative of 
Western exploitation in Nigeria, which has ironically produced the mise-en-
sc è ne of embezzled oil contracts, dictators bearing Swiss bank accounts, and 
so forth. But his point about the unevenness of globalization also applies to 
cloud storage. Consider, after all, that the rationale for storing e-mail in the 
cloud is to let a central automated system, such as Gmail or Outlook.com, 
filter out from one ’ s inbox 419 messages deemed fraudulent and marketing 
pitches deemed spam. In a more general sense, cloud storage is meant to pro-
tect users from a myriad of other attacks on Internet freedom: cyberattacks, 
hackers, and even state surveillance (if we believe Google and Microsoft ’ s 
recent claims about beefing up their data center security).  22   Though we still 
use the public part of the Internet for everyday browsing, we increasingly 
rely on moving messages and files to and from the cloud ’ s highly secured 
data centers. Cloud storage and cloud-based applications smooth out the 
chaos of the internets and produce a singular Internet, a global vision that 
only offers a glimpse of what lies underneath when an anomalous message 
slips, against odds, through the filter. 

 Yet this vision of a single, global Internet is grafted onto a labor pool 
that is by definition built out of the  “ foreign influence ”  the Department of 
Defense warns against: factory laborers in Zhuhai, China, who manufacture 
electronic components while being unable to freely access the digital net-
works that those components enable; the teams of Russian programmers 
who rent for a thousand dollars a website on  “ cloud labor ”  companies such 
as Elance-oDesk (now Upwork), or, on the opposite end of the spectrum, 
Moroccan freelancers, also hired through oDesk, who earn $1 per hour to 
screen content from Facebook. The main task of these freelancers is to decide 
whether pictures of disturbing content — such as  “  ‘ deep flesh wounds, ’   ‘ exces-
sive blood, ’  and  ‘ crushed heads, limbs, ’  ”  to take an example from the manual 
Facebook issues to freelancers — conform to its community standards policy.  23   
All of these examples come from Internet workers in countries that Hillary 
Clinton identified as aberrant or unfree, who have unequal access to the very 
digital infrastructures that they help build and maintain. To defend against 
messages, attacks, and images that do not meet Western community stan-
dards, the cloud relies on foreign labor, even as it excludes those laborers 
from sight. The logic of outsourcing data to data centers, in other words, 
relies on a practice of outsourcing labor — even as that very practice of out-
sourcing is cloaked underneath the rhetoric of a universal Internet. 
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 Today, this rhetoric refers to a global Internet that connects multiple cul-
tures and transcends national borders, but it is in fact an evolution of an 
imperial vision from the nineteenth century. We can see this in the imme-
diate predecessor for the cloud ’ s global fiber-optic backbone: submarine 
cables. As Nicole Starosielski has shown, submarine cables designed to bind 
together British territories in the Pacific with England hopscotched across 
its island dominions, such as Fiji, the Fanning Island, and the Midway Islands, 
avoiding landings on rival empires. Cable stations served as spaces where 
British-trained overseers supervised pools of native labor and converted 
them into a resource that supported the connectivity of the British empire 
as a whole. Thus, Starosielski argues, the cable station also served as  “ part 
of the colonial project — to civilize and tame the natives . ¬ . ¬ . in proper British 
behavior and self-presentation. ”   24   Describing illustrations from the Eastern 
Telegraph Company ’ s newsletter  The Zodiac  that depict seminude Gilbertese 
natives with exaggerated racial features as the British cablemen ’ s bumbling 
assistants, Starosielski demonstrates that racial difference served to under-
score the precarious position of an empire reliant on native labor yet keen on 
enforcing those laborers ’  otherness. The British depended on the cablemen 
to perform repetitive tasks that we might see as analogous to the work of 
present-day Facebook image moderators: the cablemen spent day after day 
watching for signals in a dark, airless room. The irony of these island waysta-
tions was that their cablemen were not there primarily to serve their par-
ticular locations — the Midway Islands, say, or Fanning Island — but rather to 
connect Australia and New Zealand and Canada and Great Britain; they were 
inside the network but not necessarily part of it, their unreliable bodies and 
allegiances containing the potential to form what I earlier termed a deviant 
network within the network. As Starosielski reveals, cablemen ’ s bodies were 
 “ the place where the border between the network ’ s inside and outside was 
enforced. ”   25   

 Starosielski ’ s examination of  “ in-between ”  spaces, such as the cable 
station, allows her to unearth a hidden history of cable routes; this same 
approach will also help us complete the story on cloud security. For the 
cloud ’ s physicality and its virtuality likewise meet at the data center, the 
modern-day descendents of Starosielski ’ s cable stations. (In many cases, as 
in the Palo Alto Internet Exchange, they are the same place: old telecom-
munications buildings that continue, for historical reasons, to have a cer-
tain density of fiber-optic lines.) These data centers produce a cloud that 
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transcends national borders, but they are also rooted in specific geographies; 
they produce a set of secure pathways through an otherwise  “ unsafe ”  Inter-
net, but because they concentrate so much data, they also are among the 
most exposed sites for attack. For this reason, data centers are built accord-
ing to the arcane arts of network security. Network diagrams resemble 
board games mapping the overlapping geography of hostile empires: there 
are tunnels, firewalls, checkpoints, trusted ( “ home ” ) and untrusted ( “ for-
eign ” ) zones, enclaves isolated by virtualization technology — and, at the bor-
der between the public Internet and a corporation or user ’ s private data, the 
DMZ, or demilitarized zone. It is in the DMZ that data centers typically sit. 

 In attending to the data center as an interface between a network ’ s 
physical outside and its virtual inside, we witness a surprising consequence. 
Typically, scholars of communication tend to understand digital networks 
as enabling moves away from specific physical spaces. By this reasoning, it 
is unimportant where a data center is situated, as long as it meets a set of 
technical requirements (power and cooling; fiber-optic cables). And, in large 
part, this is the case; data centers are no longer confined to tech centers in 
major urban areas, such as Silicon Valley or New York, as they used to be in 
the 1990s, but are now sprouting up in rural sites in Iowa and North Carolina, 
even near the Arctic Circle at Lule å , Sweden. But as if the ghosts from an 
earlier moment in history were returning, many highly publicized data cen-
ters, such as the Pionen nuclear bunker underneath Stockholm that housed 
WikiLeaks, have located themselves in former military installations. These 
spaces were once left for dead, but now, inside formerly shuttered blast doors 
meant for nuclear war, inside Cold War structures once fallen into disuse and 
still overgrown with vines on their five-foot-thick concrete sides, and inside 
gigantic caverns that once served as vaults for storing bars of gold, we see 
the familiar nineteen-inch racks appear, bearing servers and hard drives by 
the thousands. If digital networks no longer require such dramatic protective 
measures, why are so many data centers housed inside militarized structures 
built to defend physical territory? 

 Let me outline the stakes of this question by first retracing the path 
we have traveled thus far. I have argued that cloud computing companies 
induce users to place their data in the cloud through the promise of security. 
This notion of security, however, is actually a widespread discourse not 
authored by any single company, state, or agent, but by a myriad of often 
antagonistic stakeholders that nevertheless share a seemingly common value 
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( “ freedom ” ). They produce this idea of security by conjuring the image of 
an external, unfree enemy, an outsider to network sociality; it is from this 
alleged enemy that the Internet must be defended. The idea of security thus 
works on the level of user behavior, turning security into a  “ shared respon-
sibility, ”  as individual users are asked to be on the lookout for unfree activi-
ties. This vigilance and self-vigilance is a mode of power that Foucault and 
Medovoi identify as a distant outgrowth of the tactics of a racist state, which 
linked the external enemy to culturally aberrant behaviors within liberal 
civil society. Foucault and Medovoi argue that this way of exerting power 
over a subject signals a gradual shift in the locus of power away from external 
rivalries (one territory at war with another) and toward internal monitoring. 
But strangely enough, the reverse may also be true: the very specter of an 
internal but unnameable enemy in the cloud may actually end up creating 
external divisions rooted in physical territory. 

 Put another way, the reason data centers have reappeared as bunkers 
commanding a specific territory rests on the supposed need to  “ protect ”  
the Internet from the Other. Yet these criminals are typically spammers or 
cyberthieves, and there is no technical basis for using buildings that were 
originally built to defend against chemical weapons or an invasion by Soviet 
tanks to defend against cyberattacks; a few dollars invested in faster encryp-
tion technology would be far more effective. The cause for this paradox, as 
I will show below, is the reanimation of what is known as sovereign power 
within the cloud, power as dependent on or coterminous with a specific 
territory. Consider one such manifestation that occurred in response to 
WikiLeaks ’  ejection from Amazon ’ s cloud service, the incident that prompted 
Murakami Wood to post that  “ The Internet Must Be Defended! ”  Outraged 
over the arrest of WikiLeaks founder Julian Assange, one security specialist 
wrote that pro-Wikileaks hackers were  “ grouping together on a specific clus-
ter of Internet Relay Chat (IRC) servers . ¬ . ¬ . to send a message that the Internet 
is a sovereign territory. ”   26   

 What does it mean to consider the Internet a sovereign territory? For 
hackers, the question of sovereignty is more than a metaphorical one; the 
registrar for the Internet ’ s top-level domain names, such as .com and .org, 
is a Virginia-based company called Verisign, and in one prominent case, 
the Department of Justice seized a foreign domain name, demonstrating 
what Canadian law professor Michael Geist terms the United States ’   “ super-
jurisdiction ”  over the Internet.  27   At the time of this writing, an agency 
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reporting to the US Department of Commerce still exercises ultimate con-
trol over the Internet ’ s  “ DNS root, ”  the service that translates names, such 
as google.com, into IP addresses, numbers readable by computers such as 
74.125.232.65. The United States similarly taps into network traffic passing 
through backbones and data centers run by US companies, which, given the 
historical geography of the Internet, is still much of it. In response to this 
situation, John Perry Barlow, cofounder of the Electronic Freedom Founda-
tion, commented:  “ I felt like the answer to sovereignty was sovereignty. To 
fight them [the US government] on their own terms. ”   28   

 Barlow ’ s comment refers to pending legislation in Iceland to protect elec-
tronic privacy rights, and an eventual goal of establishing  “ data havens ”  in 
Iceland free from the  “  ‘ intolerant outside ’  ”  of US law. But in some cases, data 
bunkers have skipped the step of lobbying to change a country ’ s laws, and 
declared political sovereignty outright. Pirate radio broadcaster Paddy Roy 
Bates, for example, occupied a World War II-era structure floating in the 
North Sea in 1967; citing treaties on international waters, he pronounced 
his domain the sovereign  “ Principality of SeaLand, ”  and himself  “ Prince Roy 
of SeaLand. ”  Besides selling fake passports and titles, SeaLand ’ s main busi-
ness after 2000 was HavenCo, a  “ data haven ”  that claimed — by virtue of the 
so-called principality ’ s independence — to be neutral to commercial or politi-
cal interests, and thus to be the best place to store data. Since HavenCo ’ s 
financial collapse in 2008, SeaLand has remained mostly silent. It has vari-
ously been linked to an online casino; a file-sharing site called The Pirate 
Bay; and another organization that has attempted to reassert its sovereignty 
in the cloud: WikiLeaks. 

 For HavenCo, the territory occupied by the data bunker is synonymous 
with the data ’ s ability to exist outside a state ’ s territorial claims. But there 
is a darker side to asserting that the Internet is  “ sovereign territory. ”  In Fou-
cault ’ s study of sovereign power, we first see the most familiar meaning: 
power as dependent on or coterminous with a specific territory; the size of a 
kingdom, he writes, translates to how great the king is.  29   But this idea of sov-
ereignty is closely linked to a second conception of sovereignty couched in 
the king ’ s ability to supersede the law and to wage war. In its extreme form, 
this means taking a subject ’ s life — that is, sovereignty as the power to kill. 

 This second meaning of sovereignty, the right to kill, is the ugly side 
of hacker attempts to seek their own exception to the rule of law. Around 
1996, crypto-anarchist Jim Bell, an associate of Julian Assange from the 
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Cypherpunks mailing list, realized that combining anonymous digital cur-
rency and encryption schemes could be a potent combination. (Cypherpunks 
are hackers who believe in the power of cryptography to bring about social 
and political change.) The following year, he published a manifesto titled 
 “ Assassination Politics ”  to the Cypherpunks list, which called for the eradica-
tion of politicians (and other crooks) through the establishment of a cryp-
tographic  “ dead pool. ”   30   Any user could donate money to an account that 
would pay out only when someone — presumably the assassin himself — knew 
the exact time, date, and circumstance of a target ’ s death. In Bell ’ s mind, by 
allowing users to kill off any  “ unwanted politician, ”  he had invented a system 
for preventing tyranny and restoring individual liberty. 

 This was not the first design for a cryptographically supported killing sys-
tem; as reporter Andy Greenberg notes, another cryptographer had previ-
ously mused online about  “ liquidation markets ”  (motto:  “ You slay, we pay ” ) 
three years earlier. But Bell ’ s  “ assassination politics ”  ignited a firestorm, 
and many hackers felt forced to tangle with or disavow his method, if not 
the sentiment behind it. If Greenberg is correct, even Assange may have felt 
the need to distance himself from  “ assassination politics ”  in his subsequent 
manifesto:  “ The act of assassination — the targeting of visible individuals, is 
the result of mental inclinations honed for the preliterate societies in which 
our species evolved. ”   31   

 However, at the margins, the twin ideas of territoriality and  “ the right 
to kill ”  exist as an unassimilated layer within contemporary digital culture, 
evidence that some version or mutation of sovereign power is present in the 
cloud. For most scholars of digital culture, sovereignty takes the form of a 
fiction produced by computer code. As Wendy Chun explains, computer pro-
grams and networks effectively produce a sense of an all-powerful  “  ‘ You ’  as 
the sovereign subject,  ‘ you ’  as the decider. ”   32   Of course,  “ you ”  are not really 
in control; the program or protocol is, and it is merely asking a user to choose 
from among a set of preprogrammed paths.  33   In this line of thought, the idea 
of actual sovereignty — of a central decider, of borders and territory — all but 
disappears with the advent of borderless and decentralized computer net-
works that confound a sovereign ’ s ability to rule over subjects within his or 
her borders.  34   But the headlines about sovereign challenges to US jurisdic-
tion, the racial violence of  “ defending ”  the Internet from Nigerian spam-
mers, and the real assassinations resulting from NSA tracking, all add up to 
the cold fact that the metaphorical violence of new media may be actualized 
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as literal violence.  35   Sovereignty, in other words, may be much more than a 
mere fantasy or residue of a long-forgotten past; it may have found new life 
in the data bunker. 

 The field of new media studies has typically posited a broader shift away 
from sovereign power and toward newer forms of power. This theory, ini-
tially proposed by Foucault and reinterpreted by Deleuze (among many oth-
ers), claims that traditional institutions for exerting power — the executioner, 
the military bunker, the hospital ward, the school — have given way to more 
subtle forms of regulation or control. In Deleuze ’ s reading, sovereign power 
shifted in the Napoleonic era to disciplinary power, with prisoners encour-
aged to reform inside a prison, rather than merely being punished or exe-
cuted for their crimes. Finally, Deleuze contends, power shifted a second time 
toward a control society via the post – World War II financial system.  36   In this 
model, American counterterrorism operates less through brute force than 
through detecting and flagging financial transactions (abnormal dollar/
euro amounts wired through foreign banks, for example); should a criminal 
eventually be found, he is either made to pay a heavy fine, or fitted with an 
electronic device that allows him freedom of movement, at the price of being 
tracked. 

 There is abundant evidence that this shift away from cruder methods of 
exerting power has taken place; I myself presented evidence earlier that the 
attempt to manage time-shared users gradually moved from explicit modes 
of exercising power (terminating or disciplining wayward programmers) to 
implicit ones of management (economic incentives that manage and even 
produce user activity). And this shift is certainly not all-encompassing; 
prisons, of course, still exist, as do executioners. Yet in the rush to declare 
every new form of digital technology a means of controlling or optimizing 
life, scholars have all but ignored the question of sovereignty. Sovereignty, in 
short, feels antiquated; it seems to belong to the era of kings, and not digital 
protocols. Yet Foucault himself stated that  “ the problem of sovereignty [is] 
never more sharply posed than at th[e] moment ”  it becomes necessary to 
redefine its role within today ’ s regulatory structures.  37   

 Thus when discussions of sovereignty come up in new media studies, they 
inevitably turn away from actual bodily death and toward a metaphorical 
form of sovereignty-in-quotes. But the cultural fantasy of networks as sov-
ereign is precisely what gives rise to manifestoes — and actions — in the same 
genre as Bell ’ s  “ assassination politics. ”  Digital scholars risk committing an 
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error of omission if the conversation turns continuously to control or bio-
politics at the expense of the less mediated and less technological methods 
of exerting power. It bears repeating that power is always hybrid; the very 
infrastructures that enable the deterritorialized networks of the cloud also 
enable the sovereign violence within. 

 The data bunkers I have considered serve as gateways for this reanimation 
of actual violence. As Judith Butler writes in her study of sovereign power: 
 “  The historical time that we thought was past turns out to structure the contem-
porary field with a persistence that gives lie to history as chronology . ”   38   What is at 
stake in this study, then, is a different way of imagining not just the contem-
porary moment, but also how we approach history and futurity. The history 
that we might imagine as moving in one direction because of technological 
progress, shifting away from physical to electronic space, is filled with dislo-
cations and anachronisms, even reversals. These complex temporalities will 
occupy us for the remainder of this chapter. 

 Bunker Archaeology 

 In a modern-day update of what critic Susan Sontag termed the  “ imagina-
tion of disaster, ”  a data management company named Iron Mountain defines 
disaster recovery as a way of  “ counteract[ing] . ¬ . ¬ . the consequences of hard-
ware malfunctions, human errors, software corruption and man-made or 
natural disasters. ”   39   Iron Mountain has made its business out of securing bank 
deposit records, medical and legal records, and sensitive corporate informa-
tion inside its data centers. In this it extends its original mission: the com-
pany was originally named Iron Mountain Atomic Storage, Inc., and began by 
operating vaults embedded in a mineshaft deep inside a mountain in upstate 
New York — vaults designed to survive war or an atomic explosion.  40   

 The cloud may not prevent disaster, but it may help its users recover from 
it. If it is the threat of hackers or fire that convinces individual users to back up 
their files to the cloud, it is disaster recovery (DR) that sells cloud computing 
to corporate customers. DR can mirror or replicate a company ’ s entire com-
puting environment — often not just files, but also entire operating systems —
 to the cloud; when a disaster strikes, a virtual machine in the cloud simulates 
a failed computer ’ s setup. If the virtual machine does this fast enough, clients 
may not notice the failure at all; the server is said to  “ fail over to the cloud. ”  
Disaster recovery also works in a second way: so-called cold storage services 
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in the cloud, such as Amazon Glacier or Iron Mountain ’ s Virtual File Storage, 
allow users to back up and archive exabytes of infrequently used data, data 
that does not need to be  ‘ live, ’  or immediately accessible. In archives meant 
to freeze and preserve data for several decades or more, we see an echo of 
Iron Mountain Atomic Storage, Inc. ’ s original business case, which guaran-
teed that bank records would be available after a nuclear war ended. 

 Disaster recovery is twinned with the idea of Internet security: the former 
occurs after the disaster, and the latter attempts to preempt it. Both aspects 
of cloud computing motivate our participation within the cloud by contin-
ually prompting us to imagine a threat to our data. But, reciprocally, how 
we imagine a threat also shapes the cloud. The previous section described 
how the specter of a hidden, unfree enemy has prompted some companies 
to repurpose military bunkers as so-called data havens, a hint that the cloud 
is not just built to solve specific technological problems but is built around 
the shape of our imagined vulnerabilities. Because of this, what  “ the cloud ”  
refers to is as much a cultural fantasy as a technological specification: in 
some sense, the cloud  is  its fevers. 

 What are the affective and phenomenological ways in which the data bun-
ker works in the cloud of our imagination? The idea of a nebulous network 
that is always about to unravel because it contains a break somewhere within 
is, in its extreme form, a feverish condition that chapter 1 likened to para-
noia. While paranoia seeks to preempt the enemy, a second impulse seeks to 
survive it. This impulse is behind the desire to secrete and hoard exabytes of 
data inside a bunker for a disaster that is always about to come, and it mani-
fests itself in architectural forms that evoke fixity and endurance. Indeed, 
the brand name  “ Iron Mountain ”  suggests solidity over time by invoking the 
image of its namesake, and the limestone mines beneath. 

 This idea of survivability, as we will see, is at the heart of an affective, 
even libidinal, stance toward disaster that I describe as  “ bunker mentality. ”  
This phrase borrows from scholar David F. Bell ’ s description of a political cli-
mate obsessed with imagining disaster after 9/11.  41   The phrase — originally 
used by journalists in reference to George W. Bush ’ s presidency — refers, in 
Bell ’ s view, to the Bush administration ’ s growing obsession with secrecy and 
 “ shadow governance. ”   42   This regime both hides its actions from the public 
and hides, literally, underground. Think, for example, of the undisclosed 
locations where former vice president Dick Cheney waited out the tense days 
after 9/11, understood to be a combination of Cold War bunkers underneath 
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Raven Rock, Pennsylvania, and Mount Weather, Virginia, both locations hid-
den from the public.  43   

 As I incorporate it, the defensive response of  “ bunker mentality ”  may 
apply more generally to the realm of data. Consider the Mount Weather 
bunker, for example: it was originally used to allow electronic financial 
transactions to continue should the Federal Reserve banking system ever be 
attacked by a nuclear strike, and it is now not just a place for the govern-
ment to evacuate in case of a terrorist attack, but also the location of the 
National Audio-Visual Conservation Center, where the Library of Congress ’ s 
entire videotape and sound collection is currently being digitized. Because 
these digital data are themselves vulnerable to disaster, cloud technologies 
replicate the data to  “ a remote and secure disaster recovery facility ”  called 
the Legislative Branch Alternate Computing Facility, used in case Congress 
is attacked: a bunker behind a bunker.  44   Disaster reaches across many levels; 
national emergency is a short step from the mundane decay of videotape 
or floppy disks. The Library of Congress links its archival work to a bunker 
designed to withstand the government ’ s imagined destruction. 

 The establishment of one data bunker produces an imagination of disas-
ter that replicates, endlessly, as more data bunkers. This pattern of  “ bunker 
mentality ”  reduplicating itself is most visible in in the cloud, where disaster 
recovery is a palliative for technological failure in an age of networks. Iron 
Mountain ’ s disaster recovery mechanisms, we recall, offer protection against 
 “ hardware malfunctions . ¬ . ¬ . software corruption, ”  a reminder that cascading 
computer failures from a botched update or a rogue software program have 
become commonplace. Many of these contagions that haunt the cloud result 
from the overconnectivity of one network with others: one cloud server fails 
to sync with another, or one network ’ s router misfires, causing a chain of 
errors that ripple through all other interconnected networks. Thus disaster 
recovery in the cloud often protects us against the disaster of the cloud itself; 
it is as if the cloud were an autoimmune response that inadvertently pro-
duces the very systemic failures that it claims to defend us against. 

 However contemporary its technology, the cloud ’ s  “ bunker mentality ”  
actually describes a retreat from technological progress. This response can be 
traced back to the history of its namesake, the military bunker. As Bell shows, 
the bunker became obsolete during World War II, but it reemerged after 9/11 
as a shelter from an increasingly technologized form of war. In contrast to 
the  “ new type of warfare based on speed and on real-time surveillance, the 
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military bunker reappeared as a challenge, ”  Bell claims: the primitive hole 
cut into the earth allows its occupant to hide from US satellites sweeping the 
earth ’ s surface.  45   (Perhaps the contemporary bunker ’ s most visible user was 
Saddam Hussein, who managed to evade capture for several months after 
the fall of Baghdad.) If modern warfare is predicated on fiber optics, digital 
networks, and real-time surveillance, the bunker  “ calls into question that 
vision ” ; if the West ’ s military might is predicated on technology, the bunker 
makes its occupants invisible, and that power void.  46   

 In a brief but tantalizing aside, Bell likens the bunker ’ s tactics to those of 
a sleeper cell. The sleeper cell hides within a population, biding time until 
sleeper agents can emerge in the future, and causing the specter of race war, 
a society penetrated by foreign powers, to resurface. Like the sleeper agent, 
the bunker ’ s temporality is also predicated not just on hiding but also on 
waiting: waiting out the conflict until foreign powers withdraw, for instance. 
If the bunker plays obsolescent counterpoint to modern warfare ’ s technol-
ogy, it also inverts modern war ’ s real-time qualities. The opposite of quick-
ness and virtuality, the bunker posits endurance, the  longue dur é e  of the wait. 
The bunker waits, as if asleep, for an attack or a disaster that may never come. 

 It is this temporal aspect that I wish to dwell on. The bunker ’ s reemer-
gence in the cloud has made disaster recovery readily available, in part by 
making disaster constantly imaginable. By guaranteeing that a corporation ’ s 
servers will, virtually instantaneously, fail over to servers in the cloud, the 
cloud pairs two very different speeds: disaster recovery mechanisms mea-
sured in milliseconds with the almost indefinite period of time within which 
the disaster will arrive, during which time files are kept in deep storage.  47   
While the usual symbol of the cloud is the fiber-optic cable, which transmits 
data at the speed of light, the bunker complicates this by introducing a sec-
ond element: wait time. The cloud takes on the temporal attributes of both 
real-time networks and sleeper-like bunkers that await the system ’ s inevi-
table failure. 

 Counterintuitively, the faster the technologically mediated disaster 
arrives, the more central these slow places for the storage and protection 
of data become. As data storage becomes virtualized, the data bunkers 
increasingly resemble monuments — not just in size, but also in terms of 
the promise they represent for long-term survivability. Indeed, by squir-
reling data inside data bunkers for the indefinite future, the cloud is even 
being used as a supercharged version of an analog archive. Iron Mountain ’ s 
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limestone caves for cold storage, for instance, hold the original negatives 
and glass plates comprising the Bettman Archive — over eleven million pho-
tographs from the nineteenth and twentieth centuries — as well as the equip-
ment for digitizing these images. This equipment may seem to presage the 
Bettman Archive ’ s inevitable conversion from analog to digital, but in fact 
scientists believe the analog negatives may survive for thousands of years. 
We can extrapolate from this example a larger principle: just as it represents 
a digital architecture that mediates between the real physical environment 
and the virtual cloud, a data bunker also operates at the interface between 
the analog and digital media stored within. Neither analog nor digital format 
is necessarily  “ better ” ; rather, they both share an imagination of future loss. 

 To understand the temporal and phenomenological aspects of  “ bunker 
mentality, ”  I turn back forty years, as Bell does, to a moment when bunkers 
themselves became obsolete. My source is architectural theorist Paul Vir-
ilio ’ s seminal text  Bunker Archaeology . Originally written by Virilio to accom-
pany a 1975 exhibition of his photographs at the Mus é e des Arts d é coratifs, 
 Bunker Archaeology  contains a series of essays and photographs that reflect on 
his decades-long encounter with abandoned bunkers on the Atlantic coast 
of France that were part of the Atlantic Wall; built by Germany during World 
War II, this network of bunkers consisted of fifteen thousand shoreline for-
tifications stretching from Norway to the Spanish border. In the book, Vir-
ilio laces his analysis of war with lyrical moments spent clambering inside 
bunkers after they have begun to fall apart, walking past a landscape dotted 
with bunkers, even remembering the sight of the ocean nearby. He uses these 
vignettes to offer a speculative history of these bunkers, which were militar-
ily outdated as soon as they were built because of the arrival of aerial-based 
warfare. Yet as I read Virilio, the bunker ’ s military obsolescence is largely 
irrelevant, for in waiting for the threat to pass, the bunker makes outdated-
ness a virtue; it helps its occupants survive one moment in history by envi-
sioning a different historical moment. Thus, if a data bunker represents the 
simultaneous cohabitation of real time and wait time, this is perhaps a fea-
ture of bunkers in general: as Virilio suggests, they are not just buildings, but 
also a type of temporal architecture. 

 Introducing his subject, Virilio observes that the Atlantic Wall is located 
at the extreme limit of the shore — at the end of land, looking over an ocean 
where a theoretical attack might arrive. But the wall also occupies another 
kind of liminal space: the wall, Virilio writes, had been built  “ at the precise 
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moment of the sky ’ s arrival in war, ”  where the plane becomes the ultimate 
weapon for raining down bombs, discharging poisonous clouds from chemi-
cal weapons, or even delivering the mushroom clouds of nuclear attacks.  48   
These attacks transform the whole earth for a potential theater of annihi-
lation; if all of space was now a potential zone for death, it metaphorically 
prefigured the planet ’ s  “ return to a gaseous state. ”   49   In the face of this trans-
formation, the Atlantic Wall is, of course, useless; the architecture of a threat 
tied to the land ’ s two-dimensional surface — namely, armies dug into their 
trenches — it can do little in the face of three-dimensional warfare. 

 Retreating deeper into the earth, the bunkers are the visible scars of a 
forcible transition between two modes of warfare. The bunkers, for Virilio, 
thus become a metonym for media change: in the book ’ s afterword, penned 
in 1991, he uses them to discuss a larger shift in power from real space to 
 “ data in real time ”  — and, in turn, wars that rely on ever more instantaneous 
data transmission and the twenty-four-hour news cycle of information.  50   
Of course, history may not flow in a single direction, as Virilio implies; Bell 
demonstrates that the underground bunker has increasingly  reappeared  as 
an effective, if low-fidelity, response to aerial and satellite-based war.  Bunker 
Archeology  is therefore most useful as an account of how these larger trans-
formations in media affect us. The work stages a subject caught between two 
ways of seeing — the land-based, territorial vision of a defensive bunker and 
the atmospheric vision of aerial warfare — embedding what Virilio will later 
call the  “ logistics of perception ”  inside daily life. 

 By exploring the act of looking at and through the bunkers ’  forms, Vir-
ilio examines the bunker as a media object in its own right. In a richly phe-
nomenological account of the beach at Saint-Gu é nol é  where he spent his 
childhood, Virilio begins by guiding his reader frame by frame through his 
memory. As his eyes pan across the water ’ s expanse, he suddenly discovers 
the presence of his own body, the sensation of warmth transmitted by the 
bunker ’ s concrete shell. He is immediately struck by the contrast between 
the qualities of light inside and outside the bunker, the open field of light 
over the sea juxtaposed with the darkness of the bunker ’ s closed environ-
ment.  “ So I turned around for an instant to look at what my field of vision 
onto the sea had not offered up . ¬ . ¬ . between the protective screen, looking out 
onto the Breton port, aiming today at inoffensive bathers, its rear defense: 
with a staggered entrance and its dark interior in the blinding light of the 
guns ’  opening towards the sea. ”   51   
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 This key moment sees Virilio recognizing the bunker as a technology of 
vision, much like a periscope or cinema. By referring to the bunker ’ s  “ pro-
tective screen, ”  he means the literal embrasure, the sheet of concrete meant 
to protect the person peering out of the bunker, but he also means that a 
bunker is a machine for viewing images, as is the screen of a movie theater. 
The vision through the bunker ’ s narrow gun port is locked to a specific tar-
get: one can see only the port, or, now, the bathers on the beach. In contrast, 
Virilio describes the way he looks at the ocean as  “ scanning ”  the space of 
the horizon  “ with nothing interrupting my gaze. ”   52   Scanning is the opposite 
of fixing one ’ s gaze at a specific target, and so Virilio ’ s experience at Saint-
Gu é nol é  offers a sort of parable for aesthetics: the eye may be structured 
by the militarization of our perceptual apparatus, but it can look in two dif-
ferent ways. The surveillant eye of an airplane searches for the anomaly in 
an open environment, categorizing potential threats as hostile or foreign. In 
contrast, the protective screen of the bunker both enables and closes off the 
field of vision; it frames the outside, making the infinite expanse viewable as 
a landscape. 

 To expand on Virilio ’ s thinking, each type of view is a response to threat. 
From above, the vision of infinite space subordinates the human body to 
the scale of the sky: the optics of a plane ’ s gunner or a missile ’ s camera. 
Virilio links this vantage point to the incessant increase in war ’ s tempo in 
the quest for a never-ending  “ reduction in the  ‘ time of war. ’  ”   53   Looking out-
ward from the bunker, however, is an almost infinitely slow process. The bun-
ker waits for its target to come into view; it is less a process of active seeking 
than a process of waiting. The verb  “ to wait ”  is derived from the Old French 
 waiter , meaning to watch with hostile intent, to guard. And to watch in this 
way, Virilio implies, is to place oneself in a suspended time that exists out-
side the time of everyday life.  “ Why this analogy between the funeral arche-
type and military architecture? Why this insane situation looking out over 
the ocean? This waiting before the infinite oceanic expanse? ”   54   This tercet 
of questions, in a sense, answers its last question with its first. Waiting is a 
funereal process, a form of death; the bunker is not just a watchtower, but 
also a coffin. 

 The monumental shape of the bunker reminds Virilio of a monument ’ s 
original typology: the sepulchre. Its form evokes the same funereal dread of 
 “ the Egyptian mastabas, the Etruscan tombs, the Aztec structures . ¬ . ¬ . [forms 
that] shed new light on what  ‘ contemporary ’  has come to mean. ”   55   These 
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tombs are not just markers of the past; as religious monuments, they persist 
past the builder ’ s death and even keep alive the fantasy of their dwellers ’  
return. This is what leads Virilio to conclude that the bunker is  “ a place where 
he buries himself to subsist . ¬ . ¬ . the crypt that prefigures the resurrection. ”   56    

 Waiting for life to resume, the bunkers transport Virilio into a temporal 
limbo; they conjure a  “ different historical time than the moment of my trip, ”  
and hold the rules of chronology in suspension.  57   The result is a curious tem-
porality rooted in the death of the present. Activated by the imagination of 
disaster or war, Virilio ’ s bunker sits,  “ anachronistic during normal periods, in 
peacetime. ”   58   Even the bunker ’ s passing resemblance to a spacecraft strikes 
him as belonging to an anachronistic vision of a future from a past era. Like 
cryopreservation, the bunker is fundamentally a  temporal  architecture; the 
spectral image of the Other that is excluded and reanimated by the bunker is 
now the  “ other in time. ”  The bunker ’ s heterochronic architecture produces 
the imagination of a future looking backward on the current moment and, as 
such, incorporates a phantasmatic time outside the boundaries of lived time. 
It inhabits, one might say, the tense of the future perfect:  “ Despite my cur-
rent death, my voice will have been heard. ”  

 And this lesson is well suited to other types of bunkers, even digital ones. 
Though the sentries that defend and guard us against threat are no longer 
soldiers manning bunkers, but rather computer programs that go by names 
such as Microsoft Defender, it is clear that the cloud constantly exhorts us 
to be watchful and vigilant. This  “ bunker mentality ”  causes us to watch our 
data even when there is no actual enemy out there, when the disaster is not 
so much unnameable as nameless. But because such programs do this work 
behind the scenes, ours is a passive watchfulness that reacts to threats that 
come into view and imagines how we might recover from disaster. As Virilio 
describes, this atmosphere of perpetual watchfulness comes with the sense 
of endless waiting. Indeed, digital culture seems to have evolved hundreds 
of words to describe waiting, many of them drawn from communications 
theory: lag, latency, slowdown, buffer, throttle, hold, downtime, interrup-
tion, freeze, congestion, chop, blockage, traffic, delay. Yet the overwhelm-
ing emphasis on  “ real time, ”  namely, what is (just) about to come — the next 
refresh of a web page or the next phone notification — subordinates and even 
voids the phenomenological  now  in favor of the future perfect. We look ret-
roactively from the perspective of a future that always seems to be only a 
fraction of a second away.  59   
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 But Virilio ’ s subtler conclusion has to do with the data bunker ’ s connec-
tion with death.  “ Death, ”  too, pervades our language for the digital: there is 
the  “ dead link, ”   “ dead hard drive, ”   “ killing the program ” ; the  “ time to live ”  
counter stamped onto all data packets sent across the Internet to mark their 
inevitable expiry, lest they multiply like cancerous cells. And while these 
banal, everyday deaths shift our attention away from the larger deaths of, 
say, terrorism or war, this sort of death is nevertheless latent inside the struc-
ture of disaster that the cloud is designed to mitigate. The cloud encourages 
us to wait in fear of things going terribly wrong. Designed around this fear, 
the cloud allows us to lock files in the seemingly limitless storage of a data 
bunker for safekeeping, a keep in which to keep files for perpetuity. As our 
very own  “ survival machine, ”  it ostensibly allows us to manage the disas-
ter. Yet the survival machine is often a sepulchre that contains an almost 
unbearable psychic burden or weight. Gripped with the beckoning maw of 
the bunker ’ s entrance at Saint-Gu é nol é , Virilio eventually clambers inside: 
 “ the visitor . ¬ . ¬ . is beset with a singular heaviness; in fact he is already in the 
grips of that cadaveric rigidity from which the shelter was designed to pro-
tect him. ”   60   

 This idea of shelter is what leads Virilio to explore the wider consequences 
of security and territory in his later work. On his way, he will pen an essay 
that the 1965 issue of  Architecture Principe  published immediately adjacent to 
his bunker photographs. This essay is titled  “ Architecture Cryptique, ”  cryp-
tic architecture; it is a later iteration of his thoughts on bunkers. A difficult 
essay, it imagines cryptic energy,  “ the energy of everything that hides itself, ”  
not just as a single line of bunkers, but as a network of survival networks.  61   
Infrastructure designed as a survival machine, as a crypt. Virilio may have 
been thinking of physical structures, but his words also speak to the digital 
infrastructures that increasingly lock our data away. 

 So let us climb inside a few of these digital crypts; seen correctly, these 
structures are less technologies from the future than ruins in disguise. 

 The Melancholy of New Media 

 In May 2010, a consortium of European libraries and research institutions 
entombed a metal box containing our collective  “ digital genome ”  in a for-
mer Swiss Air Force bunker beneath the Alps, taking inspiration from seed 
banks and animal genome projects (  figure 3.2 ). Though the act was in part 
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a publicity stunt, the box also bore deadly serious news: digital media, 
the supposedly immortal replacement for analog media, is itself subject 
to decay, even death. Rather than a perfect replacement for the organic 
(and thus impermanent) mediums of paper or microfilm, they explain, 
digital media is in fact  “ brittle and short-lived. ”   62   Part of this reflects the 
physical substrate on which digital media is kept: a recordable DVD lasts 
perhaps fifteen years before the dye fades, with some brands showing 

 Figure 3.2 
 At the Swiss Fort Knox in Saanen, Switzerland. Photograph: Information  &  Software 
Engineering Group, Technische Universit ä t Wien. Courtesy of Andreas Rauber. 
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ill effects in as soon as 1.9 years;  63   magnetic hard drives fare worse. A 
bigger problem is the rapidly changing nature of file formats and decoding 
systems, which produce a condition in which a user can rarely open a file 
created a decade ago without significant difficulty. In one famous example, 
the BBC ’ s 1986  “ Domesday Project ”  was conceived nine hundred years after 
the original Domesday Book and intended to be read nine hundred years 
into the future. But programmed in the obsolete BCPL language, stored on 
an equally obsolete laser disc, and requiring a modified Acorn BBC Master 
computer to view, it was essentially unusable a mere sixteen years later.  64   
There is, as the consortium ’ s project dramatized, no such thing as pure infor-
mation; digital media is always tied to the systems of encoding that make it 
understandable.    

 Addressed to the data archeologist of the future who might decipher its 
contents, the  “ digital genome ”  box included five digital files — a sample JPEG 
image, an HTML webpage, a QuickTime movie, a PDF document, and a Java 
program — along with the 6,085 associated other files required to decode, 
convert, or view those file formats, stored on mediums from punch cards 
to DVDs. But the box is not accessible to any user in the current moment; 
instead, the box is a time capsule to dramatize the problem of digital preser-
vation. The primary purpose of sealing the box inside a data bunker named 
 “ Swiss Fort Knox ”  — located somewhere near Saanen, Switzerland, though 
the exact location is a closely guarded secret — ensures that the box is hidden 
from view. Sent into a quiet and undisturbed limbo, it now waits for a future 
moment when these  “ digital genomes ”  may be reanimated and resurrected, 
like new plants grown from the seeds of extinct plants. 

 The consortium ’ s project, named Planets, presents a common narrative 
from the field of digital preservation. The consortium ’ s brochure opens with 
an illustration graphing the declining lifespan of each successive media: clay 
tablet, papyrus, vellum, and so forth, finishing with magnetic tape, disk, 
and optical media.  65   And the burial project itself states the case for a digi-
tal genome by describing the inevitable changeover from analog to digital: 
 “ We do not write documents, we word-process. We do not have cameras 
and photo albums, we have digital cameras and Photoshop. We do not lis-
ten to radios and cassette. ”   66   The implication, the consortium makes clear, 
is that each medium has a certain lifespan, after which it becomes replaced 
by the next one. Yet what is most interesting about this narrative is how it 
frames media as either living or dead by contrasting the  “ live ”  updates of an 
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Internet-connected database with a  “ dead ”  one:  “ The term  database  suggests 
a living entity; is a dead or decommissioned database still a database? ”   67   

 By doing so, the Planets project picks up on a widespread rhetoric of media 
as dying or dead, with each  “ death ”  and  “ birth ”  of a medium said to signify 
a historical rupture or break. In a historiographic model Paul Duguid termed 
 “ supersession, ”  each successive medium is said to kill off the previous one. 
Duguid illustrates supersession by quoting Victor Hugo ’ s archdeacon:  “ This 
will kill that. The book will kill the building . ¬ . ¬ . The press will kill the church 
. ¬ . ¬ . printing will kill architecture. ”   68   At roughly the same time as the publica-
tion of Duguid ’ s historiography, Bruce Sterling put the phrase  “ dead media ”  
into circulation with his 1995  “ Dead Media Manifesto, ”  which called for a 
community of  “ communications paleontologists ”  to track down obsolete 
and completely forgotten medias — everything from Incan quipus, a counting 
system using knots on string, to Victorian phenakistoscopes, a pre-cinematic 
moving image technology.  69   More recently, a number of media scholars have 
expanded the field of media archeology to include objects that are marginal 
or obsolete, but not entirely gone, such as vinyl records, Polaroids, and type-
writers: these are termed media that are  “ living dead ”  or, alternately,  “ zom-
bie media. ”   70   While this list of dead or about-to-die media focuses largely 
on analog or physical medias, the consortium ’ s project suggests that even 
today ’ s newest  digital  media are types of  “ living dead, ”  in mortal danger of 
perishing.  71   A PDF file, for example, is already on its deathbed because it is 
in a proprietary format, while many contemporary messages are encrypted, 
making a single-sentence e-mail message unreadable in the future without a 
massive pool of supercomputing power. 

 I do not write to challenge this narrative of dying and resurrection; 
instead, I argue that this fantasy allows us to understand a hitherto invisible 
aspect of the relationship between old and new media. For there is some-
thing excessive, even extravagant, at the heart of these fantasies. Though the 
digital genome project was assembled by a sober-minded consortium keenly 
concerned about the future of preservation — including the British, Austrian, 
Dutch, and Danish national library systems, the state archives of Switzerland, 
and a number of European universities — they chose to bury their box inside 
a former Swiss Air Force data bunker guarded by bulletproof checkpoints 
and twenty-four-hour surveillance systems, electromagnetic pulse protec-
tion, negative pressure systems to flush out chemical weapon attacks, and 
 “ hermetically sealed ”  air gaps. But as data security scholar Steven Murdoch 
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comments on the Swiss bunker project,  “ The threat of a rogue system admin-
istrator deleting all the data because they know they are about to be fired 
is orders of magnitude more likely than an EMP [electromagnetic pulse] or 
invasion. The fact that the hosting centre is under a mountain doesn ’ t stop 
the system administrator corrupting the backup files stored there. ”   72   

 Why a physical bunker, then, which always seems to exceed the techni-
cal requirements for storing data in the long term? This excess provides us 
with a clue. The consortium and similar digital preservation projects talk 
about media in terms of their death, then respond to this  “ living death ”  by 
sealing the media inside a crypt for an indefinite period of time. They hope 
to one day recover these memories by decrypting the data or words hidden 
inside of them. But there is a better term to describe this phenomenon:  mel-
ancholia.  As psychoanalysis tells us, melancholy is a result of a loss, whether 
the actual death of a loved one, or a more metaphorical loss, such as the loss 
of an ideal.  73   Though related to mourning, melancholy is unlike it on one 
crucial point: the loss is so painful that the melancholic disavows that loss, 
internalizing and burying an identification with the lost object within him- 
or herself. While a rejected lover may mourn the person who has spurned 
him or her and then move on, an individual who is gripped by melancholy 
is unaware of the full extent of this loss. Yet inside his or her psyche, ana-
lysts Nicolas Abraham and Maria Torok explain, that phantom-like  “ shadow 
of the [lost] object ”  endures indefinitely, secretly hoping for its resurrection 
or reincarnation.  74   

 Melancholy, in short, is something of a preservative. A crypt is created 
within the psyche that conceals a trace of the lost object, a libidinal space 
that simultaneously sets the object apart — marks it as belonging to the realm 
of the dead or gone — but also keeps a version of it alive. Lodged like a parasite 
inside the subject, the phantom remains inaccessible and encoded as it waits 
for its eventual reincarnation (or, at least, its decryption). The melancholic ’ s 
response thus fits the fantasy produced by a bunker: as Virilio writes, the 
bunker is another name for  “ the crypt that prefigures the resurrection. ”   75   

 Melancholy describes an increasingly important aspect of our relation-
ship with the cloud. In chapter 1, I argued that the vision of a cloud as a 
network connecting everything is a feverish vision, one that, in the extreme, 
manifests itself as paranoia. Analogously, the fever around data bunkers, 
manifested in the desire to secure or defend data, is in fact a melancholic 
attachment to the data. Just as the melancholic creates a psychic architecture 
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to hold and preserve its lost object, the data bunker closes off the  “ outside ”  in 
order to secure data from external threats. Because a data bunker is in effect 
a crypt for our data, the data bunker is not just a symptom of a melancholic ’ s 
desire, but the very architecture of that melancholy. 

 Data bunkers allow the death inherent in disaster to be contained by 
transmuting it into something like limbo: waiting, suspension, a  “ liv-
ing dead. ”  In Derrida ’ s explanation of melancholy, the melancholic ’ s crypt 
always contains  “ a living dead, a dead entity we are perfectly willing to 
keep alive, but as dead. ”   76   In the name of preserving its contents, a data 
bunker is a phantasmatic structure that excludes media that are  “ dying ”  
from the time of everyday life, and excludes  “ dead ”  media from living media. 
Data inside the cloud — namely, digital data — are marked off from outside 
data — namely, analog data. The result is an agonistic dynamic which portrays 
older media as dying or dead. The bunker user sees the digital in opposition 
to analog, or new media in opposition to old media (as with the time cap-
sule project). In certain cases, analog data may be converted, transferred, 
and thus admitted into the cloud, but in the process, these data are marked 
as somehow different, as not  “ natively ”  digital. (The digitized book is never 
the book; it is the formerly analog book, the book that is viewed as a foreign 
object.  77  ) 

 To bring this discussion to a head, the idea of loss may seem like a purely 
theoretical or technical concern that belongs to the realm of data preserva-
tion. And yet, as I have tried to show, it is activated by a larger imagination of 
disaster produced by the cloud, one that can easily slide between mundane 
concerns about formatting errors and concerns about national security. This 
imagination produces two impulses, which coalesce in the data bunker: first, 
a paranoid desire to preempt the enemy by maintaining vigilance in the face 
of constant threat, and second, a melancholic fantasy of surviving the even-
tual disaster by entombing data inside highly secured data vaults. Comments 
one electronic records archivist on the Swiss Fort Knox project,  “ We need 
more projects of this nature: time capsules containing other types of digital 
objects, storage media, software, hardware, and documentation should be 
placed in Iron Mountain and other undeground storage facilities . ¬ . ¬ . statisti-
cally speaking, we are really overdue for a deadly pandemic, and the next 
global war will likely have a nuclear component. ”   78   The archivist ’ s melan-
cholic reflection on the loss of digital media redoubles back onto a paranoid 
imagination of a nuclear war that is to come. One bunker does not assuage 
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the problem, but only multiplies the crypt-like structures deemed necessary 
to house our data. 

 In  Bunker Archaeology , Virilio laid out this paradox: even as possibilities of 
an imagined time  “ after the resurrection ”  fill the melancholic with a sense 
of expansiveness, the immobility and weight of the bunker itself transfers 
onto his or her body. In a sense, the thingness of the defensive structure built 
around a melancholic ’ s data has come to possess its owner. As Virilio describes, 
a visitor to a bunker is  “ beset with a singular heaviness; in fact he is already 
in the grips of that cadaveric rigidity from which the shelter was designed to 
protect him. ”   79   That shelter weighs on the visitor,  “ grips ”  the visitor, to the 
point where he even empathizes with and internalizes its objecthood. It is 
perhaps for this reason that we seem to take comfort in the militarized pres-
ence of the bunker ’ s building itself — the blastproof walls, the armed secu-
rity guards — as a defense from these imagined threats, whether the threats 
are cyberwarfare brigades, hackers, or even the gentler  “ death ”  of digital 
media itself. 

 We have so far considered the idea of threat primarily as a metaphor, 
whether the kind of theoretical killing that comes from a cypherpunk ’ s 
 “ assassination politics, ”  or from one media killing off another. Yet the milita-
rized architectures within the cloud are, I argue, physical manifestations of 
a resurgence of sovereign power within the realm of data. The next chapter 
returns to the actual violence produced by this structure of power. 
 
 



 4 

 War as Big Data 

 What does it mean to see and be seen within a cloud of data? With the mean 
North American user consuming over 45 GB of Internet data each month,  1   
the marvel of the cloud may be less its vastness than the software tools that 
manage, simplify, and make it intelligible: the indexers, the recommendation 
and visualization algorithms that offer users a sense of control over these 
data. Yet the same algorithms that make the cloud usable are the ones that 
define a  “ user ”  as that ever-growing stream of data to be analyzed and tar-
geted. To use the cloud is to willingly put on an electronic collar; it is to fuse 
our hunt for data with our identities as marketing prospects. In short, in an 
environment where all data are needles in petabyte-sized haystacks, we are 
both the targets of others and targeters ourselves. 

 By examining the target/targeter dynamic, this chapter moves from the 
cloud itself (networks, virtualization, data centers) to the ways that the idea 
of the cloud disperses itself in contemporary life. Targeting can take many 
forms, and while it typically manifests itself in the cloud as a marketing 
campaign, Caren Kaplan has argued that  “ the  ‘ targets ’  of two seemingly dis-
tinct contexts and practices — the target of a weapon and the target of a mar-
keting campaign ”  — are anything but distinct.  2   Though we tend to think of 
security and marketing as separate ideas, government agencies openly pur-
chase information from private-sector marketing databases, such as flight 
records and credit data, in order to track dissidents, criminals, and provo-
cateurs online and then arrest, deport, or torture them. Indeed, as Kaplan 
demonstrates, targeted marketing came out of the Eisenhower-era science of 
geodemography, the practice of integrating demographic information into 
geographic locations, such as a zip-coded neighborhood, and GIS (geographic 
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information systems) databases jointly developed by scientists and military 
researchers to acquire precision targets during the Cold War.  3   These technol-
ogies did more than just map populations onto specific geographic locations: 
they quickly became mechanisms for sorting, monitoring, filtering, and ulti-
mately producing consumer identities. 

 From the beginning, GIS marketing was a by-product of a military ’ s need 
to convert populations into targetable spaces, and there continues to be con-
siderable crossover between military practices and marketing practices to 
this day. While scholars such as Greg Elmer, Joseph Turrow, and John Cheney-
Lippold have studied the ways that online search and advertising algorithms 
shape and define users ’  imputed race, gender, and marketability online,  4   a 
fuller picture of digital culture would also investigate the ways that market-
ing crosses over into the realm of security. These various targeting strategies 
hint at a deeper structure of power that produces them, and this chapter 
is intended to complement existing research by describing the violence 
latent in an otherwise bloodless idea of targeting data. To do so, I start with 
an insight of Foucault, which holds that power does not necessarily come 
from a single source or event ( “ the US government ” ) but rather exists con-
tinuously through everyday interactions with institutions, knowledge struc-
tures, pleasures, and even patterns of culture. In turn, these discourses 
produce subject positions that may appear natural but are in fact an effect of 
power. As previous chapters have shown, the cloud uses economic and affec-
tive incentives — fulfillment, safety, or even intimacy — to produce the subject 
position of the  “ user. ”  Users work hand in hand with digital algorithms, serv-
ing as active partners in the cloud ’ s mechanism of control. 

 Military targeting may seem to produce a different subject position than 
marketing campaigns. In his 1984 study  War and Cinema , Virilio understands 
this subject in terms of spectatorship by quoting former US Secretary of 
Defense William Perry:  “ Once you see a target, you can expect to destroy 
it. ”   5   For Perry, optical technologies such as surveillance cameras, aerial pho-
tography, and satellites turn the things and bodies that they gaze at into 
potential targets. Calling the 1990 – 1991 Gulf War a  “ television war ”  suggests 
that remotely  “ seeing ”  a target is a way of exercising power at a  distance : 
looking, then projecting the power to kill back into the world through cruise 
missiles, snipers, and aerial bombardments. Images of missile-mounted cam-
eras routinely appeared on national TV in the 1990s, while the US military ’ s 
National Training Center in Mojave, California, which contains a simulated 
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Middle Eastern village named Medina Wasl, hired a full-time film crew and a 
cast of Arabic-speaking actors trained to portray civilians. Even videogames 
of the time, which offered consumers the ability to  “ play ”  war, by and large 
framed war as a set of images and representations for visual consumption — in 
other words, generally as a simulated, remote, or fictional event.  6   Together, 
these visual technologies form what James Der Derian called the  “ military-
industrial-media-entertainment complex. ”   7   

 After September 11, 2001, the US government moved away from the epi-
sodic production of televised spectacles and toward the incorporation of 
security into everyday life. This marked a historical return of sorts to the 
Cold War, when Congress, suspicious of deviant networks within the state, 
drafted a national security law based on a paranoid, cloudlike imagination 
of the telecommunications system as a potential source of conspiracy. In 
a parallel response to the current threat, the Bush and Obama administra-
tions have deployed a literal cloud of security by bringing together security 
networks previously isolated across different branches of government. After 
2001, agencies traditionally devoted to prosecuting foreign wars (e.g., the 
CIA) or terror (e.g., the Department of Homeland Security) began to connect 
their networks to those agencies working on domestic crime (e.g., the FBI).  8   
This has led to a number of legal controversies, such as the NSA ’ s use of phone 
metadata, but also vaunted successes, such as the capture of several al-Qaeda 
operatives. Indeed, sociologist David Knoke argues that network analysis was 
directly responsible for the raid on Osama bin Laden ’ s compound in Abbo-
tabad, Pakistan, by unmasking the identity of bin Laden ’ s courier Abu Ahmed 
al-Kuwaiti.  9   The overall effect of this shift is to turn remote seeing into cloud 
seeing, and to turn  “ war at a distance ”  into something that might be better 
described as  “ war as big data. ”  

 The visual culture of  “ war as big data ”  is less cinema or television than the 
computer interfaces that help identify and locate data patterns: visualiza-
tion tools that identify abnormal behaviors or organizational structures; the 
link-and-node charts that locate a suspect ’ s associates (figure 2.4); automatic 
facial recognition software that runs on public images or videos; filters for 
aggregated information; and so forth. Further, if  “ war at a distance ”  produced 
a subject position of a viewer,  “ war as big data ”  produces the subject position 
of a user, that is, a subject that actively participates in securing the system as 
a whole.  10   A cloud user is constantly enjoined to perform digital  “ hygiene ” ; in 
other words, to keep their private data private. Likewise, the cloud ’ s disaster 
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recovery functions make disasters and security threats continuously imagin-
able. When users are responsible for selecting privacy settings, making disas-
ter recovery backups, and even flagging suspicious behavior online, security 
becomes an everyday responsibility. 

 One of the most unique aspects of digital culture is therefore a user ’ s abil-
ity not just to become a target, but also to defend him- or herself,  “ target 
back, ”  and participate in a shared project of security with the state (even, as 
we shall soon see, in war itself). Software tools for launching denial-of-ser-
vice attacks, for sending anonymous payments, and for targeting other users 
through social network analysis are all readily available to the general pub-
lic;  11   even many sensitive location databases, such as the Space Track data-
base for satellites and FAA flight record data for airplanes, are accessible to 
interested users online. As Kaplan suggests, we should consider an expanded 
sense of militarization that  “ move[s] beyond the model of consumers as fem-
inized, passive targets of unscrupulous advertisers in order to see the ways in 
which people participate in their construction by  ‘ volunteering, ’  if you will, 
to engage in the products generated by technoscience . ¬  . ¬  . Residents of the 
United States are mobilized into militarized ways of being. ”   12   

 To explore this expanded sense of militarization, the first two sections 
of this chapter take up two case studies. First, I consider Dutch radio fre-
quency hackers in the 2011 NATO bombing campaign in Libya, and the ways 
they blur the lines between observers and actors within the theater of war; 
second, I turn to artist Trevor Paglen ’ s data-gathering methods for docu-
menting the CIA ’ s  “ shadow state ”  of surveillance. Both Paglen and the RF 
hackers use sophisticated technological tools to look back at the presumptive 
cases of control, seemingly to expose or even undermine a regime in which 
surveillance and dataveillance have become routine practices. Despite their 
technological savvy, both parties invite the audience to adopt their tools and 
methods, in effect asking viewers to become active participants. 

 Though these practitioners of countersurveillance (or  “ sousveillance ” ) 
may appear to disrupt these regimes of surveillance, the actual story is more 
complex. Sousveillers typically assume that data can reveal a hidden truth 
normally covered up by mass media. But a paranoid approach to knowledge, 
Eve Kosofsky Sedgwick has argued, typically duplicates and reproduces the 
methods of a paranoid subject ’ s nominal enemy.  13   For this reason, the sous-
veillers and the regime they seem to oppose share a set of tactics as well as 
a common belief: namely, that in order to effect change one must actively 
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engage as a user. Using the example of the RF hackers, I show that the dis-
course of a  “ user ”  as an active participant or freelancer comes out of a 
neoliberal ideology of economic efficiency. Hence, even attempts at counter-
surveillance reinforce this subject position. Despite their oppositional goals, 
the practices of sousveillers may ultimately serve to invite others inside the 
state ’ s apparatus of security. By extending Paglen ’ s work, I argue that the 
element of desire that connects surveiller and sousveiller can help us move 
away from this counterproductive binary. 

 In the chapter ’ s conclusion, I contend that user engagement with security 
has disturbing consequences: when users are invited to perform or play at 
the sovereign ’ s role as a  “ decider ”  (and, ultimately, the sovereign ’ s right to 
kill), security and participation fuse into what I term the  sovereignty of data . In 
the regime of  “ war at a distance, ”  Virilio showed that war and cinema share 
a common apparatus of image production, representation, and circulation 
that makes war as much an exercise in visibility as a cinema set. Similarly, the 
structure of militarization within the  “ war as big data ”  means that the cloud 
places users uncomfortably close to the mechanism of state violence. The 
sovereignty of data may manifest itself primarily through targeted adver-
tisements, and through the bloodless forms of control and governmentality 
typically described by new media scholars, but occasionally appears as a tar-
geted killing.  14   Rather than imagining ourselves as victims of a surveillance 
state, we are in fact partially complicit with a violence that fails to respect 
the boundaries between real and virtual space. To effectively challenge this 
system of power, we cannot merely consider one form of targeting in isola-
tion from the other; conjoined in the sovereignty of data, they call on us to 
understand power in the age of the cloud differently. 
  
 In the run-up to NATO ’ s 2011 intervention in Libya, a Dutch radio hacker 
named Huub (@fmcnl) tweeted to the US military that one of their F-16 
fighter jets was mistakenly broadcasting its identity in the clear due to a mis-
configured Mode S transponder. When a second fighter plane made the same 
mistake later that day, Huub joked that Muammar Gaddafi ’ s radar installa-
tions must be down for the US Air Force to be so cavalier with its security 
protocols:  “ Hmmm, second fighter showing his ID, a USAF F-15E from 494FS 
Lakenheath UK, I presume Gadhafis radar equipment has destroyed :o). ”  
Huub was not working alone; he was part of a network of amateurs who were 
tracking and narrating the chess match in which NATO planes and Libyan 
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units jockeyed for position before the commencement of hostilities. The pre-
vious day, Huub had released audio of a US EC-130J psychological warfare 
plane broadcasting a warning to the Libyan navy ( “ If you attempt to leave 
port, you will be attacked and destroyed immediately. ” ) Other volunteers 
used off-the-shelf websites, such as flightradar24.com and commercial satel-
lite images tagged on Google Earth, to track the movements of military jets, 
ships, and other potential targets for bombing. 

 In contrast to the 1990 – 1991 Gulf War, seemingly a spectacle that the pub-
lic assimilated passively, the 2011 Libyan war offered a massive dataset for the 
public to actively sift through on the Internet.  15   As a result, it gave us argu-
ably the first cloud-enabled war. NATO spokesman Mike Bracken described 
a NATO  “ fusion centre ”  that data-mined Twitter feeds and open source 
databases on the Internet to glean potential targets, battlefield conditions, 
and other tactical information:  “  ‘ Snippets of information ’  . ¬ . ¬ . could then be 
tested, corroborated or not, by NATO ’ s own sources, including imagery and 
eavesdropping from Nimrod spy planes. ”   16   At the same time, in an interview 
with the Dutch public broadcaster NOS, the hacker Dirk de Jager also called 
on listeners to participate in mining these data. Begin with data collection, 
he said, then sort and analyze the input, and finally the  “ data puzzle pieces ”  
would fall into place.  17   One might listen, as Huub did, to live air traffic con-
trol streams from Malta via liveatc.net and attempt to identify a mysteri-
ous plane communicating with the controller — possibly a getaway plane for 
Gaddafi ’ s relatives — and correlate that with another stream from Twitter, or 
to geotag the data ’ s location in what is known as KML format  18   (  figure 4.1 ). 
And when the conflict started, the Malta feed even let users anticipate drone 
strikes by listening for the code  “ MQ-1, ”  the designation for Predator drones.   

 By disrupting the secrecy of NATO ’ s operations, Huub and de Jager also 
seemed to counter the regime of state secrecy represented in that respect. 
Huub ’ s goal, he wrote, was  “ to listen to  ‘ the truth, ’  without any military 
or political propaganda, ”   19   and de Jager similarly argued that because of 
the availability of real-time data, state  “ censorship is no longer possible. ”   20   
Unsurprisingly, their tweets received a fair degree of criticism for their pre-
sumptive interference. One user, @Joe_Taxi, tweeted back to Huub:  “ If you 
are not delaying your tweets by a WIDE margin, you are putting the pilots 
in harms way!!!! . ¬ . ¬ . When the sounds of the #operationoddesydawn aircraft 
are heard in #Libya it should be a complete surprise. ”   The Guardian  helpfully 
suggested that Gaddafi should start following Huub ’ s Twitter feed to gain 
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advance warning of each attack. Reflecting back on Huub ’ s tweets, USAF 
Captain Jeff Gilmore wrote in the  Small Wars Journal :  “ Accurate tail numbers, 
routings, home bases for fighters and intercepted propaganda messages by 
C-130 Commando Solo aircraft are still available on the web for all to hear. 
It is downright scary to think of our nation ’ s vulnerabilities from just one 
overzealous aviation fan. ”   21   

 While Huub and his fellow hacktivists seemed to suggest a new avenue 
for countering state  “ propaganda, ”  the results were far murkier. After all, 
Huub ’ s leak of the audio from NATO psychological operations was itself a 
way of disseminating NATO propaganda. And a casual observer might have 
interpreted a tweet from @hms_cumberland linking to Huub ’ s clip as a state-
ment of direct support by NATO.  22   This was not a statement from the British 
warship  HMS Cumberland , as might have been assumed; @hms_cumberland 
was, in fact, an unofficial account. Though this tweet was merely an act of a 
military enthusiast, the confusion inadvertently revealed a cozy relationship 
between several hacktivists and NATO forces. (The press assumed several of 
these  ‘ unofficial ’  accounts were fronts for NATO, and at least one French naval 
officer had indeed set up an unofficial Twitter account for gathering tactical 
information.  23  ) And Huub ’ s tweet, for its part, gathered as much praise as 
criticism from the military community. As military blogger David Cenciotti 

 Figure 4.1 
 Flight track of Canadian Air Force plane  “ HUSKY01. ”  Screenshot courtesy of 
 www.flightradar24.com . 
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commented approvingly, Huub ’ s tweets exposing the NATO planes ’  security 
flaws exemplified  “ what can be done with off-the-shelf products and a bit 
of knowledge . ¬  . ¬  . skilled enthusiasts following air operations can help the 
coalition to improve self-protection and safety of some of its High Value 
assets. ”   24   

 The relationship between an avowedly pro-NATO blogger, such as Cen-
ciotti, and the enthusiasts that he cites with approval is complex. As the 
war progressed, some enthusiasts began to explicitly feed targets to NATO: 
 The Guardian  profiled the contributions of one such hacktivist,  “ a 48-year-
old shift supervisor at Dairy Queen ice cream parlour in Tucson, Arizona, ”  
who sifted through satellite photography to tweet coordinates of a suspected 
Gaddafi communication headquarters to @Nato and @NatoPress; ten hours 
after that tweet, he noted proudly, NATO had bombed those exact coordi-
nates.  25   Other hackers may be apolitical or passionately opposed to military 
action, and may look upon such amateur targeters with abhorrence.  26   But 
regardless of what any particular hacker group supported or opposed, the 
very framing of the Libyan war as a big data problem was itself laden with 
ideology. My goal here is not to judge the effectiveness of hacktivism, but 
rather to understand why hacktivism in the cloud may manifest itself in the 
same forms as the sovereign states that they claim to oppose. 

 Some of the more evident reasons that hacktivists and government spies 
have more in common than they would admit lie in the practices shared by 
both. State and nonstate actors alike use open source tools for a variety of 
goals, undermining any claim that certain technologies are inherently lib-
eratory or destructive. For example, cypherpunks typically promote the TOR 
system to counter NSA surveillance. But TOR, a system for accessing the 
Internet anonymously through encryption and  “ onion routing, ”  was origi-
nally funded and designed by another branch of the US military, the Naval 
Research Laboratory (NRL). And as Mike Reed, one of TOR ’ s original program-
mers at the NRL, relates, TOR was developed to anonymize the government ’ s 
own secret communications and intelligence gathering operations by hiding 
it within the flow of civilian TOR traffic: the more hacktivist traffic, the better 
for the government ’ s intelligence agencies.  27   Reasoning that an anonymous 
backchannel such as TOR has a higher rate of illicit traffic than public Inter-
net browsing, the NSA has even used searches for TOR as a way of targeting 
potential suspects, and embedded a security hole in TOR browser plug-ins 
to track users accessing child pornography, leading many cypherpunks to 
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describe TOR as a  “ NSA honeypot ”  (i.e., trap). Using TOR may successfully 
encrypt an individual user ’ s network traffic, but it does little to solve the 
larger political problem of state surveillance. 

 If hacktivist techniques are all too often co-opted, what, then, do acts of 
hacktivism accomplish? Geert Lovink and Ned Rossiter sum up the difficulty 
inherent in electronic resistance movements:  “ They point out the problem, 
and then run away. Capital is delighted, and thanks the tactical media outfit 
or nerd-modder for the home improvement. ”   28   Responding to this critique, 
Rita Raley argues that we might judge hacktivists less by what they accom-
plish than by their performative qualities — namely, by the vision of potential 
change that they may offer their audience, however temporary that vision 
may be. As I will suggest, Lovink and Rossiter ’ s point may still be valid, but 
not for the reasons they claim. The risks are subtler; the cloud embodies 
a mechanism of power that welcomes such performances of resistance or 
virtuosity, because it asks and even compels users to express themselves 
through the digital tools the cloud offers them. 

 To understand this point, consider that Huub and de Jager ’ s methods 
turn the collection of military information into something like an interac-
tive game. De Jager offer a certain sequence of steps for making the  “ digital 
puzzle pieces ”  fall into place: 

 1.    Data collection:  Build a list of terms from news sources, Wikipedia, etc. (e.g., 
names of airports, aircraft types, names of ships and fleet relationships). 

 2.    Listen:  Look for these terms in Twitter or listen directly to the data streams, 
producing  “ a message that at time Y jets take off and land from base A, or 
that there are X Canadian soldiers billeted in the local hotel. ”  

 3.    Sort and combine:   “ In this phase, you should think logically. An aircraft car-
rier off the coast of Alaska will not be involved in an attack on Libya. ”  

 4.    Annotate:  Tag and add your information to aggregators such as Google 
Maps and Google Earth. 

 In this context, war becomes a sort of massive reality game built on indi-
vidual participation. Yet by  “ raising his or her status as an active partici-
pant, ”  in Eugene Thacker and Alexander Galloway ’ s words, these war games 
proposed by de Jager  “ enfold the player into codified and routinized models 
of behavior ” : deciphering, decoding, logical thinking, and so forth.  29   What 
is often overlooked in analyses of these activities is that these modes of 
behavior — deciphering, decoding, etc. — are precisely those sought after by 
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the new information economy,  “ where flexibility, systematic problem solv-
ing, quick reflexes, and indeed play itself are as highly valued as sitting still 
and hushing up were for the disciplinary societies of modernity. ”   30   Indeed, in 
a very practical sense, hacktivism may function as much as a way of further-
ing putative political causes as vocational training for information workers 
in a network society. And the military community itself recognizes this: in 
2012, for example, NSA director General Keith Alexander recruited hackers 
at the DEF CON hacker conference by delivering a keynote on the  “ shared 
values ”  held by the intelligence and the hacker community.  31   

 While Alexander focused his remarks on the shared value of security —
 appealing to the hacker community to  “ help secure cyberspace ”  and  “ pro-
tect networks ”  — we might observe other, less obvious values undergirding 
calls for hacker participation in a war of big data. For example, the hacker 
community ’ s relationship to gender is both obvious — there are many more 
male hackers than female hackers — and insidiously complex. In valorizing 
the  “ active user ”  over the presumably  “ passive consumers ”  of mass media, 
hacktivist ideology reifies an assumption about gender that has run through-
out media history. As William Boddy has argued,  “ 100 years of historical 
experience of electronic communications in the home repeatedly rehearse a 
series of gendered and normative oppositions between the active and passive 
audience, from the male wireless amateur versus the distracted housewife in 
the 1920s, to the degraded  ‘ couch potato ’  versus the heroic internet surfer of 
the 1990s. ”   32   Thus the myth of the truth-seeking hacktivist versus the naive 
consumer of propaganda recreates a fictitious binary between participatory 
media practices that  “ fight back ”  and gullible, femininized media consump-
tion. While some scholars claim that hacker culture ’ s machismo is changing 
for the better as it incorporates more women hacktivists motivated by social 
causes, this view only perpetuates this binary by suggesting that women are 
more  “ socially minded ”  than men.  33   More research is urgently needed to 
expand the discussion, even as a problematic association between masculin-
ity and activist users continues to undergird the case studies I consider in 
this chapter. 

 But the central claim I am making is that invitations for hacktivist par-
ticipation are inextricable from the ideology of the marketplace.  Wired , for 
example, cites Huub ’ s radio scanner, which  “ retail[s] for a little more than 
$500, ”  as proof that the hobby is affordable for  “ average folk. ”   34   Cenciotti ’ s 
call for more amateur hackers to join the war effort frames hacking as a 
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hobby that is  “ simple and cheap, ”  yet one that protects the military ’ s  “ high 
value assets. ”  Thus, in this logic, a hobbyist ’ s $500 is an investment that pays 
off immensely: if it can keep a plane from being shot down by revealing secu-
rity errors, it can potentially save the military the $45 million cost of a  “ high 
value ”  F-16. Similarly, NSA director Keith Alexander concluded his DEF CON 
speech on  “ shared values ”  by arguing that hacker participation in Internet 
security  “ would help us with our economic growth. This would be huge for 
our country. And this area that we ’ re talking about [the technology industry] 
is the fastest growing area for our nation for the past three decades. Look 
at what makes up the Dow Industrial, the NASDAQ . ¬ . ¬ . That ’ s what fuels our 
economy. ”   35   (Given how closely enmeshed security is with the marketplace, it 
is little surprise that former US intelligence analysts have ported their soft-
ware for mapping communications networks to a new but closely-related 
field: mapping wealthy investor portfolios.  36  ) 

 Some hackers may object that the freedom they espouse is not an eco-
nomic one, but a libertarian ideal; as hacker Richard Stallman put it,  “ You 
should think of free as in free speech, not free beer. ”  That Stallman was com-
pelled to distinguish between the two suggests, however, that the twinned 
definitions of  “ free ”  are fundamentally difficult to separate. Anthropologist 
Gabriella Coleman has shown that this distinction did not even appear in 
the free/open source software community until the mid-1990s. Many hack-
ers Coleman interviewed for her 2013 study  Coding Freedom  commented on 
the considerable slippage between these two terms: one hacker, for example, 
exclaimed,  “ The first draw was, I don ’ t have to pay for this — awesome! ”  In 
Coleman ’ s words, even in saying  “ free as in speech . ¬  . ¬  . there is some sort 
of free beer always available, too. ”   37   The neoliberal framework of the cloud 
purposely confuses economic intimacy with personal intimacy, making free 
speech resemble free beer. In doing so, the cloud monetizes users through 
implicit incentives to  “ use. ”  Through this system, users are continually asked 
to engage in ever more online activity; to participate in constructing them-
selves as autonomous subjects; and even to misread economic incentives 
(such as free disk space) as personal freedoms. 

 While free speech may be a hacktivist goal, online expression of any sort 
is nevertheless constrained by this implicit injunction to continually  “ use 
more ”  — and the profits of active use typically accrue to the companies who 
own online platforms for expression. (Investment banks charged with Twit-
ter ’ s public offering arrived at its multi-billion-dollar valuation in part by 
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estimating how much each of its 230 million MAUs, or  “ monthly active users, ”  
was worth. The answer: around $78.  38  ) Power in the age of postindustrial 
capitalism, political theorist Maurizio Lazzarato reminds us, is  “ a technology 
for creating and controlling the  ‘ subjective processes ’  . ¬  . ¬ . one  has to  express 
oneself, one  has to  speak. ”   39   Seen correctly, a hacktivist ’ s freedom most closely 
resembles that of a free laborer who contributes online reviews, forum mod-
eration, and source code. Free laborers volunteer their services out of their 
love for the game, even as they are aware that their labor generates value for 
others. Judged in terms of the cost savings they can provide to NATO, then, 
the RF hackers working in Libya are difficult to separate from the neoliberal 
consensus that turns to the marketplace for solutions, and continually seeks 
lower-cost or even  “ free ”  alternatives. Yet to volunteer as a hacker — whether 
indulging in a  “ simple and cheap ”  hobby, or using open source software as 
 “ free beer ”  — is to work within a neoliberal system of free labor. 

 Hacktivism is a narrow case, and the reader may be wondering: how does 
this invitation to participate manifest in digital culture more generally? As 
the remainder of this section shows, the invitation is inherent in the visual 
culture of the cloud, which offers a specific way of seeing and interacting 
with big data that presumes to connect all pieces of information to others. A 
system of knowledge in which everything seems to be connected — a system 
I previously identified as  “ network fever ”  — is a paranoid epistemology that 
offers to reveal meaning buried beneath the surface, but also serves to lubri-
cate the market mechanisms by which that meaning was created. 

 To illustrate this way of seeing, consider the case of  Washington Post  inves-
tigative reporters Dana Priest and William Arkin, who created the Top Secret 
America website in 2010. Like other websites that visualize data in the cloud, 
Top Secret America aggregated massive amounts of data about which pri-
vate contractors worked for the CIA or NSA, including expenditures and 
geographical locations. By overlaying a visual interface onto a  “ Top Secret ”  
world, Top Secret America purported to use appropriations data to under-
stand and even expose a hitherto unrepresentable world. Users could sort 
by specific weapons technologies (counter-IED explosives operations, for 
example), search a geocoded map by zip code to find  “ counterterrorism 
organizations near you, ”  and so on, creating a visual interface resembling 
the hacktivists ’  geocoded maps of military units in Libya. 

 Once again, Top Secret America sparked a debate over secrecy similar 
to that of Huub ’ s tweets. Commentators attacked Priest and Arkin ’ s project 
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as a national security risk, faulting them for disclosing too much informa-
tion about America ’ s covert operations.  40   Priest was eventually asked about 
her motivations: did she belong to the radical transparency movement, 
which attempted to subvert NSA surveillance by exposing its secrets? No, 
she responded; that wasn ’ t her intention:  “ The goal is to figure out if the 
system is working as well as it should and to make it better. ”   41   Indeed, the 
then US Secretary of Defense Robert Gates even praised Top Secret Amer-
ica as a valuable service that could help eliminate  redundancies and over-
priced contracts from a bloated intelligence budget. Motivated by the same 
market ideologies — the idea of efficient markets and economic, rather than 
legal, rules — that undergird the mechanism of security in the contemporary 
West, the do-it-yourself tactics of participatory media are a perfect match 
for the surveillance state: any citizen, it says, can engage with his or her 
security regime by exercising surveillance over budgets and other tasks of 
management. 

 What is most interesting here is the critics ’  confusion: a project that 
attempts to  aid  the government in its secret program of surveillance is indis-
tinguishable from projects that aim to  undermine  the government ’ s surveil-
lance programs. Confusing the two types of projects is, however, an easy 
mistake to make: Top Secret America ’ s interface visually resembles those 
of oppositional websites, such as  The Guardian  ’ s map of Iraq war casualties. 
Indeed, the link-node interface, the graphs, and the toolbars to filter and 
sort data are so common that they have become naturalized in an age of 
big data; these interfaces are as inseparable from large datasets as Renais-
sance perspective is from photographic images. These data interfaces came 
out of a distrust for normative media representations (talking heads on TV, 
the  “ NATO propaganda ”  at press conferences, potentially Photoshopped 
satellite images of Iraq, and so on). When the hacker collective Anonymous 
retweeted an article about Huub ’ s link, asking:  “ Want unfiltered informa-
tion (aka the truth) on the bombings in Libya? Read  http://bit.ly/ftZpWx  
and follow @FMCNL #libya #UN, ”  we recognize the implication that big data 
gives citizens unmediated access to  “ the truth. ”  Portraying themselves as 
iconoclasts — literally, destroyers of icons or images — hacktivists seek to 
establish a parallel and alternate ecology of media that is supposedly less 
prone to manipulation or censorship. If any given image can be duplicitous, 
the only way to find the truth — so goes de Jager ’ s claim — is to correlate and 
situate that image within a network of other images, to look through its 
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duplicitous surface and decode and decrypt the hidden network within the 
network. 

 As transparent and useful as these cheerful, rainbow-colored graphs may 
be in a world of big data, these interfaces are nevertheless visual fictions, 
ways of simplifying a hopelessly complex totality. In doing so, they repre-
sent a specific epistemology: the  “ interpretive project, ”  as Sedgwick puts it, 
 “ of knowledge in the form of exposure . ¬  . ¬  . of  unveiling hidden violence.  ”   42   As 
Sedgwick describes it, the impulse to expose seemingly hidden knowledge is 
a signature of a paranoid structure of thought. To be clear, Sedgwick does not 
mean that the users of these graphs are pathologically paranoid (in any case, 
any person who maps a surveillance state has good reason to be paranoid); 
she is describing a type of knowledge production that is uniquely applica-
ble to digital culture. After all, what does it mean for Top Secret America 
to offer a representation of something that is  “ top secret ”  and therefore 
unrepresentable? 

 Top Secret America is keenly aware of its inability to see; icons of 
question marks underscore the  “ secretness ”  of its subject, the data that it 
was unable to include. Top Secret America ’ s graphs therefore reiterate the 
problematic of the cloud itself, which attempts to map an infinitely com-
plex system of servers, networks, users, and applications into a simplified 
interface. An icon of a cloud, the reader will recall, originally stood for any 
unrepresentable network on network maps, such as the Internet; in today ’ s 
computer and mobile operating systems, this cloud icon now represents 
a reserve of seemingly unlimited computer power, or storage space; it 
has become, simply, a representation of the unknown. Thus the logic of 
the cloud entails a paranoid worldview in which everything is hopelessly 
complex but, with the right (data) tools, can be made deceptively simple 
and explainable: a master key or representation that explains everything. 
 “ Conspiracy, one is tempted to say, is the poor person ’ s cognitive map-
ping in the postmodern age, ”  writes Frederic Jameson;  “ it is the degraded 
figure of the total logic of late capital, a desperate attempt to represent the 
latter ’ s system. ”   43   

 By understanding visualization projects as realizations of paranoid 
knowledge, we can understand how this epistemology disseminates 
itself through digital culture. We have already observed the visual similarity 
among many websites that might normally oppose one another: a hacktiv-
ist project to undermine the government looks like a security project meant 
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to bolster the government. As Sedgwick explains,  “ Paranoia seems to require 
being imitated to be understood, and it, in turn, seems to understand only 
by . ¬ . ¬ . imitating and embodying ”  its target.  44   This accounts for not only the 
visual resemblance between disparate websites, but also the mimetic rela-
tionship between surveillance and countersurveillance operations. Huub ’ s 
attempt to counter the  “ propaganda ”  of the state simultaneously provides 
the state with feedback on how its operations are functioning. Huub ’ s 
attempts are not necessarily co-opted by the state, but both parties do share 
the same structure of paranoid knowledge. The effect is to produce some-
thing of a  mise en abyme  mechanism of duplication, where sousveillance —
 tactics for watching the watchers — mimics surveillance, and surveillance 
mirrors sousveillance. 

 The duplicative logic of paranoia explains why the think tank the RAND 
Corporation argued that we must  “ fight networks with networks ” ;  45   or in 
the almost identical words of General Stanley McChrystal, commander of 
US forces in Iraq and Afghanistan,  “ to defeat a networked enemy we had to 
become a network ourselves. ”   46   Though McChrystal and RAND are discuss-
ing the organizational structures of modern war as a big data problem, the 
same dictum applies to the larger culture through which we interact with the 
cloud. It is as if the only way to  “ look ”  at a duplicitous network is to imitate 
its structure or interface; cloud seeing continually produces more cloud see-
ing. And yet such visual interfaces are themselves methods of obfuscation 
that veil the mechanism of power  “ behind candy-colored lines and nodes, ”  to 
quote Galloway.  47    “ The point of unrepresentability is the point of power. And 
the point of power today is not in the image. The point of power resides in 
networks, computers, algorithms. ”   48   

 Thus the attempts to expose or unmask the mechanism of power in fact 
only succeed in preserving its underlying logic. In some cases, these attempts 
can even be a form of cynicism that performs the gestures of political action 
but actually ends up preserving the status quo (for instance, the regime of 
surveillance in Top Secret America). But are such sousveillance projects 
doomed to failure, and if so, why do we persist in attempting to unmask the 
source of surveillance? The next section continues this discussion by consid-
ering a second case study, the photographs of geographer and artist Trevor 
Paglen, who acknowledges the embeddedness of an activist with his or her 
target and therefore offers a very different take on how to look at the surveil-
lance state. 
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  “ The Other Night Sky ” : Seeing and Counterseeing 

 One summer in 2008, Trevor Paglen and an amateur satellite watcher named 
Ted Molczan led viewers in a Toronto gallery outside and directed them to 
look skyward. But their gaze was not aimed at stars, or at least not natural 
stars; instead, they were trying to locate a classified American reconnaissance 
satellite, Keyhole-11. Paglen and Molczan have obsessively tracked what they 
call the  “ other night sky, ”  the sky filled with debris from failed space missions 
and reconnaissance satellites that go all but unnoticed save for a small cadre 
of skilled amateurs. Ironically, though the US military finds these unwanted 
observers irritating, the observers were in a sense replicating a military-
funded program during the Cold War for spotting Soviet satellites. Termed 
 “ Operation Moonwatch, ”  it anticipated the network of Internet-savvy data 
collectors that Paglen and Molczan would use to find Keyhole-11.  49   

 From their data, star charts, and computer models, Paglen and Molczan 
predicted that Keyhole-11 (abbreviated KH-11) would pass over Toronto at 
exactly 10:13 p.m., and so the group waited to see its trail cut across the night 
sky. There was a chance, however, that KH-11 would not be visible. This is 
because the Keyhole satellites can  “ cloak ”  themselves by using a mirrored 
structure to reflect the nothingness of space back to certain cities. The satel-
lite normally appears as a brief streak of light in the sky, but after the mir-
ror mechanism is activated, it will blink out of sight. One can easily imagine 
the initial goals of this technology — to keep the satellite invisible to enemy 
nations. But today, satellite watchers believe that the National Reconnais-
sance Office cloaks the satellites over Toronto precisely because it is worried 
about KH-11 being spotted by Molczan, an amateur astronomer. If Molc-
zan has indeed caused the satellite to be cloaked, then he and other satel-
lite watchers have reached a level of technological sophistication that can 
approach that of sovereign governments, such as China and Russia. John Pike, 
director of GlobalSecurity.org, explained it thus:  “ If Ted [Molczan] can track 
all these satellites, so can the Chinese. ”   50   

 As Pike described the phenomenon of satellite cloaking to Paglen, he punc-
tuated his explanations by imagining how a sovereign government might 
locate US spy satellites:  “ If I had a gigantic bank of computers, I could run my 
data on all this space debris . ¬ . ¬ . It would seem to me that if the Red Chinese 
did this . ¬ . ¬ . they ’ d conclude that these were the American stealth satellites. ”   51   
To counter the state with statelike tactics is not only to flatten the distinction 
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between an individual activist and state surveillor, it is to create a set of ago-
nistic binaries between us and them, civilian and military worlds, self and 
other. For Paglen, such photographs of the government ’ s surveillance appa-
ratus are his way of  “ developing a lexicon of the other night sky . ¬ . ¬ . toward 
reclaiming the violence flowing through it. But this is not a passive exercise. 
As I photograph the other night sky, the other night sky photographs back ”  
(  figure 4.2 ).  52   In his statement, Paglen ’ s call to action both tweaks those who 
might prefer more  “ passive exercise[s] ”  and offers a political philosophy that 
is unique. Far more than  “ passively ”  watching, the method Paglen epouses 
often requires a certain performative imagination. By putting him- or her-
self into the minds of a sovereign Chinese government and by adopting its 
tools — that is,  “ a gigantic bank of computers ”  — a potential activist puts into 
the practice the words enunciated by cypherpunk John Perry Barlow:  “ The 
answer to sovereignty was sovereignty. ”     

 But can sovereignty ever be effectively answered with sovereignty? In 
Toronto, the satellite briefly became visible to observers; then it disappeared, 
as if it were winking at the watchers down below.  “ To the group ’ s delight, ”  an 
observer wrote,  “ as the star party looked on, KH-11 looked back. ”   53   Why did 
the group delight in being watched by a spy satellite? The satellite ’ s  “ wink ”  
signals a kind of complicity: we are intertwined with and even participate in 
the mechanisms of power. An undercurrent of desire connects the watched 
with the watcher, and suggests that there can never be a clear separation 
between the two parties. As this section shows, the apparatus of perception 
that I have called  “ cloud seeing ”  ultimately puts us in a position of tacit sup-
port for the state that surveils us, complicating efforts to draw clear lines 
of, say, us versus them. But this complicit relationship is not a dead end; the 
undercurrent of desire that makes us complicit can also provide a way out of 
the paranoid logic of countersurveillance. 

 To return to the sky above Toronto, Keyhole-11 is an unusual satellite by 
design; it is named Keyhole because it  “ looks back down to earth rather than 
out into space. ”   54   Initial versions of the Keyhole satellites used superthin, 
high-resolution Kodak films; periodically, the film canisters were ejected 
in capsules that would be dramatically scooped up in midair by a hooked 
length of nylon rope winched from specially equipped air force planes. Later, 
undoubtedly to the relief of their operators,  “ improved ”  Keyhole satellites 
incorporated digital CCD sensors (the same sensors we now find in our digi-
tal cameras) rather than film. In addition to the CCD sensors, the Keyhole 
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 Figure 4.2 
 Trevor Paglen,  KEYHOLE/ADVANCED CRYSTAL in Hercules (Optical Reconnaissance Satel-
lite; USA 116) , 2008, C-print, 60 ¬  ×  ¬ 48 in. Courtesy of the artist and Metro Pictures. 
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satellite has inspired another technological system of representing infor-
mation in physical space that is more widespread than one might realize. 
On a literal level, many online location-based applications, such as Google 
Earth, HERE maps, Google Maps, Google Mobile, and so on, use a file format 
called KML, Keyhole Markup Language; this language, and its associated car-
tographic technologies, was developed by the geospatial mapping company 
Keyhole, Inc.  55   Rescued from bankruptcy by the CIA ’ s venture capital arm In-
Q-Tel and the National Geospatial-Intelligence Agency, the agency respon-
sible for data analysis on Keyhole satellite images, Keyhole, Inc. ’ s customers 
consisted solely of US government defense agencies until it was acquired by 
Google in 2004. The practice of orienting oneself and targeting a business by 
location, as well as the practice of marketing to potential customers online, 
activate a cartographic imagination that is technoscientific at its heart. Users 
of location-aware websites and technologies implicitly share (or are induced 
to share) a desire with marketers and states to make the world as visible and 
targetable as a KML map. It is not just that Keyhole satellites look down on us; 
users of locative media continuously engage with Keyhole-derived technolo-
gies to look back across the physical world around them. 

 But there is another reason why the satellite ’ s name is fitting. In  Being 
and Nothingness , Jean-Paul Sartre tells the story of a man gazing through a 
keyhole.  56   Absorbed by the scene, the voyeur is unaware of anything but the 
pleasure of looking. All of the sudden, he is startled by a sound: a noise in the 
hallway, perhaps, or just the rustle of leaves. The sound makes him realize 
he has been caught gazing. And it is precisely this realization — that someone 
else has been looking at him — which allows him to enter into Being. In the 
Toronto example, it is the clandestine pleasure of being watched that con-
firms our status as  “ being-for-others, ”  as Sartre puts it. We look at the sky not 
simply to find something out there, but also to confirm our own existence 
among others, albeit an existence embedded inside a matrix of surveillance. 

 Echoing hacktivist proclamations about truth, Paglen has suggested that 
the discovery of the Keyhole satellite means that  “ truth is sometimes like 
a point of light reflected in the evening sky, able to be seen by anyone who 
bothers looking through a telescope. ”   57   (To be clear, one must first know  where  
to look in the infinite expanse of the sky; this is where Paglen and Molczan ’ s 
process of data-mining satellite coordinates comes into play.) But what sort 
of truth is this? Merely the existence of a satellite in the sky, hiding in plain 
sight; we have, after all, no interpretive framework for knowing the kind of 
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satellite or star we are looking at, much less what Keyhole sees through its 
lenses. Thomas Keenan comments on an unexpected use of Paglen ’ s images 
in Guantanamo detainee Majid Khan ’ s court trial:  “ The evidence was not 
about what was exposed in the images, but about the mere existence of such 
images. ”   58   

 The key to Keenan ’ s comment is the phrase  “ mere existence. ”  To discover 
the satellite brings us no closer to the truth; instead, it operates on an onto-
logical level, on the level of  “ mere existence. ”  Satellites exist; stars exist; the 
black world exists, as do the trees and the bridges outside, and, and because 
everything is a sort of  “ point of light ”  reflected back to us, we exist as visible 
beings to be looked at by others. Yet existence is firmly intertwined with 
recognition and relationality. Paglen acknowledges this dynamic when he 
writes that he is  “ interested [in] something I call  ‘ entangled photography ’  
or  ‘ relational photography ’  . ¬ . ¬ . Sometimes the  ‘ entangledness ’  of the photo-
graph can arise from these complex relations of seeing and counter-seeing 
in my work (i.e. photographing spy satellites or Predator drones photograph-
ing me). ”   59   

 My colleague offers an anecdote: her students have redefined  “ being 
watched ”  as  “ becoming visible. ”  For them, actions on the Internet that might 
traditionally be interpreted as risks to one ’ s privacy, such as having digital 
images of oneself uploaded by others, are ways of being recognized. Without 
these images, her students are invisible on the Internet — nobodies. Indeed, 
self-surveillance has become something of a common practice: think of the 
increasingly normal routine of Googling oneself to see who  “ the Internet ”  
thinks you are. Or the feature on Facebook that allows one to see one ’ s profile 
as seen by others — a bit like looking through a digital mirror, and identify-
ing with that digital image. Though each user ’ s participation is by necessity 
intertwined with the algorithms that produce the very idea of a personal, 
autonomous  “ user, ”  an odd intimacy results from the dynamic in which a 
user never knows exactly what the (essentially) invisible algorithms know 
about him or her. 

 To be sure, military surveillance through a Keyhole satellite is not the 
same as Googling oneself. But there is nonetheless a thread of intimacy that 
runs through both the satellite trackers looking for recognition from their 
satellites, and a user looking for recognition online. This intimacy comes, 
in part, from the sense of familiarity we have with using algorithmically 
enhanced ways of seeing and targeting physical space, such as Keyhole 
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Markup Language, to look back on the spaces in which we live and work, 
even as this gaze converts populations into targetable spaces for both mar-
keters and security agencies alike. But it also results from the undercurrent 
of desire that runs throughout any gaze that can never be fully reciprocated. 
The  “ hole ”  of the Keyhole denotes an absence that will not entirely reveal 
itself to us, and yet that absence is the very reason we so fervently desire to 
know what it sees. 

 Paglen ’ s artworks in  “ The Other Night Sky ”  establish an agonistic dynamic 
between seeing and counterseeing, move and countermove, normal world 
and black world, open and secret, night sky and other night sky. But Paglen 
exaggerates the difference between the two sides for effect. After all, as Karen 
Beckman has noted, with an  “ investigative method [that] mirrors the cur-
rent administration ’ s obsession with tracking and archiving airport activity, ”  
Paglen  “ works in an uncomfortable proximity to the realm of paranoia. ”   60   
To uncover the deviant network within the network, he uses tools similar 
to those of the CIA: geographic information systems software and location 
feeds, such as the US Space Surveillance Network and FAA flight record data. 
This identification with the military frequently crosses over into camarade-
rie, if not outright nostalgia: in a typical scene from his nonfiction book  Blank 
Spots on the Map , Paglen describes drinking Coronas in the bullet-splattered 
Mustafa Hotel in Kabul with other Americans, all military contractors named 
Bob. A military brat himself who grew up on air force installations, Paglen 
allows that  “ coming to Kabul was, in this small way, like coming home. ”   61   

 Though Paglen takes care to distinguish himself from the Bobs in his 
nar rative, this is not always easy to do in Paglen ’ s artwork — and this is part 
of their force. In  The Workers/Las Vegas, NV  (2006), an eight-minute video 
loop depicting CIA workers on their way to the office, the moving portraits 
are firmly situated within the realm of the ordinary. The apparel of these 
CIA workers — fanny packs, a Raiders jersey, and duffel bags — is unremark-
able, as the title of a related photograph,  “ Morning Commute (Gold Coast 
Terminal)/Las Vegas, NV/Distance ~1 mile/6:26 am ”  (2005), indicates.  The 
Workers  is installed as a video screen in a gallery, but in a smaller format, 
likening it to surveillance video. Boring stuff, that; by watching  The Work-
ers , we agree to perform the same visual labor as security guards watching 
a CCTV screen. So if, as Paglen claims, covert operations employ even more 
workers than legitimate government workers — if the  “ shadow government ”  
is many times larger than the open government — then the people involved 
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in surveillance operations are not fundamentally different creatures from, 
say, academic employees of state universities (as Paglen and I are). Although 
Paglen describes his goal as mapping the  “ otherness ”  of the  “ other night 
sky, ”  his video loop is even more complex than he claims: it reveals no other-
ness, just us looking at a picture of ourselves. 

 What would it be like if we moved away from the move/countermove 
dynamic and acknowledged the user ’ s complicity in (and desire for) the 
mechanism of surveillance? One of Paglen ’ s works,  Drone Vision  (2010), takes 
on this challenge.  Drone Vision  presents video originally recorded from the 
cockpit of a Predator drone, given to Paglen by a hacker who intercepted the 
feed from the drone ’ s satellite uplink. Paglen then edited the hacked foot-
age into a video loop, making a piece of art from this raw data (  figure 4.3 ). 
The loop consists primarily of landscape images — real clouds, and occasion-
ally a black-and-white landscape somewhere over Eastern Europe — and the 
drone ’ s visual responses to an operator who is, it seems, trying to see some-
thing, anything at all, of interest. At times, the drone operator scrolls a text 
menu to select a target altitude, the blinking cursor moving or directing our 

 Figure 4.3 
 Trevor Paglen,  Drone Vision  (2010), looped DVD video, 5 minutes. Courtesy of the artist. 
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eyes as the operator considers his or her options. At other times, the opera-
tor causes the camera to jerk back to an object of interest, seemingly fighting 
the forward drift of the airplane ’ s motion. Aside from one zoom on a truck 
carrying what appear to be suspicious-looking vegetables, much of the time, 
what one senses is the operator ’ s boredom.    

 However distantiating, the piece has a quality of  almost  — we almost have 
control over the piece; we almost make the menu selections; we almost see 
the target; it is almost a video game. The gaps in the drone ’ s control system 
seduce by almost creating a space for a user to enter. It is fascinating to watch 
from the position of the drone, to look out from midair and imagine the tar-
get, and this creates a partial sort of identification with the human operators. 
Much like video shot from Tomahawk missiles landing in Iraq and rebroad-
cast to American taxpayers, we are rewarded for our desire to see by being 
allowed to peer through the surveillance apparatus itself. 

 The way  Drone Vision  works thus raises a number of troubling questions. 
One might wonder, for example, if this piece somehow makes us militarized 
simply by placing us in that visual position; alternately, one might wonder 
if it makes the military ’ s aesthetic qualities seductive. However, what is per-
haps the most interesting question lies in its implicit claim to oppose the 
surveillance state. The piece ’ s context directs the viewer to the fact that the 
footage was not meant for public viewing. Reveling in the backstory, as it 
were, Altman Siegel Gallery ’ s press release gleefully states that the video ’ s 
downloading was possible because the satellite uplink was unsecured, a mis-
take we presume militaries would not make.  62   (How ironic the label  “ secure ”  
in the upper left of the frame!) And the viewer ’ s pleasure in  Drone Vision  lies 
in knowing that the video came from a hacked satellite uplink, mimicking 
the process that government agencies use to duplicate our own data feeds 
in the cloud. 

 Equating a  “ hacked ”  means of production with a political claim, as Altman 
Siegel Gallery does, makes the piece troubling: it allows us to play at being 
a drone operator while we also, supposedly, critique the militarized visual 
culture exemplified by a drone strike. Yet as artist Walead Beshty writes,  “ To 
take the dominant symbolic order and undermine it, thereby rejecting cer-
tain kinds of meaning through pure negativity . ¬ . ¬ . [is to] re-animate all sorts 
of problematic constructions simply in order to knock them down provision-
ally. ”   63   Such artworks depend on the dominant symbolic order for legibility 
and visibility — in other words, in order to  “ get ”   Drone Vision , you have to be 
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in on the joke; you have to see and interpret it through its militarized lens. 
To classify  Drone Vision  as an oppositional artwork — as Paglen ’ s gallerist mis-
reads it — is myopic: the work ’ s supposed moment of resistance to an  “ other ”  
night sky simply reifies the categories that it ostensibly resists. 

 On closer inspection, however,  Drone Vision  offers a way out of the entan-
glement between hacker and military, seeing and counterseeing. In the fan-
tasy of the hacktivist, to play out this entanglement is ultimately to level 
the distinction between activist and state surveillor, surveillor and sousveil-
lor: for Molczan to become  “ like the Chinese government ”  in their ability to 
counter the US military; for Paglen to imitate the military contractors he 
is reporting on. But a different approach might be to note the voyeuristic 
relationship the viewer enacts with the image at hand, the  almost — but not 
quite  quality remaining. This distance between viewer and drone operator is 
animated by an undercurrent of desire, as if the viewer were looking at the 
operator through a keyhole. The operator does not look back; the drone does 
not respond to our commands. To maintain the voyeuristic distance between 
watcher and watched is instead to acknowledge the lack of reciprocity in 
the gaze, and the unevenness in their relationality. The video stages a kind 
of nonrelational aesthetics that better describes our desires in the cloud: a 
desire to be recognized online; a desire to have the satellite wink back, even 
when, most of the time, it does not. 

 Paglen ’ s method for finding satellites came out of an earlier project, in 
which he mapped the network of extraordinary rendition flights — CIA-spon-
sored flights that delivered detainees to secret airbases around the world for 
the purposes of torture. For that project, he turned to a network of amateur 
plane spotters, who obsessively track and upload coordinates and images 
of planes that they spot to websites such as airliners.net. He then cross-
referenced these coordinates with government documents and victims ’  
accounts of the extraordinary rendition process in order to find the actual 
locations of the torture sites.  64   

 Paglen ’ s use of public databases takes advantage of the increased flatten-
ing of the difference between public and secret data. Because the CIA dis-
guises itself in civilian holding companies whose existence is purely legal, 
not physical, it is, in some ways, an agency made up mainly of paperwork. 
(For this reason, the CIA is a curiously  “ public ”  agency.) In response, Paglen 
filed several Freedom of Information Act requests to locate the persons 
registered as corporate directors of CIA airplane leasing companies, asking 
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government clerks to photocopy relevant records for him. They complied, 
and Paglen was able to gain access to the passport photographs of these 
so-called directors. 

 In describing these CIA operations, Paglen has written that  “ state secrecy 
is a form of executive power. It is the power to unilaterally and legitimately 
conceal events, actions, budgets, programs, and plans . ¬ . ¬ . a form of monar-
chical power that contemporary states have inherited from the kingdoms 
of yesteryear. ”   65   This idea of secrecy as the sovereign ’ s power to violate the 
law — an idea voiced by political theorist Carl Schmitt — is, in Paglen ’ s view, 
continually at odds with the  “ normal ”  functioning of the democratic state, 
one that operates on the principles of  “ equal rights, transparent govern-
ment, and informed consent. ”   66   

 Paglen ’ s narrative is a powerful one, but it could be extended even fur-
ther. For to ascribe sovereign power merely to a secret state is true on a lit-
eral level, but as Foucault reminds us, power is always relational; power is 
not wielded by a single institution ( “ the state ” ), but is dispersed throughout 
individual subjects, knowledge structures, and other practices. As a result, 
we are alternately interpellated by and induced to participate in this system 
of power. This explains why the form of sovereign power has attached itself 
to places far outside of the realm of covert operations or military detention 
camps. Specifically, we have seen hacktivists attempt to use computer algo-
rithms to counter sovereignty with sovereignty, enacting a fantasy that com-
puter code can trump state surveillance or propaganda. The idea that code is 
a higher power —  “ code is law ”  — forms the basis for this fantasy: as an inflex-
ible system of protocols that all parties must follow — whether government or 
hacker or user — code will create the exception that bypasses a (corrupt) legal 
system; code itself is sovereign. And yet, this fantasy of sovereignty is not just 
confined to hacktivists alone; as I will argue below, the sovereignty of data is 
what enables any user to use the cloud. 

 Necropolitics 

 I have so far claimed that the sovereignty of data is primarily a fantasy pro-
duced by the cloud ’ s ideology, but cultural fictions and cultural  “ realities ”  
are often intimately intertwined. In the course of this book, we have seen the 
sovereign ’ s  “ right to kill ”  displaced onto banal orders of everyday digital cul-
ture: the  “ dead link, ”   “ dead media, ”   “ time to live, ”   “ killing the process, ”  and 
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so forth. Readers literate in UNIX will recognize, for example, the program 
 “ kill, ”  which is used to terminate other programs in a myriad of ways (abort, 
hang up, interrupt, quit, alarm, terminate). As I contend, the metaphor 
of a user as a sovereign  “ decider, ”  able to kill off programs at will, hints 
at a submerged structure of actual violence beneath everyday practices. To 
investigate this further, I revisit a case we first encountered in chapter 1: the 
 “ Internet kill switch. ”  

 The kill switch is almost always offered as a joke, as, for instance, a widely 
circulated meme of a big red button in a central control room that says Press 
Here to Stop the Internet. In several of these cartoons the red button is inside 
a military control room, next to the red  “ hotline ”  telephone used for US-to-
Soviet Union telephone calls in emergencies during the Cold War, implying 
that the kill switch is the cybernetic equivalent of launching a nuclear strike. 
As the  MIT Technology Review  sums up the meme:  “ What if the president of 
[the US] could pick up a cold war-era style phone . ¬ . ¬ . and order that it be shut 
down? ”   67   This cartoon is funny because the red button, and the central con-
trol room depicted within, flies in the face of everything we want to believe 
about the Internet ’ s architecture — that it is decentralized and therefore has 
no central points of control; that the rerouting process is automated and 
labor-free; that it is too complex to be simply switched off; and that it cannot 
be shut down by any single person. This cartoon typically circulates within 
a relatively sophisticated group of US Internet users, typically to satirize 
proposed legislation that would give the US president the power to flip the 
kill switch, or to express alarm that the US may censor its citizens as Libya, 
Egypt, and Syria have done (whose regimes have all used the  “ kill switch ” ).  68   
To joke about the kill switch is, on the surface, to make a political point about 
Internet freedom and how it must be defended against inept politicians. But 
what the joke really does is signal technological savvy: the person who  “ gets ”  
the joke understands that a kill switch is a metaphor, not an actual weapon 
for killing. 

 To imagine the kill switch as a Cold War-style weapon, then, is to misread 
the nature of the Internet as a medium for the circulation of information, 
commerce, and free speech. And yet the Syrian government began to deploy 
its Internet kill switch several times starting in 2011, almost always in con-
nection with military operations. On November 29, 2012, for example, the 
regime cut Internet connectivity and simultaneously launched a counterof-
fensive against insurgents near the Damascus airport, in what journalists 
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now understand to be a military trap to lure rebel fighters away from their 
supply routes. Why the regime cut Internet connectivity has been the subject 
of wide speculation; theories offered tended to fall along two major lines. 
The most widely circulated hypothesis has been that the network blackouts 
work as propaganda, helping the government cover up or censor atrocities 
from civilian observers; a second and less widely held theory is that black-
outs allow the Syrian government to effectively press military offensives. 

 In 2014, Anita Gohdes, an empirical researcher of conflict violence at 
the University of Mannheim, decided to find out whether the  “ propaganda ”  
or the  “ military strategy ”  theory was more likely correct. Using a time-
series model to analyze Syrian casualty data, she discovered that violence 
spiked significantly during Internet blackouts, but there was no statistical 
correlation between blackouts and the underreporting of violence.  69   In cases 
such as the Hama blackout in 2011, and in Damascus blackout in July 2012, 
she observed that the network blackouts were responsible for an increase 
of thirty mean killings over the norm. Gohdes concluded that the  “ cutting 
of all connections . ¬  . ¬  . ha[s] the potential of constituting a tactic within 
larger military offensives. . . Regimes implement large-scale disruptions 
selectively and purposely in conjunction with launching larger battles. ”   70   
The Internet kill switch, in other words, was not primarily a media effect for 
disrupting the flow of news and free speech, but was instead a new weapon 
in its own right. 

 The kill switch, then, is and isn ’ t a weapon; in the case of Syria, the 
metaphor of the kill switch becomes actualized as a killing machine. The 
larger problem embodied by the kill switch is that sovereign power in 
the cloud, almost always assumed to be a metaphor for the feeling of user 
mastery, may manifest itself as actual violence more often than we think — 
six times alone in Syria, as of the publication of Gohdes ’ s study. This prob-
lem has been undertheorized within the field of new media studies, which 
looks for implicit forms of control within civilian technologies such as the 
Internet. Precisely because these two kinds of targeting are related, however, 
current research on societies of control may help us understand these new 
forms of violence. 

 Put another way, how can we use the theories built around new media 
to productively discuss real conflicts in physical space? Leerom Medovoi 
has offered a way forward by asking:  “ What if we approach war, not as an 
exception to or the opposite of regulation, but rather as continuous with it, 
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as the point when regulation ’ s militarism has surged into the open? ”   71   In 
this provocative comment, Medovoi points to a way to understand a violence 
that is innate within — rather than as an exception to — the control or regula-
tory structure of the cloud. War and regulation, in Medovoi ’ s schema, both 
grow out of liberalism ’ s need to establish a line between internal and exter-
nal enemies. While a state normally declares war against an external enemy, 
the war on terror comes out of imagining that external enemy as part of 
the inside:  “ Terrorism becomes, like murder or rape, the naming of a devi-
ant type against which society must be defended. ”   72   That is to say, in this 
logic, terrorists are branded  “ abnormal ”  Islamists who  “ hate our freedoms, ”  
and whose very political beliefs are merely aberrations from a  “ normal, ”  tol-
erant (and tolerated) Islam. Similarly, the project of globalization seeks to 
define the free market in opposition to the ideologies of unfree countries; 
and though it nominally does so by promising peace and an orderly set of 
regulations for free trade, its core logic, for Medovoi, remains the same: an 
abhorrence of cultural abnormalities that  “ threaten or resist its Jupiterian 
vision of incorporation into a global liberal society. ”   73   These unfree countries 
may be induced to open up their markets by incentives or by force; after all, 
the gambit of the post – Cold War era has been to assume that free trade will 
lead, eventually, to a free people (and vice versa). Thus, Medovoi concludes, 
globalization merely adds a single word to the old rallying cry of a racist 
state: now it is  “ global society that must be defended. ”  

 If both the war on terror and the global marketplace resemble each other 
in this way, then it follows that war is less the exception to regulation than 
part of a continuum of power that continually fluctuates between its explicit 
(war) and implicit (regulatory) manifestations. Can this idea apply to the 
cloud? The ideal of a global, singular  “ cloud ”  may locate itself in the desire 
for all data to become incorporated in the cloud ’ s networks, whether the 
geotagging of all physical data into Google Earth, or, more metaphorically, 
the value of  “ Internet freedom ”  that is said to apply equally to all countries. 
But this vision of a global  “ Internet that must be defended ”  is, as the phrase 
implies, perpetually shadowed by the threat of deviance, and the specter that 
threatens to undo this vision has taken many forms. Brazil, for instance, is 
trying to build its own public Internet that would bypass US surveillance over 
the  “ global ”  Internet. Meanwhile, the US Department of Defense ’ s warning 
of  “ foreign influence ”  within software products restages an invisible threat 
of foreign values that supposedly subverts liberal civil society from the 



SEEING THE CLOUD OF DATA 139

inside. The cloud, I have argued, manages this deviance by constructing a 
soft architecture of exclusion embodied by data bunkers, virtualization soft-
ware, Internet firewalls, and most subtly of all, the idea of the private user. 
The teeming online population is thus regulated and kept in check by isolat-
ing and turning each subject into a user. 

 In certain moments, however, when  “ regulation ’ s militarism has 
surged into the open ”  (Medovoi), we can glimpse the symbolic violence 
embedded in the cloud ’ s architecture erupt into actual violence.  74   In 
chapter 3, we saw the idea of protecting the Internet from unfree prac-
tices, such as spam, manifest itself as racial violence against Nigerian 
fraudsters. We also have seen the kill switch, severe cousin of Internet proto-
cols for regulating and controlling networks, used as an actual military 
weapon. In the remainder of this chapter, I turn to a final case study, examin-
ing how the CIA ’ s acts of extraordinary rendition reveal a porous interface 
between targeted marketing and extrajudicial targeting. I have termed 
this hybrid form of power, which blurs the distinction between the regula-
tory protocols of data networks and the sovereign ’ s right to kill, the  sover-
eignty of data .  75   

 Extraordinary rendition — the extrajudicial delivery of US suspects 
to other countries to be tortured — may seem to be best explained in terms 
of sovereign power; torture, after all, originally grew out of the power 
of a sovereign to compel a prisoner ’ s body to speak. And the state secrecy 
involved in masking the suspects ’  eventual destination, as Paglen put it, is 
likewise  “ a form of monarchical power that contemporary states have inher-
ited from the kingdoms of yesteryear. ”   76   But extraordinary rendition also 
partakes of an impulse found primarily in global markets, as Slavoj  Ž i ž ek 
writes:  “ The exemplary economic strategy of today ’ s capitalism is outsourc-
ing . ¬ . ¬ . Is torture also not being  ‘ outsourced, ’  left to the Third World allies of 
the US which can do it without worrying about legal problems or public 
protest? ”   77   

 As  Ž i ž ek explains, capital by nature seeks the most efficient place to oper-
ate, the cheapest way to do something. This logic extends throughout the 
American political economy and even reaches the power to kill, which capi-
tal efficiently displaces onto other regimes and spaces. Under this carceral 
system, the prisoner ’ s body becomes borderless and exchangeable, as inert 
as a financial transaction. This signals a new twist on the usual reasons for 
imprisonment. Earlier, a captive ’ s body — trapped and immobile in its prison 



140 CHAPTER 4

cell — exemplified a society decided and ruled by a single sovereign. Indeed, 
historian Paul Halliday has shown that the writ of  habeas corpus , typically 
assumed to be a way of preventing wrongful imprisonment, was originally 
designed as a legal tool to even out the reach of a sovereign ’ s power, ensuring 
 “ that no jurisdiction, whether normal or novel, was beyond . ¬ . ¬ . oversight. ”   78   
Translating literally as  “ deliver the [prisoner ’ s] body, ”   habeas corpus  stan-
dardizes all of the prisons and courts within a legal system so that a captive 
can be transferred within its judicial network. But in looking for the most 
efficient way for a prisoner to be rendered or processed, extraordinary rendi-
tion seeks to make the captive fungible across multiple sovereign networks 
of imprisonment. Just as Amazon Web Services makes it more efficient to 
process a computer transaction in the cloud than to process it in-house, even 
including the time and cost it takes to first transmit the data to an Irish EC2 
server farm, it is more  “ efficient ”  to render a prisoner in Poland, even count-
ing the time it takes to extract and transfer the prisoner to a torture center in 
Stare Kiejkuty. The extraordinary rendition system is a global network of net-
works, in which the prisoner ’ s body is the packet switched from one judicial 
network to another; in doing so, extraordinary rendition applies the network 
architecture of the cloud to torture. 

 Perhaps the most compelling theorization of sovereign violence ’ s stamp 
on contemporary detainees comes from Judith Butler. After the US govern-
ment captures a prisoner in the war on terror, Butler argues, it  “ temporarily ”  
places that body within a detention camp, Camp Delta, which is exempt from 
the rule of law. By deferring the application of law, a camp declares that pris-
oner to be a detainee, who is not yet able to receive a trial. Since sovereign 
power is founded on the suspension of law — to paraphrase political theorist 
Carl Schmitt, the sovereign is a sovereign because he or she may decide when 
law no longer applies — this state of law-in-suspension enables the  “ petty sov-
ereign ”  to decide whether the prisoner should live or die. These petty sover-
eigns are prison guards, bureaucrats in military tribunals, middle managers 
in intelligence, drone supervisors, and so on. Able to add a name onto a kill 
list or a capture list as well as revoke citizenship from a potential target, they 
wield the power to kill without any juridical oversight. As Butler describes it, 
this process engenders  “ a ghostly and forceful resurgence of sovereignty in 
the midst of governmentality. ”   79   

 To extend this analysis, we might observe how governmentality ’ s new 
data-centric methods themselves gave rise to a new strain of torture. In 
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extraordinary rendition, the body is less important for its physicality 
or material being than its potential value as targetable or actionable 
intelligence. Within this changing understanding of a subject (an under-
standing grounded in what I have described as  “ war as big data ” )  “ indi-
viduals, ”  in Deleuze ’ s words,  “ have become  ‘ dividuals, ’  and masses [have 
become] samples, data, markets . ¬  . ¬  . ” :  80   the body remade in the image of 
data. The extraction of information from captives thus performs another 
version of marketing, which mines data, in aggregate, from a population 
so that it can anticipate a targeted population ’ s purchasing behavior. 
The captive ’ s body becomes one node in a larger set of data, valuable for 
its ability to preempt a terror network ’ s future behavior rather than for its 
individual actions in the past. As General David Petraeus ’ s guidelines for 
counterinsurgency in Afghanistan read:  “ Target the whole network, not just 
individuals. ”   81   

 Torturing a captive to extract information therefore represents the forc-
ible conversion of the body into a network. The individual ’ s claim to his or 
her own body is overwritten with multiplicity; the need for data that are 
only useful in relationship to data from other individuals forces the stamp 
of the multitude upon the individual. Within this context, a torturer under-
stands a victim ’ s body as an unreliable source that must be pre-processed 
and understood in the context of other data. Traditionally, to  “ render ”  some-
thing is to turn it into its representation: rendering engines for video games, 
for example, turn raw data into 3-D representations. Though we tend to use 
the word  “ render ”  differently when we discuss moving prisoners, in fact the 
same logic applies: the victim ’ s body is delivered, as bare life, to the engine 
of data extraction. 

 This ideology carries over to more mundane realms. The US Department 
of Homeland Security ’ s practice of collecting biometric data from foreign 
travelers in order to enter the United States — another method of turning 
bodies into users — is not as new as it seems, as philosopher Giorgio Agamben 
shows:  “ I want to call to memory that the practice of tattooing the inmates 
in Auschwitz was possibly regarded as a  ‘ normal ’  and economical form of 
regulating the incorporation of the deported ones into the camp. The biopo-
litical tattoo imposed upon us today when we want to travel into the United 
States is the baton of what we might accept tomorrow as the normal way of 
registering into the mechanism and the transmission of the state if we want 
to be identified as good citizens. ”   82   
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 Technological actions such as biometrics may appear to resonate most 
strongly with Foucauldian investigations of how society optimizes life —
 through genetic and medical testing, or through the codedness of DNA and 
the code of new media. This is why most new media scholars have read bio-
politics as synonymous with a control society.  83   Yet to turn a body into usable 
data, as Agamben shows us, is also to unconsciously invoke the ugliest of 
spaces — the Nazi extermination camps — exceptional spaces that, he argues, 
are nevertheless foundational to Western democracy.  84   

 Yet the idea of the biological tattoo is not just  “ imposed upon us today ” ; 
it is part of the way that security interfaces with participation inside 
the cloud. The cloud continually encourages each of us to don a  “ tattoo ”  of 
sorts in order to become fully realized users: tagging photographs of our 
friends on Facebook with their name or location may seem to be an enjoy-
able form of affective labor, yet we are simultaneously producing the world ’ s 
largest database for facial recognition. This tagging thus takes place within, 
and serves to reinforce, an ideological framework that defines the subject 
as a user. 

 The cloud is a subtle weapon that translates the body into usable 
information. Despite this violence, it functions primarily as a banal ideol-
ogy that convinces us that usability is, in Agamben ’ s words,  “  ‘ normal ’  and 
economical, ”  or that identifying ourselves is the  “ normal way of register-
ing into the mechanism and transmission of the state. ”  Yet maintaining 
this framework requires our continual participation. While this participa-
tion is primarily reinforced through the carrot of market mechanisms — free 
storage, free downloads, cheap computing, social connections, and so forth —
 the stick behind it comes from the evocation of disaster: foreign hackers, 
spammers, and terrorists. The nameless but continual threat of unfreedom 
makes each user responsible for his or her own online security. In this way, 
users participate in the same security framework that animates the war 
on terror. 

 The mistake is to believe that warlike acts are temporary exceptions to 
the normal operations of the cloud. In what former Transportation Secu-
rity Administration director Kip Hawley has called a time of  “ permanent 
emergency, ”  violent practices such as extraordinary rendition become part 
of daily life.  85   To explain away the brutality of militarized spaces as black 
sites outside the rule of law — to understand them as exceptions within an 
economy primarily interested in selling and buying information — is to miss 
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a crucial point. The information economy traffics in bare life, and indeed is 
only possible through it. 
  
 In this chapter, I have argued that the cloud constructs a way of perceiving 
the world that fundamentally constrains our range of actions by co-opting 
the very idea of action itself. By default, this leaves us a limited set of choices, 
which typically manifests itself as a walled garden of ideology for scholars to 
debunk, or a set of moves for hacktivists to laugh at and call into question. 
Constrained in this way, it is no wonder that so often critical or oppositional 
responses take the form of dark humor: the kill switch, the sovereign user. 

 The longer-term effects of cloud seeing are to deaden our ability to see 
people as anything but users, and ultimately, to become complicit in the 
actions of the regime itself as it maps our patterns of use and activity and 
triangulates our associates. The typical response to revelations about the 
cloud ’ s tracking software is to fight back, typically by looking for a hid-
den  “ truth ”  beneath a deceptive surface. But this is to put one ’ s faith in a 
paranoid form of knowledge that merely replicates the subject position and 
knowledge structures already inherent in the cloud. The problem, as I see 
it, is this: a gaze often confirms and reciprocates. When we gaze at a control 
society in the hopes of exposing its structure, our gaze ends up acknowledg-
ing its right to power. 

 If we must exist within a connected world, where it is extraordinarily dif-
ficult to opt out, it may be more productive to acknowledge the structural 
inequality of this relationship, the distance we have to travel before we reach 
anything called the truth. Maintaining the voyeuristic distance between 
watcher and watched is to acknowledge the lack of reciprocity in the gaze, 
and that, more generally, there is a void in the apparatus of representation 
that cannot be filled by software tools, more data, or better algorithms. 

 Hacktivists typically use the cloud to tear down and destroy images that 
they see as propaganda. Yet a more effective avenue for political change may 
be to reinvest the image itself with credulity. In a world where each user is 
an iconoclast, perhaps the bravest thing of all is to become — to resurrect a 
very old word — an  iconodule : someone who has faith in images. Images do not 
necessarily function by making the invisible visible or a hidden truth tangi-
ble, as an epistemology of exposure assumes, but rather mediate between an 
abstract totality and the frame of human experience. To offer just a few illus-
trative examples, while the cloud normally collapses global networks into a 
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series of narrow, seemingly personal channels, images such as Jenny Odell ’ s 
cut out photographs of digital infrastructure can help mediate between the 
scale of the global and the intimate, the macro and the micro. Images, too, 
can help us expand the temporal frame of inquiry outside the narrow param-
eters of real-time data; works such as Rebecca Baron ’ s documentary film  How 
Little We Know of Our Neighbors  (2005) and Andrew Norman Wilson ’ s video 
 Workers Leaving the Googleplex  (2009 – 2011) can help us think historically about 
the desire for surveillance and the technology industry ’ s labor practices, 
respectively; they can help open a critical history of the present. 

 To capture our own sensuous investment in digital culture — where, I 
have argued, the digital cloud properly lies — we might begin by mapping the 
images we see in it. A history of the virtual, then, as a form of paying atten-
tion to this imaginary, much like a summer afternoon spent recording shapes 
in the sky: a flock of geese; a series of tubes; perhaps a railroad rumbling by. 
 

 
 



 Like a muzzled creature, the cloud strains to be more than it is. No longer 
content with virtualizing hardware and other infrastructure (in engineering 
terms, Infrastructure as a Service, abbreviated IaaS) or software applications 
(Software as a Service, or SaaS), the cloud has its sights on larger quarry. 
Commentator Richie Etwaru urges fellow tech entrepreneurs to stop think-
ing about  “ the cloud ”  as a noun and to begin to use  “ clouding ”  as a verb. Now 
everything can be clouded and, presumably, made more efficient and profit-
able: as Etwaru writes,  “ Airbnb are modern versions of housing clouds deliv-
ering housing as a service, and similarly, Zipcar and Uber are car clouds. ”   1   
Eventually, he tells us, we will have a pool of human labor  “ unshackled ”  from 
the confines of specific jobs ( “ Human as a Service ” ); eventually, he writes, we 
will have everything as a service. 

 Etwaru ’ s futurism reveals a simple truth about the cloud: it has never 
really been about computing, because computing is just one part of a larger 
cultural fantasy. Specifically, I have shown that the cloud is a neoliberal 
fantasy about user participation that is so widespread and so ambient as to 
be universal, but that project is always founded on a volatile layer of insecu-
rity. Thus Etwaru implies that regulations and organized labor threaten his 
vision of Human as a Service; yet as this book demonstrated, those threats 
and others, such as hackers, the war on terror, viruses, and so forth, are ani-
mated by a larger discourse of unfreedom. Alternately attempting to pre-
empt these threats and survive them, the cloud both activates a paranoid 
reflex and also a melancholia that dwells on its imagined loss. The one tem-
porality that users of the cloud are barred from reflecting upon, it seems, is 
that of the present. 

 To answer that problem, I have located the cloud within the sewers, rail-
roads, televisions, bunkers, and archives that both constitute the prehistory 
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of its infrastructure and also allow us to see its discursive underpinnings. 
This is a difficult task, because the digital cloud actively erases its own his-
toricity; like its namesake, it constructs itself through  “ pure fluctuation 
and cyclicity, ”  as Steven Connor describes the temporality of air.  2   This era-
sure is crucial to producing a sense of limitlessness within the digital envi-
ronment: just as a pipe creates a sense of water as an infinite resource that 
can be summoned at the turn of a tap, the cloud creates a sense of computing 
power as a virtually unlimited resource. To do so, however, causes two things 
to happen. 

 First, the cloud is a resource-intensive, extractive technology that con-
verts water and electricity into computational power, leaving a sizable 
amount of environmental damage that it then displaces from sight. But it 
also turns human labor into a resource, as the vision of Human as a Ser-
vice indicates, making it possible to hire Bangladeshi workers to solve one 
thousand CAPTCHA problems, those  “ enter the word in the picture here ”  
forms that verify a user is human, for less than $1.50 a batch. Assuming eight 
straight hours in a  “ workday, ”  such a worker can expect to earn from $1 to 
$3 a day.  3   The mind-numbing repetition of proving that one is human and 
not a computer every ten seconds reveals the slow violence of the infor-
mation economy, which extracts bare life out of its  “ human resources. ”  To 
understand this idea, I have set out a framework I term the  sovereignty of 
data , which describes the variable ways that sovereign power interfaces with 
data-centric tools. Sovereign power has historically decided what counts as 
human, who is included and who is excluded, when the protection of law can 
be withdrawn, and therefore who can be discarded or killed. But sovereignty 
is not a static force; it is now applied differentially and flexibly, anthropolo-
gist Aihwa Ong argues, as in China ’ s carving out of special economic zones 
to offer multinationals a pool of laborers exempt from legal protection.  4   The 
cloud codifies this flexibility — as well as sovereignty ’ s ghastly imagination —
 into its cultural logic. 

 The sovereignty of data further explains how the cloud induces its users 
to become freelancers for the state ’ s security apparatus. This project of secu-
rity often bears little resemblance to the historical look and feel of sovereign 
power; just as the cloud masks hardware with software — as in the software-
created  “ cloud drive ”  — the cloud veils hard power with the look and feel of 
soft power.  5   Thus the act of data-mining satellite imagery to send targets to 
NATO, for example, comes to resemble any other act of online crowdsourcing. 



CONCLUSION 147

Indeed, such actions are even billed as a way of empowering American users 
to participate in what the Department of Homeland Security ’ s cybersecurity 
division terms their  “ shared responsibility ”  for their country ’ s security. Yet 
we would do well to remember that underneath these data-centric interfaces 
is a familiar politics of death. 

 Second, when the violence that comes out of this politics rears its head —
 when targeted marketing crosses over into military targeting — it is far easier 
to assign blame to external agents and agencies, such as the NSA or foreign 
cybercriminals, against which users can supposedly fight back, than to criti-
cally assess our own complicity with its logic. This is because the cloud causes 
its users to ascribe a strange agency to its technologies, which allows us to 
displace our own involvement in the cloud ’ s effects. In actuality, the sover-
eignty of data is activated by our desire; we supply the data, the free labor, 
and the participation. Yet it seems easier to  “ fight back ”  with technological 
tools because the cloud produces users rather than publics, and therefore 
individual rather than collective action. 

 To return to my comparison of water pipes with piping in computer 
power, water is still largely regarded as a public resource, while the cloud 
is almost entirely owned by private companies. When there is a drought, it 
does not seem unreasonable to invoke collective solutions, such as water 
conservation and water rationing; yet when digital culture runs into a snag —
 for example, over privacy — the default response in the United States is to 
appeal to Silicon Valley start-ups to build better apps. This is what happens 
when today ’ s dominant metaphor for digital space,  “ the cloud, ”  is actually a 
metaphor for private ownership. What gathering spaces emerge within the 
cloud are closest to the ambiguously named privately owned public open 
spaces found in an American city ’ s financial district. Though the landscaping 
of these pocket parks and rooftop gardens bears a superficial resemblance 
to public space, these overly tidy zones are nevertheless administered by 
banks, insurance companies, and the like. The eventual consequence is that 
the lived knowledge essential for imagining and discussing public space has 
begun to atrophy. 

 A sense of our involvement in the politics of digital culture was once easier 
to see back when technology was more scarce. As my chapter on time-sharing 
indicated, networked computers were once a highly limited (and highly cov-
eted) resource. I remember many days of chatting with strangers on a server 
because a small hard drive we shared was getting full, or because we had to 
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arrange a time to run a computationally intensive job. The strange intimacy 
of this cooperation is surely outdated now, but I use it to illustrate a simple 
point. What has changed is less a wholesale form in which power manifests 
itself than the way the cloud increasingly masks that sense of a shared space 
with plenitude, even though it is rooted in, and continuous with, the same 
landscapes, environments, and architectures that have been used for cen-
turies. To think of the cloud as a limitless, all-encompassing medium that is 
simply there, inevitable, or — worse — actively out to get us is to discount our 
own involvement in any sort of shared debate or project. I offer this book to 
you so that we might return the cloud to the scarcest space of all: the space 
of public life. 



 NOTES 

 Introduction 

 1.   The first part of my provisional definition, the system of networks, is tech-
nically what is known as a  “ network of networks ” : there are multiple kinds of 
disparate networks, from fiber to wireless to copper, within it. The Internet 
was so named because it moved data between satellite, packet radio, and tele-
phone networks (inter-networks). To take the example of video streaming, 
when the video moves from a computer network operated by, say, Netflix or 
Amazon, to a different network, the cellular network, this is a  “ network of 
networks. ”  

 2.   Businesses, in contrast, typically date the term ’ s introduction to 2006, 
when it was used by Google to describe a new business model. Finally, 
researchers often list the date as 1996: the  MIT Technology Review  finds a ref-
erence to a patent for  “ cloud computing, ”  an unrealized model, in 1996, while 
the research studio Metahaven incorrectly cites 1996 as the first use of the 
word  “ the cloud ”  as it refers to network design. See Antonio Regalado,  “ Who 
Coined  ‘ Cloud Computing? ’  ”  and Metahaven,  “ Captives of the Cloud, Part I. ”  

 3.   Lewis Fry Richardson ’ s  Weather Prediction by Numerical Process  (1922), 
as identified in Seb Franklin,  “ Cloud Control, or the Network as Medium, ”  
452 – 453. 

 4.   Perhaps the only other legacy of Picturephone, which has been discon-
tinued and is now a relic, is the  “ pound ”  or  “ number ”  key (#) on the phone, 
pressed to differentiate Picturephone calls from voice calls. 

 5.   As Allan Sekula writes, most cargo still takes the same amount of time 
to travel across the Pacific Ocean — eight to twelve days. Sekula,  “ Dismal Sci-
ence, Part I, ”  50. 
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 6.   Scholars Lisa Gitelman and Geoffrey Pingree have suggested that a new 
medium engages in a period of  “ discursive conflict ”  with an older medium 
in order to define its uses for society. A medium is successful, they note, 
when we naturalize it and view it as completely transparent to our histori-
cal frame — when it seems to become  “ unmediated. ”  As a result, the cloud 
is simultaneously transparent — it feels completely natural — and opaque — it 
hides the things that are unnatural to us behind its user-friendly interface. 
Gitelman and Pingree,  “ Introduction, ”  xiv. 

 7.   Scholars who think this way often base their argument on John Arquilla 
and David Ronfeldt,  Networks and Netwars , producing studies such as Samuel 
Weber,  Targets of Opportunity , and Manuel Castells,  The Power of Identity , which 
asks:  “ How can states fight networks? ”  

 8.   James Boyle,  “ Foucault in Cyberspace. ”  

 9.   This idea is forcefully voiced in Michael Hardt and Antonio Negri,  Empire : 
 “ The fundamental principle of Empire as we have described it throughout 
this book is that its power has no actual and localizable terrain or center. 
Imperial power is distributed in networks, through mobile and articulated 
mechanisms of control ”  (384). This extends a strain of thinking most typi-
cally exemplified by communications scholar Manuel Castells in  The Rise of 
the Network Society , and by Yochai Benkler in  The Wealth of Networks . 

 10.   Michel Foucault,  Discipline and Punish , 201. 

 11.   This Deleuzian argument about control is most clearly laid out in books 
such as Alexander Galloway,  Protocol , Wendy Chun,  Control and Freedom , and 
Raiford Guins,  Edited Clean Version , and embraced by scholars in more  “ tradi-
tional ”  disciplines, such as D. N. Rodowick,  Reading the Figural, or, Philosophy 
after the New Media . 

 12.   Gilles Deleuze,  “ Postscript on the Societies of Control, ”  4. For more on 
this shift, see Franklin,  “ The Limits of Control. ”  

 13.   Deleuze,  “ Postscript on the Societies of Control, ”  7. 

 14.   Most critiques of Deleuze ’ s historicity have centered on the relationship 
between disciplinary and control societies, perhaps because they are more 
obviously coterminous in time. Sovereignty receives rather less attention. In 
response to this common line of thought among technologists, Geert Lovink 
has commented that  “ Internet protocols are not ruling the world . ¬ . ¬ . In the 
end, G. W. Bush is. ”  This rejoinder, sent by email to Alexander Galloway and 
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Eugene Thacker, is what opens their book  The Exploit  (1); they propose that 
sovereignty and networks may be related, most notably in examples such 
as Al Qaeda and the  “ swarm. ”  What differentiates our approaches is one of 
method: they focus on the technological mediation of wars, while my study, 
directed at its historical precedents, suggests that this mediation is largely 
a construct. Despite this disagreement, this book ’ s line of thinking is very 
much a response to Lovink (via Galloway and Thacker) ’ s challenge. 

 15.   Michel Foucault,  Security, Territory, Population , 143. As Judith Butler writes, 
political theorists Wendy Brown and Giorgio Agamben have productively 
 “ refuse[d] the chronological argument that would situate sovereignty prior 
to governmentality ”  (Butler,  Precarious Life , 60). 

 16.   Jean Baudrillard, Paul Virilio, and James Der Derian are perhaps the best-
known scholars of this school. 

 17.   John Horvath,  “ Freeware Capitalism. ”  

 18.   David E. Sanger,  “ Mutually Assured Cyberdestruction? ”  

 19.   Achille Mbembe,  “ Necropolitics. ”  

 20.   Davey Alba,  “ It ’ s Time to Fight for Your Digital Privacy. ”  

 21.   The term  “ medium specificity ”  comes from art history and generally 
refers to theories of Greenbergian modernism, though the idea ultimately 
dates back to ancient Greek philosophers, the Renaissance  paragone  bet-
ween painting and sculpture, and Enlightenment texts such as Gotthold 
Ephraim Lessing ’ s  Laocoon, or the Limits between Painting and Poetry  (1766). 
The phrase has been reappropriated in places such as N. Katherine Hayles, 
 “ Print Is Flat, Code Is Deep: The Importance of Media-Specific Analysis, ”  
and Lev Manovich,  The Language of New Media , which (though Manovich 
does not use the term explicitly) attempts to map the specific attributes 
of new media through several organizing principles, such as the database. 
Numerous ever more specific subfields — such as  “ critical code studies ”  
and  “ software studies ”  — have now internalized this method of study, to 
the point where it has become one of the dominant (if not the default) 
methods of analyzing new media. Thinking about the attempts by film 
scholars to define the  “ medium specific ”  properties of film from the 
1890s to the 1930s — is film a (photo)play? is it an art? is it science? — one 
quickly understands the parallel impulse to find the  “ newness ”  of new 
media.  
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 22.   Such studies, particularly in English, are relatively rare. One recent 
exception is Anita Chan ’ s study of Peruvian digital culture; see Chan,  Net-
working Peripheries . 

 23.   Marshall McLuhan,  Understanding Media , 3. 

 24.   The term  “ tactical media, ”  originating in 1993, refers to a set of 
unconventional artistic practices organized around opposition, and 
often describes artist groups such as Critical Art Ensemble, Yes Men, Elec-
tronic Disturbance Theater, and eToy. Perhaps the clearest definition of 
the term comes from Rita Raley as  “ a mutable category ”  that revolves 
around  “ disturbance ” ; examples include  “ reverse engineering, hacktivism, 
denial-of-service attacks, the digital hijack, ”  and so forth (Raley,  Tactical 
Media , 6). 

 25.   This point is made most succinctly in David Joselit,  Feedback . For more, 
see my discussion in chapter 1 on the Ant Farm collective. 

 26.   Technological determinism has been embedded in the very foundation of 
 “ new media ”  studies, at least since Marshall McLuhan. Lev Manovich offers a 
typical example:  “ Today we are in the middle of a new media revolution — the 
shift of all culture to computer-mediated forms of production, distribution, 
and communication . ¬ . ¬ . Mass media and data processing are complementary 
technologies; they appear together and develop side by side, making modern 
mass society possible ”  (Manovich,  The Language of New Media , 19, 23). Wendy 
Chun offers an important corrective to the scholar ’ s assignation of too much 
power to technology:  “ Thus, in order to understand control-freedom, we 
need to insist on the failures and the actual operations of technology ”  (Chun, 
 Control and Freedom , 9). 

 27.   On walling off the commons, see James Boyle,  “ The Second Enclosure 
Movement and the Construction of the Public Domain. ”  On rhizome, see John 
E. Newhagen and Sheizaf Rafaeli,  “ Why Communication Researchers Should 
Study the Internet. ”  

 28.   Tiziana Terranova,  Network Culture , 120. 

 29.   Matthew Kirschenbaum,  Mechanisms . 

 30.   Rob Nixon,  Slow Violence and the Environmentalism of the Poor . 

 31.   Ibid., 200. 

 32.   Peter Lunenfeld,  User . 
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 Conclusion 

 1.   Richie Etwaru,  “ Enough of the Cloud Already, What Is Next for Enterprise 
Technology? ”  

 2.   Steven Connor,  The Matter of Air , 274. 

 3.   Prices for one thousand CAPTCHA problems solved are currently from 80 
cents to $1.50 as of the time of this writing (Freelancer.com); calculations for 
speed of CAPTCHA solving are from Brian Krebs,  “ Virtual Sweatshops Defeat 
Bot-or-Not Tests, ”  and also Finn Brunton,  Spam , 170. 

 4.   Aihwa Ong,  “ Powers of Sovereignty. ”  

 5.   The term  “ soft power ”  — taken out of its international relations context — is 
imprecise, but I believe it offers a useful mnemonic device here. A more accu-
rate explanation is the role of culture in Antonio Gramsci ’ s writings on hege-
mony; it is through culture that the state engineers the active consent of its 
citizens. The cloud, in my argument, is the fluctuating, dynamic, and always 
rewired mechanism of symbolic values for producing this culture (which we 
know as  “ digital culture ” ). 
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