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ABSTRACT

Physics-based algorithms are the gold standard for Modeling and Simulation (M&S) of a System of Systems (SoS);
however, high-fidelity physics M&Ss can be cost prohibitive, slow, and/or exceedingly complex. Further, physics-
based algorithms are often not considered useful until they pass a threshold of “realness,” this adds to cost and delays
the readiness of M&S. Given the costs, development delays, and run speed of physics-based M&S they are often used
sub-optimally, introduced too late to be used to aid design, or simply not implemented at all.

Stochastic algorithms are inexpensive as the same algorithm can be used for each component in an SoS. These
algorithms use a random number generator making them faster and less hardware intensive than physics-based
algorithms. Finally, the parameters used in a stochastic model or simulation can be changed and refined over time,
while still providing actionable insights early on in the design process. However, one drawback of stochastic models
is that they do not have the fidelity of their physics-based counterparts. With this understanding, we assert that the
M&S environment could greatly benefit from more extensive use of stochastic M&S. This is particularly true for
aiding design, as fault identification, and as a guide for better utilization of higher-fidelity M&S tools.

This paper describes the use and benefits of stochastic M&S for SoSs. We compare the capabilities of stochastic M&S
to physics-based M&S using a simplified threat/intercept scenario. We explore how stochastic simulations can aid in
optimization of physics-based M&S by constraining the input space for physics-based M&S. We introduce the concept
of a digital caricature (a stochastic digital twin) and how this can be used in conjunction with real-world data and
existing digital twins. Finally, we describe other avenues of interest for stochastic M&S to aid design, training, and
operations of real-world systems.
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INTRODUCTION

In this paper, we are focused on the application of stochastic models and their use in simulations. This approach is
distinct from randomly generating input for simulations (i.e. Monte Carlo simulation) in that the models themselves
are probabilistic rather than deterministic (Rubinstein & Kroese, 2011). This also differs from propagation of errors
into a probabilistic cloud based on physics simulations (Mooney & Swift, 1999).

A stochastic model is a model in which an event is represented by a Probability Distribution Function (PDF) (Pinsky
& Karlin, 2010). The exact definition of this PDF is determined by input into the model. The outcome of the event
being modeled in a simulation is then determined by a random draw on the PDF. The expectation and behaviors of
different events can be modeled and refined in the PDF to reflect real world (or physics-based) outcomes.

By converting a problem space from physics-based to event-based and then modeling those events using PDFs, we
decouple the simulation from absolute time steps and reduce the complexity of calculations. This drastically reduces
the necessary compute power for the simulations. Moreover, combining reduced compute power with a parallel
approach to running the simulations allows for substantially higher run frequency and a better understanding of the
possible outcomes of the problem space. It has been noted that some of the problems with physics-based M&S has
led to abstraction of such models and the divergence of digital twins from their real-world counterparts (Skinner, 2023).
For this reason, we propose stochastic event-based models as an alternative to low resolution, abstract, physics-based
digital twins. This type of model could be seen as a digital caricature as it is not a perfect representation of its real-
world counterpart but is recognizable and has the prominent features of the real-world counterpart.

Stochastic models are not intended as a replacement for physics-based models but as an overlooked tool that can aid
in design and development of new systems, discovery of the best practices/use of a system, optimizing the effective
use of physics-based high-fidelity M&S, and as a training aid. Further, stochastic M&S is not intended as an
assessment of capability but as a survey of what is possible.

EXPERIMENTAL SET-UP

For this experiment, the intent is to compare a stochastic M&S to a physics-based M&S. In the past, ISSAC has
developed a stochastic M&S to do large system of systems analysis with the Missile Defense Agency (MDA). For
obvious reasons, we cannot use that data for this publication. Further, we do not have use rights to the physics-based
models and simulators used in that work. For this effort, we developed a simple two-dimensional scenario that can be
injected into a simplified two-dimensional physics-like simulator and into a stochastic simulator. In this way, we are
able to do an apples-to-apples comparison between the two approaches and properly assess the costs and benefits of
both approaches and better understand where each approach is best used in the life cycle of a system-of-systems.
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Figure 1: Test scenario layout.

For the scenario we developed for this effort, the red force consists of 5 simple threat models that accelerate from a
launch location to a max speed at which point they “coast” in a straight line to their target. The threats launch at times
t =0,1000,100,1001, 200 respectively, from the top left corner to the bottom left corner of the layout. The blue
force consists of two different types of sensors — 3 overhead and 3 ground — a command-and-control node (not
pictured), and 20 interceptors that only travel in straight lines. These simplified physics components allowed us to
develop simple physics M&S to compare to our event-based stochastic M&S.

Threat Model

Both simulations use the same threat models. These models are physics based and generated using physics-based
modeling independent of the simulation. Modeling the threats separate from the simulation is true to industry practices
and it gives us a simple format upon which to base both simulations. The threat model consists of a simple table with
location, shape, and boost values for each simulation clock tick from the launch to impact.

The two different simulations handle the threat model differently when running. In the physics simulation, the
simulation steps through each tick presenting the instance of the threat at that tick to each sensor model. In the
stochastic simulation, the threat model is used to generate a sequence of events, each with a PDF based on the features
of the threat.
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Physics Based Implementation

In the physics simulation, there are three main model types: sensors, interceptors, and Command-and-Control (C2).
The simulation runner presents the actual location and shape of each threat to the sensor and interceptor models at
each clock tick of the simulation. The models then calculate a view and, if they can, a track for the threat and use a
message bus to pass the information to the C2 model. The view generated by sensor and interceptors contains
introduced errors to replicate resolution limitation and real-world environments. The C2 model predicts a future state
for each track based on all the reports about that track and generates a plan for cueing future sensors and deploying
interceptors. The sensor cue and interceptor deployments are transmitted to the respective models using the messaging
bus.

Sensor Models

In the test scenario, there are 2 types of sensors: overhead and ground. Overhead sensors use the boost value to identify
and generate a view and track of a threat. This means that if the boost value is below the detection threshold, then the
overhead sensor does not see it. Overhead sensors view the whole area of their field-of-view at each tick. Overhead
sensors send tracks to the C2 model using the message bus but does not accept any tasking or mode changes.

In contrast, the ground sensor uses the shape to generate a view and track of a threat. In this case, the sensor determines
if the relative perspective size of the threat is above the resolution threshold of the sensor. The perspective size of the
threat also determines the amount of error added by the sensor to the final generated view and track. The field-of-view
of each ground sensor is partitioned into resolution areas. The sensor can only resolve threats that are in the currently
active resolution area and can only have one active resolution area for each tick. The way the sensor transitions
between active resolution areas depends on the mode the sensor is in. If the sensor is in “scan” mode, then it visits
each resolution area in a minimal number of ticks. If the sensor is in “track” mode, then the sensor has a list of
resolution areas that it is visiting. The track list is based on cues from C2 and from the sensor’s own predictions of
existing tracks.

Interceptor Models

The interceptor is modeled only after it has entered its coast phase. Interceptors have a boost range, which indicates
the distance away from the launch location the interceptor must travel before it coasts and starts looking for a threat
to intercept, the boost time is the time it takes for the interceptor to get from the launch location to the boost range.
Constrained to the boost range and boost time, the C2 creates an intercept plan that tells an interceptor when and where
it should enter that coast phase. At that time, the interceptor model starts acting on the threat information that is passed
to it from the simulation. The interceptor acts similarly to a ground sensor, but it does not communicate with C2 at
this point and only has one resolution area. If the threat is within one tick of the interceptor and the threat interceptor
has a view of the threat, then the interceptor is considered to have hit and destroyed the threat.

C2 Model

The C2 model collects tracks from the different sensors to generate a physics model of each threat. This model consists
of a prediction of the current location of the threat and the velocity of the threat. The C2 model uses this information
to generate cues for the ground sensors and to develop an intercept plan. On the appropriate tick, the C2 model sends
these messages on the appropriate channel of the message bus.

Parallel Runs in the Physics Simulation

In the physics simulation, there is only so much parallelization we can do. This is because each track and prediction
of the C2 model is based on the cumulative knowledge gathered by all the models throughout the simulation. The
accuracy of C2’s prediction leads to putting the interceptors in the right position to intercept the threat and we must
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step through each tick of the simulation to determine if the threat and the interceptor hit. This means that, each time
we run the simulation, we must fully execute each tick of the entire simulation in order. The only parallelization that
can be gained is by running each model independently (either asynchronous, on separate threads/cores, or on separate
hardware). However, the simulation must still pass each tick to each model and the models will synchronize at some
points due to the messages that are passed between models.

If we want to run a statistically significant number of runs of a single scenario (to completely account for intrinsic
error), then we would have to run many instances of the simulation where each instance must iterate through the

thousands of ticks of the simulation clock.

Stochastic Based Implementation

For the stochastic simulation, we must first identify the meaningful events that are to be simulated. This can be done

at several different levels of abstraction and is similar to the concepts used to build Activity Diagrams and/or Sequence

Diagrams from Model Based Systems Engineering (MBSE) (OMG Systems Modeling Language (OMG SysML™)

Version 1.6, 2019) (Jamshidi, 2008). Figure 2 shows the high-level sequence diagram for a single threat in the SoS.
OH-1 C2 G-1 G-3 I-1 12 1-3 I-4

Figure 2: A simplified Sequence Diagram for a
single threat in the system of systems

For this investigation, we are interested in the basic behavior of the system of systems. To this end, we will ignore all
internal events that occur within individual systems and condense all the interactions between the sensors, command-
and-control, and the interceptors into single interactions.

We start with the simulation parameters, which consist of a list of threats and a blue force description, which consists
of an overhead sensor, ground-based sensor, the command-and-control, and interceptor parameters as described at the
beginning of this section. Using these, we create an event stack for each threat. Using these event stacks, we can then
run a simulation that combines all events in order. Each event in the event stack is a stochastic model of the probability
of the event being successfully executed. This means that each event model does the same thing — sets up a PDF based
on some parameters and draws from that PDF — and we do not need to make different models for each event.
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The ARGUS Distribution
The first step in building such a stochastic
model is to decide on a PDF to use. For

) o ARGUS PDF
consistency and simplicity of
implementation, we want the same PDF for 2] ;:8:;
each event that we shift based upon several x=1
. o X=2
factors, such as the previous probability, x=3

number of threats present, number of
interceptors left, etc. For this experiment, we
used the ARGUS distribution, a probability 2
distribution that originated with the ARGUS
particle physics experiment which ran from
1982 until 1992. The ARGUS distribution is
the probability distribution of the invariant

mass of a decayed particle in a continuum 0
background (Albrecht, et al., 1990). The 0.0 02 0.4 0.6 0.8 1.0
ARGUS distribution depends upon a single
parameter, x, which controls the curvature of

Figure 3: Argus PDF for a variety of y values. By selecting a
SR ] % value based on the geometry of the threat and the real-
the distribution. See Figure 3 for a graph of  yor1d sensor or interceptor, we can tailor each event model
the ARGUS PDF for different values of y. for each threat.

The ARGUS distribution was chosen for this experiment for several reasons. The most important is the fact that the
ARGUS PDF is always skewed toward 1, this reflects the fact that each event is designed to succeed and has fewer
failure states than success states. The other main reason is that the ARGUS PDF only requires one input value, y. This
simplifies the creation of the PDF because we can account for all the potential factors with a single equation rather
than several for a PDF that requires multiple inputs. Any PDF could be used to model the likelihood of an event being
successful. The selection of the PDF depends on the information available to influence the shape of that PDF. In this
case, we are interested in building the PDF from the geometry of the scenario.

Calculating % for Event Models

In general, we will build the event stack by first doing a pairwise comparison between sensors and threats. Using these
pairwise comparisons, it is possible to map the geometry of the scenario to a list of characteristics of particular events,
such as: the amount of time that the threat was in view of the sensor, the average angle of resolution of the threat with
respect to the sensor, the variance of the angle of resolution, etc. This way, we keep track of all the important
information for each sensor event. After all these events have been created, we then order them by the first tick in
which the sensor would, theoretically, detect the threat. Finally, we add the intercept plan event and interceptor events
using the probabilities from all previous sensor events.

For the overhead sensor events, we know that the success of a track is primarily based on the amount of time a threat
is boosting in the field of view of the sensor (At), because this time can be quite large, we want to scale it down for
the calculation of . The second criteria for a successful overhead track are the number of threats visible to the sensor
when that threat is in view (n). So, we get the following function for .

At?

A2 + 300 (1)

1
Xou(At,n) = F—I_ 6

The ground-based sensors’ track probabilities are by far the most complicated. The probability of a success is directly
proportional to the amount of time the threat is in the field of view (At), how successful the cue event was that initiated
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the track (i), the average angular size of the threat from the perspective of the sensor (), and the variability (standard
deviation) of the angular size of the threat (0,,). The probability of success is inversely proportional to the number of
threats being tracked by the sensor (n). The ¢ accounts for the range of the threat from the sensor and g,, accounts for
how the angular size changed due to the rotation of the threat and the change of range of the threat.

o 1 (23-At%) _ (o -1)
){G(At,l,QD,O'(p,TL) =;+ m-i-l + 100-(p+% 2

The event successes for C2 are a little more abstract but have to do primarily with the number of threats being handled
(n), and the success of prior events (i) (like initial detection, or track). We also introduce a reliability factor, (f). In
this case, the C2 is highly reliable so we randomly select f such that 4.75 < f < 5.

1
Kool i f) =—+i+ f 3

Finally, the event success for the interceptor is purely dependent on the success of the intercept plan (i), and a reliability
factor (f). However, if there are no interceptors left the success probability drops to 0 so the PDF becomes a delta
function on 0. For the intercept event, the reliability factor accounts for hardware reliability and environmental factors
like weather. This means that this value can range widely so we randomly select the value of f such that 0 < f < 5.

xu@f)=i+f 4)

Building the Event Stack
In general, our event stack will consist of sensor events, C2 events, an intercept plan event, and interceptor events
(Figure 4). Each event will have associated with it a function that returns . Each y function will depend upon a variety
of different variables depending upon the event at hand but will almost
always include the output(s) of the previous event(s). This means that

the probability of any individual event is dependent on both the

parameters of the scenario and the likelihood that previous events were

successful. This y value will then be used to define the PDF, from

which we will take a random draw to feed into the next event.

We will define a sensor event as the interaction between a particular
threat and a particular sensor, so it is useful to think of an event as a
sensor-threat pair. A C2 event will accompany each sensor event since
each sensor will need to cue C2 after observing the threat. Note that,
for the overhead sensor events, we will combine the probabilities for
each into a single probability to pass to command-and-control, as we
are assuming that they are independent of each other. The intercept
plan event will take draws from each sensor event and combine them
into a single probability for input into its x function. The interceptor

events will take as input a draw from the interceptor plan event, after
which, a final draw is done to get the overall probability of a successful
interception. See Figure 4 for an illustration of an example event stack.

Figure 4: The event stack for
threat-1 in the test scenario.
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Combining Event Stacks

Based on the timing of the threats, there is a possibility of resources being tasked by multiple threats at the same time.
This is particularly true of the sensors. In the physics simulation, this is accounted for by the resolution area in the
ground sensor. In the event model, we need to recognize that some events will be degraded because, while they are
independent events when it comes to their outcomes, the probability of each event being successful decreases simply
because both events are using the same resources. We represent this in the event stack by connecting these events with
a dotted line (see Figure 5). In the stochastic simulation, we identify when this happens and have an extra parameter
for each of the y values where this interaction occurs.

Figure 5: The combined event stacks for threat-1, -2, and -3 where concurrent
events take place on the same hardware.

Parallel Runs in the Stochastic Simulation

By converting from a physical domain to an event-based domain, the stochastic simulation no longer depends on
iterating through every tick of the physics-based domain. Instead, we just need to iterate over the layers of the
dependencies detailed in the event stack. This means that each run of the simulation only needs to iterate through a
few dozen events rather than thousands of ticks. For parallelization, this means that we can have more instances of the
simulation running on the same hardware footprint.
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RESULTS AND COMPARISONS

There are several ways to compare these two approaches to modeling and simulation for this effort. We primarily
looked at factors that affect the lifecycle of a simulation tool.

Code and Algorithm Complexity, Creation, and Maintenance

For this effort, we developed algorithms and code from scratch for both simulation domains. This allows us to easily
compare and quantify the complexity of developed code using the same coding language, similar design principles,
and shared implementations of threat operations.

As discussed previously, the physics approach required four different types of models. These were instantiated into 27
unique models for the simulation that needed to be run. The last impact of a threat occurred at tick 5499. This means
that, for each run of the simulation, each of the 27 models needs to act 5499 times. For the sensors and the C2 models,
each of these actions requires more and more effort over time because of the accumulation of history that must be
accounted for to generate a track.

The stochastic approach uses the parameters for 26 of those models (but not the models themselves) to generate a
combined event stack of 57 events. The combined event stack generation is effectively a preprocessing of the scenario.
Once the preprocessing is complete, the combined event stack can be passed to the simulation to be run. The simulation
needs to iterate through the 57 events only once to complete. Further, the stochastic simulation architecture is simpler
than that of the physics simulation because there is no need for a messaging bus or history storage.

This difference in complexity is magnified substantially if we are running simulations in parallel. Each parallel
instance of the physics simulation requires iterating through each of the 5499 ticks, its own message bus, and history
storage, but the stochastic simulation only needs to iterate through the 57 events. If we are looking at hundreds or
thousands of parallel runs, this is a substantial difference in the number of operations needed to complete the task.

The algorithms in the physics approach require an understanding of physics, the interdependencies of the different
systems, and the messaging infrastructure required to implement those interdependencies. This requires a unique
model for each type of system being simulated. In the stochastic approach, there is only one type of model which is
effectively a PDF. The set up of the PDF requires some customization to allow for different inputs but, in the end, the
only operation that is required is that the model accepts a previous probability, generates a final PDF, and makes a
draw from that PDF. This is a simple and well understood set of operations making the amount of code required to
implement the stochastic simulation less than 500 lines of code. On the other hand, the implementation of the physics
simulation was more than 2,000 lines of code. This implies that the creation and maintenance of the stochastic models
and simulation is substantially easier than that of the physics models.

Runtime and Accuracy

In the physics-based model, we introduce some errors. This is intended to mimic a real-world environment. This is
common practice with simulations, but it does mean that a single run of the physics-based simulation is not sufficient
to determine the behavior of the SoS. In a similar way, we need to run the stochastic simulations of the event stack
multiple times. To keep the comparison between the two methods as similar as possible, we wanted to run 1,000
instances of each simulation, further research is needed to determine how many runs of the event-based stochastic
simulation are statistically significant. To get a good idea of how both simulations behave, we run several instances
of the simulations in parallel. In the case of the physics-based simulation, this means running the full simulation in
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each parallel instance. For the stochastic simulation, this means just running the event stack in each parallel instance.
The results are summarized in Table 1.

Table 1: Results of running 1,000 runs of both simulation types.

Simulation Type | Average Run Time (us) Threat Destruction Rate | Standard Deviation

Physics-Based 224,413.544 | Threat O: 0.9501 | The standard deviation does not
Threat 100: 0.9293 | apply here because it is a two
Threat 200: 0.9450 | state result; the threat was
Threat 1000: 0.9492 | intercepted or not.
Threat 1001: 0.9489

Stochastic-Based 373.134 | Threat O: 0.9433 | Threat O: 0.0236
Threat 100: 0.9388 | Threat 100: 0.0251
Threat 200: 0.9419 | Threat 200: 0.0247
Threat 1000: 0.9441 | Threat 1000: 0.0289
Threat 1001: 0.9460 | Threat 1001: 0.0260

As we can see from the results of 1,000 simulations, the physics-based simulation takes three orders of magnitude
longer to run than the stochastic-based simulation, while showing similar trends in the threat destruction rates. For
instance, the threats launched at t = 1,000 and t = 1,001 cross the scenario area and spend particularly large amounts
of time in the field of view of the third ground sensor. This is reflected in both simulations with slightly higher threat
destruction rates than the threats launched at t = 100 and t = 200. Similarly, the threat launched at ¢ = 100 has the
lowest threat destruction rate in both simulations. This is due to only being tracked by one ground sensor.

The formulas for y, described above, could be further refined to better reflect the physics-based simulation. This could
be done in several different ways; from in-depth investigation into the quality of the messages being sent between
elements in the physics-based simulation, to using a neural network to determine higher quality definitions for .

One of the further benefits of the stochastic-based simulation is that we can collect the draws for each event in the
event stack. Allowing us to identify the events that contribute the most to the overall success (or failure) of the stack.
This can also be done in the physics-based model, but it requires interpretation of the messages sent between the
elements of the SoS. As each message set is different there must be a unique set of interpreters for each message set,
making the analysis of the root cause of a low destruction rate much more difficult and complicated. Such analysis is
beyond the scope of this document but worthy of further discussion for stochastic-, physics-, and hardware-in-the-
loop-based simulations.

STOCHASTIC M&S IN THE LARGER M&S ECOSYSTEM

While the outcomes of the stochastic M&S are not always the same as those of the physics M&S, the stochastic
approach does provide some insights into the behavior of a system of systems. The shorter run times, the rapid
implementation based on generic models, and the ability to make reasonable predictions about the outcome of an SoS,
indicates that there is a place for stochastic M&S in the M&S ecosystem.

High Fidelity M&S Use Optimization

Currently, physics-based M&S are the only accepted approach for understanding how an SoS will respond to different
initial conditions. This is a problem because the cost and speed of such M&S makes it difficult to fully characterize
the SoS response for all situations and edge cases.

We propose introducing stochastic M&S to the SoS testing environment in order to better utilize the physics-based

tools. This approach would use an existing physics M&S to refine a stochastic M&S based on the results of a handful
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of runs of the physics M&S. Then the stochastic M&S would use a Monte Carlo approach to vary the inputs to the
simulation (Metropolis, Rosenbluth, Rosenbluth, Teller, & Teller, 1953) (Hastings, 1970) (Liu, Liang, & Wong, 2000).
This would provide a map of how the SoS might respond to the full range of possible inputs. The results of such a
map should be spot checked by the physics M&S. Any problem areas that might have more variability in response
should be the focus for further physics M&S testing. The goal being to focus the physics-based testing in the areas
where a high level of detail is needed, while establishing confidence in the SoS behavior in the broader domain of
possible inputs. This would optimize the use of the physics M&S, ensuring that the time and cost of running such
simulations (particularly hardware in the loop simulations) are being done for meaningful and consequential scenarios
and inputs.

Early Design Testing

The simplicity and common implementation of the models for stochastic M&S means that a library of event models
could be created. The library of stochastic event models would be completely independent of any system design or
operation. In event-based stochastic M&S, a system’s design is expressed in the way that events connect in the event
stack. The operation of a system’s components is captured in the parameters that feed the PDFs. This means that
stochastic M&S could be used as an early check to ensure that a design will satisfy system requirements and
expectations particularly about reliability and redundancy. Some of the original concepts for event-based stochastic
M&S came from MBSE design tools like activity diagrams and sequence diagrams. The information in these two
diagrams can be extended with information about PDF choices and parameters to generate the event stack used by the
stochastic M&S. This allows M&S tools to be introduced in the development phase of a system’s life cycle, rather
than waiting to build M&S only after fully designing the system.

CONCLUSION AND FURTHER EFFORTS

While stochastic M&S will never fully replace physics M&S, it does have a role to play in the overall M&S
environment and in the systems engineering process. Stochastic M&S is much simpler to set up, more universal to
implement, and faster to run, making it a good tool for a low resolution first look at the behavior of a complex system
of systems.

The goals of this effort were to build a testbed where we could do some initial comparisons between physics M&S
and stochastic M&S approaches. Now that the basic concepts have been developed and implemented, there is a wide
range of possible efforts that can be explored.

In this effort, we intentionally kept the level of abstraction of event stacks high with the aim of replicating the overall
behavior of the system of systems. The level of abstraction could be lowered to include events that are internal to a
component (i.e. an interceptor probability to make it to a target location, or the timeliness of C2 developing an intercept
solution) and more interstitial events (i.e. a sensor being in a state where it can be cued when it receives a cue, or
refining an intercept location after interceptor launch). This lower level of event abstraction could provide insights
into how individual systems behave within the context of the larger SoS.

There is still a large amount of experimentation to be done with different PDFs and different approaches to adjust

those PDFs to better reflect the physics-based and real-world results. The event based stochastic approach may also
have unique capabilities to model and simulate possible human interactions with a system or SoS.
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