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ABSTRACT

Simulated training environments have been identified as a vital training resource for the United States military.
Compared to live training, such environments provide a cost-effective and safe alternative that can simulate a wide
variety of training tasks, procedures, and exercises while minimizing the use of resources. With advancements in
technology, simulated training environments now offer increasingly sophisticated training platforms that can be
integrated and augmented with other technology, such as virtual reality and Al. However, as the military moves further
into a digital training landscape and live training continues to be replaced by simulated training, it is key for leaders
to understand the level of training fidelity simulated training provides. For example, inadequate training fidelity may
be indicative of elements of simulated training that fail to provide training experiences compared to other training
environments, such as live training or more robust, high-fidelity simulators. Understanding such deficiencies could
inform areas of training that may need to be augmented and/or where to invest in improvements (e.g., upgrades to
technology, scenarios, realism, etc.). Further, in addition to understanding inadequate training fidelity, it is also
important to identify areas of adequate or exceptional training fidelity that can continue to be trained with a high
degree of confidence. Simply put, understanding both the limitations and strengths of simulated training are critical
for developing and sustaining well-trained warfighters. As a result, the following paper outlines a systematic approach
to the evaluation of simulator fidelity that leverages subjective assessments of trainees as well as presents findings
from a fidelity evaluation from a sample of United States Air Force (USAF) operators. In addition to findings from
the fidelity evaluation, the following paper presents best practices and critical considerations when examining
simulated training fidelity that are generalizable across the training community at large.
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INTRODUCTION

Increasingly, the Department of Defense (DoD) is becoming more reliant on simulated training environments (e.g.,
virtual reality, augmented reality, live-simulator blended environments) to provide training, as such environments
offer several advantages when compared to traditional, live training experiences. For example, training devices such
as simulators provide the ability to practice otherwise dangerous tasks, allow for multiple repetitions of a task, reduce
costs, and minimize the expenditure of other resources (e.g., labor; Myers et al., 2018). Given the advantages of
simulated training environments and the development of high-fidelity simulators, such simulators have been widely
adopted by industries such as commercial airlines, medicine, and athletics as key sources of training (Ragan et al.
2015; Spencer, 2009). Within the United States Air Force (USAF), simulator-based training that mirrors platforms
with varying degrees of fidelity are used to provide critical training while also addressing ongoing resource gaps
within the USAF. For example, as a result of an aging fleet and increased energy costs, simulators have been used to
provide low-cost training that minimizes the need for repetitive training events while also increasing training event
effectiveness (Spencer, 2009). Although there are several advantages to simulators and simulator-based training that
have been demonstrated empirically, there remains a gap in the effectiveness of applied approaches that examine
fidelity as it relates to meeting the training requirements that are necessary for a well-trained force. As a result, and as
the USAF and DoD continues to operate in an increasingly virtual world, the increase in simulated training
environments must be met with more intentional efforts to understand both the fidelity of simulator-based
environments as well as the impact of simulator-training on the ability to meet training requirements.

Simulated Training Environment Fidelity

All training environments where training is not on-the-job can be classified as simulated training environments,
whether they are comprised of live, virtual, constructive, and/or augmented elements. Within such environments,
simulated training fidelity is described as the “degree to which the training devices must duplicate the actual
equipment” (Allen, 1986). However, both objective (e.g., mathematical) and subjective (e.g., psychological)
definitions of fidelity have been used to understand and demonstrate the impact of fidelity on training (Lefor et al.,
2020). The primary question concerning training environment fidelity often focuses on whether or not the simulation
represents the real-world well enough to facilitate adequate and accurate learning to support positive transfer without
introducing negative training in the form of inaccuracies, “sim-isms,” or counterproductive cognitive or physical
habits (Hamstra, et al., 2014; Roberts, et.al., 2020).

While there is a substantial body of literature that recognizes the multi-dimensional nature of fidelity, including
physical, functional, visual, aural, tactile, kinesthetic, and cognitive/psychological, (Alessi, 2017; Allen, et. al, 1986;
Hays, 1980; Rehmann et al., 1995; Schroeder et al., 2014), there lacks a universally accepted terminology to describe
simulator-based training fidelity (Stanton, et.al., 2020). Further, in addition to the physical simulator, simulator-based
training fidelity can be impacted by aspects such as the training methodology of the simulator user, characteristics of
the broader environment the simulator is a part of (e.g., other simulators that are part of the training), and information
that is embedded within the simulators (e.g., training scenarios). Despite this, it is evident that the level of fidelity in
each dimension that is necessary for effective training is dependent upon the training task (Beaubien & Baker, 2004;
Hamstra, et al., 2014). Given that many simulated training environments are designed to train a myriad of tasks, a top-
down approach to evaluating the overall fidelity of a simulated training environment is too cumbersome and
contextually insensitive. Rather, what is needed is a bottom-up approach that is focused on training requirements and
whether or not the simulated training environment can provide adequate levels of fidelity to meet the training
requirement threshold.
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SIMULATOR FIDELITY ASSESSMENT APPROACH
Background

Within the past decade, the USAF has utilized several simulator assessment and evaluation methods. However,
previously, there lacked a systematic approach to understanding the perceptions of training fidelity from the everyday
user, or operator. As a result, the following simulator fidelity assessment approach was developed with three explicit
goals in mind, all of which specifically addressed key gaps or limitations of existing evaluation methodologies. The
first goal was to leverage the experiences of the operator (e.g., the warfighter utilizing simulator-based training) to
better understand how simulator training impacts the ability to meet training requirements. More explicitly, the intent
of this goal was to utilize the opinions and perceptions of the operators to better understand how simulators facilitate
or fail to facilitate adequate training and map that onto to their own established training requirements. The next goal
was to expand the diversity of the data to include both qualitative and quantitative data. The intent of this goal was to
ensure that the results of the evaluations included data that were standardized and could quantify elements of the
simulator training (quantitative date) while also descriptive enough to account for contextual nuances within each
simulator (qualitative data). Further, the qualitative data could be used to specifically understand the perceptions of
the operators at an individual level. Lastly, the third goal was to create an evaluation that could generate a report
quickly and in an accessible format that could help inform leaders when making decisions when addressing inadequate
simulator training capabilities. Early prototype stages of this approach were executed using proctored written
evaluations to allow for variations in answer responses (e.g., if an operator selected a certain answer response, the
operator would be presented with additional questions that corresponded to their selection). To reduce the labor-
intensive nature of the evaluations and to modernize the approach, the evaluations were transitioned to a web-based
platform which increased the flexibility of the evaluations and minimized the need for face-to-face proctored data
collections.

Approach

The following section outlines the simulator fidelity assessment approach using an example from an evaluation within
the USAF. This approach, however, is highly flexible and can be altered to assess different domains and types of
simulators or training devices. As previously mentioned, this approach is executed using a web-based platform which
allows for virtual evaluations and maximum flexibility. See Figure 1 for an overview of the process.

To begin, evaluation content is generated and imported into the web-based platform. Although customizable, the
developed evaluation content often leverages established training documentation, such as existing training
requirements. For example, previous content has included training tasks from Training Task Lists (TTLs) and Ready
Aircrew Program (RAP) Tasking Memos (RTMs). As part of this process, key stakeholders, and subject matter experts
(SMEs) are involved in selecting and modifying the evaluation content to ensure that the content is relevant, applicable
to simulator training, and appropriately represents training requirements. For example, content from RTMs that refers
to training requirements that are performed outside of the simulator would be removed.

Next, a set of primary and secondary deficiencies are developed. Deficiencies are categories and sub-categories that
are used to identify technological areas that causes an inability to receive satisfactory training (see Figure 2). Unique
to the current approach, deficiencies were
utilized in order to facilitate the identification
of trends within the data, such as primary and
secondary sources of inadequate fidelity.
Primary  deficiencies  represent  the _Ifanitemis insufficient,
overarching category (e.g., Scenarios) while identify a primary deficiency
secondary deficiencies represent nested,

corresponding sub-categories (e.g., Realism).

Similar to the evaluation content, primary and

secondary deficiencies are developed in

partnership with key stakeholders and SMEs

in order to ensure relevance.

Assess each item using a standardized scale

Figure 1. Evaluation Process Overview
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Figure 2. Example Deficiency Set

Once the evaluation content and deficiencies have been finalized and imported within the platform, the simulator
evaluation can occur. The simulator fidelity assessment approach utilizes a drill-down methodology in order to collect
both standardized quantitative as well as more flexible and contextual qualitative data. Operators are asked to rate
each evaluation item on a Likert scale. Although customizable, previous evaluation response options include “very
poor,” “poor,” “marginal,” “good,” and “very good.” Operators are also given the response options “does not exist”
for training capabilities that do not exist within their simulator as well as “did not evaluate” for training capabilities
that they are unable to evaluate. For example, an operator may select did not evaluate in the event that they have not
experienced the simulator capability despite the fact that it exists within the simulator. If an item is rated as insufficient
(“marginal,” “poor,” or “very poor”), operators are instructed to identify a primary deficiency (e.g., Visuals) as well
as one secondary deficiency (e.g., Field of View [FOV]) that best reflects the simulator deficiencies for that training
item. In addition, for items rated insufficient, operators are then required to provide an open-ended comment detailing
additional information on the deficiency they selected as well as the reason the training item was rated as insufficient.

The results of the evaluation are then exported as a JavaScript Object Notation (JSON) file and uploaded to an Excel
report template. The evaluation report contains eight essential pieces of information: (1) a high-level overview of the
number of items in each rating category, (2) the highest and lowest-rated items, (3) items that demonstrated both a
high degree of agreement and disagreement among raters (interrater reliability calculated using Fleiss’ Kappa; Landis
& Koch, 1977), (4) a summary of primary and secondary deficiencies, (5) potential training gaps based on training
tasks that were not rated, (6) participant demographics, (7) detailed item-by-item summary statistics for each item
including rating distribution, inter-rater reliability, numeric average, percentage of ‘not rated’, and the top primary
deficiency; and (8) full rater comments sorted by training category. In sum, the various parts of the report indicate the
quality of the training environment using multiple types of data as well as includes statistical principles that examine
the quality of the data. Taken together, the information within the report helps to facilitate decision-making across the
entire spectrum regarding what can be trained and what cannot; what shortcomings are the biggest problem and
whether they can be improved, and which training environments offer the greatest return on investment for training
dollars spent.

SIMULATOR EVALUATION
Methods

The following evaluation examined the simulator training fidelity of a Command and Control (C2) platform.
Participants in the evaluation included 28 Air National Guard (ANG) operators across two evaluation groups. The
sample included both enlisted servicemembers (n=24) and officers (n=4). The average number of years in service
was 10.5 years and the average number of years with the evaluated platform was 8.3 years. On average, the sample
had completed 2.5 virtual flag exercises with the evaluated platform. Evaluation group one (n=17) consisted of two
positions and evaluation group two (n=11) consisted of three positions. The two evaluation groups were created
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based on the positions of the operators and their required training task requirements such that positions with similar
training task requirements were aggregated within the same evaluation group. This process was done utilizing input
from both SMEs and key stakeholders.

Content for the evaluation was generated from the TTLs and RTMs. For this particular evaluation, there was an
emphasis on better understanding simulator training fidelity across different training methodologies, such as the use
of a distributed mission operations (DMO) network to conduct simulator training. As a result, the evaluation was
structured such that operators evaluated both their local, standalone simulator training as well as their distributed
simulator training for each evaluation content item. Given the emphasis on better understanding distributed
simulator training, the evaluation also included two additional modules that had multiple choice and open-ended
questions regarding distributed simulator training. Questions for these two modules were developed in partnership
with key stakeholders and SMEs. Although the training for the sampled unit occurs on the network facilitated by the
Distributed Trained Operations Center (DTOC), distributed training was referred to as DMO as specificized by
stakeholders due to operator’s familiarity with the term as a reference to distributed training.

The evaluation occurred in person as part of a larger training exercise. Operators participating in the evaluation were
provided a brief overview of the evaluation process and then registered within the web-based platform. In order to
ensure both privacy and security, the operators were able to register with their common access card (CAC) or their
email and cellphone, which included a two-factor authentication (2FA) process to access the platform. Operators
were provided a laptop and completed the evaluation across three designated time-blocks. The evaluation was
conducted in partnership with Air Combat Command (ACC) and the Air Force Research Laboratory (AFRL).

Results

Results from the standalone evaluation demonstrate simulator fidelity gaps for several training items for both
evaluation group one and two (see Table 1 for a summary). For evaluation group one, four items had a mean score of
marginal. The highest rated item was “Crew Integration”, and the lowest rated item was “Link 16 Ops.” The average
item reliability was .58 (moderate agreement) with three items having poor or lower reliability and nine items having
marginal reliability. When looking at the individual items, 38 of the 41 items had at least one deficiency. On average,
operators cited 5.94 deficiencies when completing the evaluation. The most common primary deficiency was
Scenarios (39 citations), and the most common secondary deficiency was Scenario Realism (23 citations). At least
one operator selected “did not evaluate” or “does not exist” for 24 of the items. In total, there were 99 comments for
evaluation group one. For example, “System has no capability to simulate electronic attack/jamming on sensor
operations.”

For evaluation group two, one item had a score of poor or lower and 13 items had a mean score of marginal. The
highest rated item was “Air Track ID”, and the lowest rated item was “Large Force Employment (LFE) Control.” The
average item reliability was .48 (moderate agreement) with 10 items having poor or lower reliability and 7 items
having marginal reliability. When looking at the individual items, 37 of the 42 items had at least one deficiency. On
average, operators cited 9.00 deficiencies when completing the evaluation. The most common primary deficiency was
I0S/White Force Exercise Administration (42 citations), and the most common secondary deficiency was
Instructor/Operator Station (IOS) Implementation (34 citations). At least one operator selected “did not evaluate” or
“does not exist” for 13 of the items. In total, there were 96 comments for evaluation group two. For example, “This is
limited by available stations and manning to successfully recreate a realistic scenario. Additionally, there is not a
dedicated training for the white force, this is just basically sit and execute with no formal training.”

Results from the DMO evaluation demonstrated similar results to the standalone evaluation when examining top and
bottom rated items as well as number of deficiencies for evaluation group one and two, albeit with some key
differences. For evaluation group one, three items had a mean score of marginal. The highest rated item was “Crew
Integration”, and the lowest rated item was “Config Sys Console.” The average item reliability was .61 (substantial
agreement) with only one item having poor or lower reliability and seven items having marginal reliability. Similar to
the standalone evaluation, 38 of the 41 items had at least one deficiency. On average, operators cited 5.35 deficiencies
when completing the evaluation. The most common primary deficiency was Connectivity (38 citations), and the most
common secondary deficiency was CNT Distributed (23 citations). At least one operator selected “did not evaluate”
or “does not exist” for 22 of the items. In total, there were 84 comments for evaluation group one. For example, “Non-
chat availability creates a bottleneck in the amount of interfaces between a crew and the DMO personnel.”
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Lastly, for evaluation group two, seven items had a mean score of marginal. The highest rated item was “Transmit
Tactical Reference Point (TRP)”, and the lowest rated item was “Perform CC Ops.” The average item reliability was
.58 (moderate agreement) with seven items having poor or lower reliability and six items having marginal reliability.
When looking at the individual items, 34 of the 42 items had at least one deficiency. On average, operators cited 7.18
deficiencies when completing the evaluation. The most common primary deficiency was Scenarios (47 citations), and
the most common secondary deficiency was Scenario Realism (26 citations). At least one operator selected “did not
evaluate” or “does not exist” for 13 of the items. In total, there were 96 comments for evaluation group two. For
example. “DMO's are usually better than local SIMs though it's not always the case. I've been in DMO scenarios where
we control off a phone-like line versus the utilization of radios.”

Table 1. Results Summary Table

Evaluation Highest Lowest # of Avg. Avg. Top Top # of
Group Rated Item Rated Insufficient ~ Reliability Cited Primary Secondary Comments
Item Items Deficiencies Deficiency Deficiency
Group 1: Crew Link 4 .58 8.42 Scenarios Scenario 99
Standalone | Integration | 16 Ops Realism
Group 2: Air LFE 14 A48 12.38 10S/White 10S 96
Standalone | Track ID Control Force Implementation
Group 1: Crew Config 3 .61 9.10 Connectivity CNT Distributed | 84
DMO Integration | Sys
Console
Group 2: Transmit Perform 13 .58 9.88 Scenarios Scenario 96
DMO TRP CC Ops Realism

In addition to the individual evaluation reports, a comparative report was generated to better examine differences in
standalone and DMO training ratings (See Figure 3). Analyses revealed few differences between the training
environments. Descriptively, DMO items were rated slightly higher compared to standalone simulator training. For
evaluation group one DMO was rated better in 44% of the items compared, Standalone was rated better in 27%, and
the remaining 29% had identical ratings. The average rating per item was 3.91 for DMO and 3.87 for Standalone. For
evaluation group two, DMO was rated better in 76% of the items compared to just 14% for Standalone and 10% of
the items were rated the same. The average rating per item was 3.82 for DMO and 3.58 for Standalone. Paired t-tests
were completed for individual items and overall average ratings for each group and revealed no statistical differences.
Additional analyses were conducted to determine if the difference between ratings could be attributed to experience
or position, but ANCOVAs revealed that neither experience nor position were significant covariates, although
statistical power was very low given very small ns for individual positions.

Percentage of Training Items Rated Average Training System Rating for MSO
Differently or the Same for MSO Participants
3.91 3.87
4.00
29%
2.00
M Stand Alone Higher No Difference B DMO Higher 0.00 )
DMO Standalone Simulator
Percentage of Training Items Rated Average Training System Rating for ABM/WD/SL
Differently or the Same for ABM/WD/SL/MC Participants
14% 3.82
4.00 3.58
10%
2.00
0.00
m Stand Alone Higher No Difference  mDMO Higher DMO Standalone Simulator

Figure 3. DMO and Standalone Results
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Key Themes and Limitations

Results from the evaluation demonstrate both strengths of simulator training as well as areas of improvement for both
standalone and DMO training. Although several simulator training deficiencies were highlighted, a few key themes
emerged. To begin, responses for both Standalone and DMO training highlighted limitations of training scenarios. For
the standalone simulator training, comments frequently cited the need to generate local scenarios in-house with
minimal specialized support. For DMO training, comments frequently cited the limited number of scenarios available
and the lack of both variety within the scenarios as well as complexity. Specifically, comments noted a lack of
scenarios with advanced adversaries and 5" generation platforms. Another key theme included limitations to mission
playback and debrief capabilities. For standalone simulator training, comments reflected a lack of on-site debrief
capabilities. For DMO training, comments cited limited playback capabilities from the DTOC. Lastly, and one of the
more frequently cited comments, regarded limitations to simulator degraded operations training. For both standalone
and DMO training, comments cited that communications and equipment degraded operations training are lacking. For
example, operators noted that simulated radio communications provide low fidelity training when compared to live
experiences with radio communications such that within live experiences, radio communications are often not as clear
as simulated radio communications.

There are several limitations that may impact the results of the evaluation. To begin, although nearly the entirety of a
unit was sampled, the sample is small compared to the larger community that represents the evaluated platform. In
addition, the sample comes from an ANG unit, which may have unique differences in training, equipment, and
experience when compared to an active-duty unit. Both of which may have impacted the strength of the relationship
when examining differences between DMO and standalone simulator training ratings. More explicitly, although the
data demonstrated increased ratings for DMO, the sample size and nuances within the sample size (e.g., experience
level) may have contributed to the lack of significant findings. As a result, an effort is underway to collect additional
data for the evaluated platform, to include data from an active-duty unit.

BEST PRACTICES

As previously mentioned, the described approach represents one potential method of assessing simulator training
fidelity. However, when assessing simulator training fidelity or simulated training environments more broadly, there
are several best practices that should be considered that are not specific to the aforementioned approach.

To begin, it is crucial that feedback and simulator fidelity information is collected, and that how that data are collected
is carefully considered. Although this may seem like a fundamental and obvious best practice, oftentimes “fidelity
assessments” are based on a few individual’s experiences through the use of informal, ad hoc inputs from trainees,
operators, and evaluators. Instead, simulator fidelity assessments should seek to implement a standardized process or
approach to gathering the data with specific questions or points of understanding in mind. This will facilitate the
collection of data as well as ensure that the data collected are usable and can accurately and appropriately address gaps
in simulator fidelity.

In addition, it’s important to consider simulator fidelity wholistically. Within the USAF, simulator fidelity is made up
of several parts such as the physical simulator equipment, the scenarios and threats displayed within the simulator,
and the cross-platform training engagements that occur as part of simulator training. In any given situation, one part
may be disproportionately and adversely impacting the perception of fidelity. For example, an operator may perceive
the simulator equipment as providing insufficient training when in actuality, the scenarios being developed for the
simulator training are contributing to a lack of fidelity and training transfer. Further, trainees, operators, and evaluators
may not always understand or know where problems occur that impact simulator training fidelity. As a result, it’s
important to consider all parts of simulator training fidelity when determining both areas of adequate fidelity and areas
of improvement.

Next, it is important to consider both individual responses as well as the data at an aggregated level. For example,
individual responses, especially qualitative responses, often demonstrate individual differences in simulator
experiences. More explicitly, individual qualitative responses may illuminate more nuanced simulator perceptions that
can be the result of individualized experiences such as inadequate training or lack of experience. On the other hand,
individual qualitative responses can also demonstrate a more robust and descriptive understanding of problems with
a simulator given repeated exposure over time. Similarly, individual responses can also provide key contextual

VITSEC 2023 Paper No. 23333 Page 8 of 10



2023 Interservice/Industry Training, Simulation, and Education Conference (I/ITSEC)

insights. For example, it may be the case that more experienced operators are rating a content item, on average, as
providing sufficient training while less experienced operators are rating the same item, on average, as insufficient.
Examining the individual qualitative responses can provide contextual information that explains the difference (e.g.,
difference in training, difference in expectations when it comes to technology, etc.). Although individual qualitative
responses can be incredibly insightful, it’s important to also consider the data as a whole. Data at an aggregated level
often more accurately reflects broad issues, opposed to one person’s individual response. When making key decisions
such as where to spend time, money, and effort when addressing simulator fidelity, data at the aggregate-level are
more likely to provide a reliable reflection of widespread, critical issues, especially in larger samples. In many cases,
the loudest or “squeakiest” voices can shape beliefs about the quality or fidelity of simulator training. As a result, it is
key to have data at an aggregate-level that demonstrates the ground truth.

Lastly, while simulator fidelity assessments are targeted at better understanding the trainer, not the trainee, simulator
fidelity can also provide key insights regarding training outcomes. For example, in the described approach, potential
training gaps were highlighted using a “did not evaluate” and “does not exist” response option. This option reflected
training items that operators had not experienced because they did not have the opportunity to experience the item or
weren’t sure whether the simulator has or will have the capability. Given that the purpose of simulator fidelity
assessment is often not to evaluate training outcomes, such findings may require follow-up evaluations or focus groups
to better understand training gaps.

CONCLUSION

In conclusion, simulator fidelity assessments are critical for understanding simulated training environment strengths
and areas of improvement. The current paper presents a simulator fidelity assessment approach that leverages the
perceptions of the operator in order to better understand simulator fidelity in the context of training requirements.
Results from an evaluation demonstrate critical areas of improvement that are limiting perceptions of adequate training
as a result of simulator deficiencies. Further, results demonstrate trends in rating differences between standalone
simulator training and distributed training that need to be further explored, including addressing limitations of the
current effort. Taken together, simulators and simulated training environments must continue to be assessed to
understand the extent to which they are providing training that allows for establishing training requirements to be met.
Simulator assessments are essential to allocate resources and training hours to those training environments that provide
the greatest return on investment — balancing the monetary and human costs and risks with the associated projected
gains in readiness. Additionally, assessments reveal other essentials such as user buy-in, practical training gaps, force-
wide training gaps, and diagnostic information to direct training environment improvements. This is especially
important as simulators and other virtual trainers become more popular and as the USAF and the military at large
continues to lean into a digital training landscape that provides varying levels of training fidelity.
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