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ABSTRACT

Despite meta-analyses showing strong learning gains for adaptive learning, few domain areas are covered by adaptive
learning. A key reason for this is a content bottleneck: currently, adaptive systems require highly-trained computer
scientists and educational specialists to add new content. To explore this issue, the Rapid Adaptive Content Registry
(RACR) project is researching a pipeline of interactive tools designed for content managers with little or no training
to incorporate content into an adaptive learning ecosystem. This prototype consists of four components:
1) Adaptive Module Registry for composing a set of learning resources and learning objectives (competencies)
in an intuitive content-management Ul
2) Rapid Content Analysis Service, which leverages machine learning to analyze web pages (static or dynamic),
PDFs, or short videos to generate metadata tags for competencies, estimated duration, and complexity;
3) Preview and Text Extraction interface to review, test, and manually extract text from resources; and
4) Module Simulator to analyze the ability of the available content to adapt to different simulated student
patterns (e.g., struggling learner, learner starting with partial mastery, etc.)
This paper outlines the design principles, machine learning performance, and formative usability testing process for
this toolkit. For this research, the performance metrics are authoring time, metadata tag quality, deployment reliability
(valid content), and personalized pathways (differentiation between different kinds of learners). A comparison of
machine learning models based on BERT-S to generate competency tags is presented, which indicates that a general
model (not tag-specific) is reasonable for cold-start labels. Initial testing indicates potential usefulness of such a tool,
but frustration with delays and limitations for tagging more complex learning resources (e.g., videos, simulations).
Strategies and issues for integrating this tool into an enterprise ecosystem are also discussed, such as how specialized
tools should integrate with more traditional content management systems.
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INTRODUCTION

Personalized, adaptive learning offers compelling benefits, often estimated in the range of 0.25 to over 1 standard
deviation of improvement, depending on the domain and granularity of adaptation (VanLehn, 2011; Kulik & Fletcher,
2016). Adaptive learning techniques have correspondingly started to see broader use, with platforms such as ALEKS
(McGraw Hill), Khan Academy, and SquirrelAl reaching thousands of regular users. However, adaptive learning
remains largely constrained to “walled gardens” of content with little support for an end-user organization’s content
managers or instructors to add or edit content. Scalability is limited because adding content to adaptive systems
currently requires substantial Al expertise. More subtly, relevance is also limited because the barriers to specialized
expertise mean that adaptive content in adaptive systems cannot be easily updated to track fast-changing topics or
enable instructors to customize content.

To support a wider range of domains and changing career paths, adaptive content ecosystems require infrastructure to
support a broader space of content that can be matched to each learner’s needs (Barr, A., & Robson, 2019). These
issues are particularly relevant to efforts such as the U.S. Navy’s Ready Relevant Learning (RRL) and associated
research effort on the My Navy Learning (MNL) adaptive learning framework (Schatz & DADLAC, 2022). The scale
of a service-wide ecosystem such as MNL for adaptive learning requires reusable tools to recommend content across
a Sailor’s career path and needs. At present, tools to create and manage this scale of adaptive content do not exist.
Such tools must:

e Allow the development and maintenance of an adaptive content ecosystem for learning

e  With minimal (or no) training, allow the incorporation of content into an adaptive system such that it is ready

to deploy
e  Support a team of content developers who can update and independently add resources

To reach this scale, we must broaden the range of personnel who can add content. Course developers without
specialized Al training must be able to add instructional material to a resource library. A key step in enabling that is
to develop tools that use Al to automate parts of the content management process. In many ways, registering adaptive
content following best practices for course development: establishing learning objectives, then selecting lessons that
teach and assess those objectives. However, adaptive content has unique considerations:
e Metadata: Resources must be tagged with competencies / knowledge components and other data such as
duration and complexity, to enable tracking what learners know and to recommend resources.
e Consistency: Different authors must tag similar resources with similar metadata.
e Coverage: Content modules must ideally have sufficient resources for each competency to enable meaningful
adaptation.

Research on these areas indicates that Al and machine learning (ML) offer capabilities to assist meeting these
requirements. Automatic generation of metadata that describes resources based on their content is the subject of a
growing body of research (e.g., Ambite et al., 2019; Bell et al., 2020; De Medio et al., 2016; Garten et al., 2019).
Increasing quality of natural language processing tools offers the potential to perform such analyses in real-time, which
would make them accessible to content managers. ML tags should also improve consistency and reduce creation of
duplicate tags (e.g., an ontology could be used to enforce constraints). Coverage might be estimated through simulated
student methodologies (Krauss, Merceron, & Arbanowski, 2019). In this approach, a simulated student could generate
distributions of hypothetical resource completions, and a simplified recommender simulator could help determine
which competencies have gaps in which sufficient remediation and assessment are unavailable.
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The Rapid Adaptive Content Registry (RACR) project at the University of Southern California’s Institute for Creative
Technologies (ICT) investigates the feasibility of building an adaptive content management tool to quickly import and
publish content into an adaptive learning ecosystem by non-specialist content experts. This paper describes the RACR
prototype, which assists users registering adaptive content with an intelligent user interface. Before describing the
system, we will review relevant background research and systems that inform this work. Next, we will present the
user interface design principles for RACR, a comparison of different rapid content tagging techniques explored, and
formative feedback from a small number of user testers.

BACKGROUND

Fundamentally, adaptive content management is a subset of content management systems (CMS) more generally.
Content management varies widely based on use-cases, and early estimates for CMS overall were that as much as
70% of businesses used custom tools to manage content (Vitari, Ravarini, & Rodhain, 2006). For learning content,
three main options exist: generic CMS systems, learning management systems (LMS), and custom-developed
solutions. Use of tools to manage learning content varies by sector, with LMS very common in post-secondary
education, but custom solutions often used in business contexts. In this research, we position RACR as a custom tool
intended to complement more general tools (e.g., LMS, CMS). RACR is intended to be sufficient to describe a learning
module (e.g., learning objectives, lesson names, metadata) and provide features to synchronize and exchange this data
with systems that need to present content, such as LMS or recommender systems.

CMS research indicates that requirements change as a CMS moves from a small group of specialized authors to a
larger set of less-experienced editors. Reddig, Karreman, & Van Der Geest (2008) found that preview capabilities
increased the confidence of less-experienced authors. Based on general UI design principles, response time is also
essential: a 1s delay typically does not interrupt the user’s flow of thought, but users will actively wait only 10s for a
response, even with reliable progress indicators (Miller, 1968). For a CMS, team collaboration on content development
is also important, as “teacher collective efficacy” (collaboration between instructors) was the strongest factor in
student outcomes found in the Hattie & Yates (2018) broad meta-analysis of educational research.

RACR is also informed by two earlier ICT projects developing adaptive learning systems: a) Personal Assistant for
Life-Long Learning mobile adaptive learning system (PAL3; Swartout et al., 2016; Hampton et al., 2018) and b)
Advancing Teachers’ Understanding of Proportional Reasoning Project (ATProportion; Nye et al., 2021). PAL3 has
developed a content production pipeline for mobile adaptive content based on Git tags and continuous integration
processing. A key element is content testing: both automatic checks for basic integrity (e.g., unit tests), and different
stages of quality-assurance testing and previews prior to deploying to learners. The ATProportion project used a
similar process, with university-level educators as authors, and increased our understanding of the features and
capabilities that less-technical content managers find valuable (e.g., immediate previews to test content as it appears
on a real site, rollback).

Based on research on both these systems, non-specialized authors for Al-based learning systems benefit from:

a) Preview/Testing: rapid access to previews, to increase confidence that content is configured appropriately
and to enable fast trial-and-error testing.

b) Auto-Save: allow fast or automatic saving of content, with a separate publishing process (to allow testing
before learners see it) and an easy process to revert changes.

¢) Effective Defaults: although Al systems typically have a large space of potential configuration options, they
require only the bare minimum information from the content manager before allowing previews, to ensure
working content to test with, even if it is not yet fully adaptive.

d) Familiar Workflow: leverage instructor’s prior knowledge about defining the learning objectives for content
modules, such that learning resources can be tagged and registered to address the key knowledge and skills.

e) Recognizing Gaps: import of external resources relevant to a target competency is an important feature of a
content management system. However, any gaps must be identified in which insufficient assessment and
remediation opportunities are available such that new content can be found or created to address these gaps.

Automated metadata tagging offers a way to provide effective defaults for adaptive content. The inputs to such tagging
often include automated content analysis (e.g., text, structure), performance patterns (e.g., success on task 1 predicts
success on task 2) and expert human authoring. In theory, human authoring is not necessary (i.e., a purely unsupervised
ML approach such as topic modeling could be used), but this approach has not traditionally been applied to skill
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modeling, because the tag names are not intuitive, and the stability of tag assignments can be hard to track. Typically,
two types of expert human authoring data are provided: tag labels (ontology) and resource labels for supervised ML.

Three tagging processes have shown promise to scale up effectively. A traditional approach is to manually create an
ontology of competency tags and have experts label the content collection. After sufficient usage by learners,
unsupervised learning is applied to discover patterns in performance suggesting new tags, which are used to update
the ontology and improve content labels. This approach has been demonstrated to scale up, with ALEKS and the
Cognitive Tutor both using this model in widely used commercial systems (Ritter, 2015), but it relies on specialized
authors when adding content to the system. Content analysis techniques are typically used when performance data is
not yet available (De Medio et al., 2016; Garten et al., 2018). The bottom-up approach is to start with a large space of
content (e.g., unsupervised clustering), then assign or “clean up” labels manually. In the “classifier” approach, expert
authors manually create an ontology of competencies, and tag a small number of resources; developers then train
classifiers to assign labels to remaining content (Bell et al., 2020). If the goal is content discovery (e.g., searching
large-scale content for good quality resources), analytics about authors and sources of content are also important
features for determining both the quality and relevance of a topic (Ambite et al., 2019). Our work in this research is
closest to the “classifier” approach in requiring up-front expert human authoring in the form of an ontology of
competency labels. However, by taking a semi-supervised ML approach we do not require content developers adding
new resources to have specialized expertise about Al or adaptive learning.

RACR DESIGN

The research questions that drive the Rapid Adaptive Content Registry (RACR) system prototype are:
1) User Experience: What features and SME factors impact the usability of an adaptive content registry?
2) Al for Content Metadata: How can AI/ML be used to semi-automate metadata labeling when adding
content incrementally (e.g., creating a course and tagging content)?
3) Al for Content Gaps: What approaches can estimate and explain content coverage/gaps that will affect
recommender behavior to a content SME (e.g., what are the use-cases? how to present gaps to content
developers?)

For the RACR user experience, the central design principle was to maximize familiarity of the RACR interface with
its anticipated users (e.g., instructional designers, instructors). Since the dominant interface type for managing content
is the learning management system (LMS), these systems were reviewed as the primary comparison cases (“‘comps”).
This is because nearly every manager of training materials has used an LMS. As a result, RACR’s first design guideline
was to “walk and talk” like an LMS content manager UI.

This was a natural fit: in many ways, RACR expands on certain core capabilities of a traditional LMS. Modules that
contain groups of lessons must be created, organized, and maintained. On the other hand, there are also notable
differences. Some elements, such as shared competency labels must be created and managed globally, so they can be
used across all modules. Additionally, unlike an LMS, the content registered is not necessarily equivalent to what
users see: resources may be recommended in a different order or even not recommended at all. This is because adaptive
learning systems traditionally aim for mastery learning, where concepts and skills are studied until they can be applied
reliably.

The primary use case that RACR was designed for was to create adaptive course modules based on pre-existing
content, such as a non-adaptive content module or by combining resources from many different sources to create a
module. Prior to using RACR, a content manager should review the pre-existing training content to identify the main
learning objectives that a student should master to complete the content modules. Although such a review is generally
a good idea before adopting training content, solid understanding of the content is a critical prerequisite before
registering an adaptive module. The steps a content manager then takes to register content are:

1) Add Competencies: Review existing competencies and add new ones as needed for the learning objectives
for the new module. Competencies are tags for the types of knowledge or skills that are required to master a
certain content module. This review does not need to be comprehensive, as duplicate competency tags can
be merged later.

2) Create Module: Add a new module to RACR, which has a name, description, and associated competencies
that are required to master that module.
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3) Add Lessons: For each lesson in the module, add them in a reasonable default order with their display name,
a location (web link), and optional description. This process is similar to popular LMSs such as Canvas or
Moodle, but streamlined for RACR’s data needs.

4) Analyze Lessons: For each lesson added, analyze the lesson to determine the appropriate competency tags,
expected duration, and complexity level. This process includes an automated analysis (trigged by an
“Analyze” button) and a manual review and edit of tags as needed.

5) Preview Lessons: Open the lesson in the Preview tool for review and testing; in the case of a dynamic web
page, this step is needed for automated analysis of the text of the lesson.

6) Simulate Module: After all lessons are added simulate running the module inside an adaptive system. Select
a recommender type and simulated student settings which represent different student archetypes.

Add Competencies (Figure 1). The Competencies Panel is a table of competencies showing the available competency
metadata tags for content modules and lessons. Tags are simple to define, consisting of a name and a 1-3 sentence
description. As these descriptions are used to help bootstrap automated analyses, they are mandatory and should be
written carefully. The system is currently configured to support both “ad hoc” tags (created within RACR), as well as
a tag sync operation which will update a set of tags drawn from CaSS (Competency and Skills System; Robson et al,
2020) which is dedicated to managing competencies. Competency tags can be “merged” to reduce duplication and
allow ad hoc tags to be replaced with standards-based CaSS tags as needed.

Create Module (Figure 2). The list of modules is based on modern content management interfaces, with a tile list
and a simple button (lower right) to create a new module at any time. Module edits are saved automatically with no
separate action required. A “publish” function is available for each module, to allow pushing its updates to a system
such as the live LMS being used by students; currently the RACR prototype is not connected to such a system. This
approach is based on CMS systems (e.g., Contentful Headless CMS), which simplify editing by saving all changes
immediately as a “draft” that can be “published” (read by a live system) or “reverted” (return to last published state).
While this feature is not as common among LMS, it allows for greater confidence in editing.

Edit Module (Figure 3). After creating a module, the name and description are given. Then, the content module is
manually tagged with the competencies that will be the learning objectives for that module.

= Competencies

SYNC @
Select 4 8ync & 1 Name & Description Cass  Stafistics  Edit
0 6/27/2022, Avoid / Misconceptions Key things to avoid when applying I-GARE or LISA skills, such as pulling rank, personal insults. No o /
3:00:13 PM (INOTS) or other counter-productive behaviors
Individual's must be able to demonsirate their ability to think of a solution (course of action) that
612712022 would resolve the problem/issues discussed during the check and ask step. An example of
;
|:| 2:43:43 Pll\ll Respond-Apply (INOTS) successfully responding might be an individual informing the one being counseled of the No u rd
designated course of action and having that person back brief the plan to ensure both parties
understand the course of action
S27/2022, Ask- Application Ina scenario setting with a sull.mrdma(e, you would apply the 5 W's and ask questions about an R
a 24334 PU (INOTS) individual's circumstance like "Is everything okay back at hame? You will also ask questions that ~ No m V4
: allows you to verify information and seek out important additional information
i ier i i i .
g ormm o cxaine changes . ehavir e cmild be deres fom e 1 o vt mey o N0 @/
2:41:44 PM Application(INOTS) ’
him to lose sleep or siress.
6/27/2022, Responding with a course of action that addresses the initial problem and possibly any other ;
INOT:
D 2:39:19 PM Respond (INOTS) issues that may be causing the problem Ne u /
812712022, Evaluate - Application To apply the skill of evaluating a solution to an issue a subordinate is having. For example, "I |
|:| checked back in with the individual two weeks later and also talked with their team, to ensure No m rd
2:38:15 PM (INOTS)
the issue had improved.”
D 6/27/2022, Ask (INOTS Ask means being able to provide the other person with the right questions to help verify and ADD
2.38:21 P sk { ) oxnand on their averall situation COMPETENCY

Figure 1. Competencies Panel — Managing and Adding Competencies
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Figure 2. Module List Panel — Adding a Module

= Module Editor

Name

INOTS Leadership Counseling Learning Objectives +

Description
J - Initiate - Application (INOTS)

[ Praciice leadership skis for helping subcrdinaies

- Active Listening (INOTS) W

- Oral Communication i

Lessons ADD LESSON +

> Listening Video (]
> Scenario: Being Heard PREVIEW |

> Listen Quiz

Figure 3. Module Editor Panel — Editing Module Information
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Figure 4. Adding Lessons in the Module Editor Panel
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Figure 5: Content Analysis — Semi-Automated Tagging Process
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Figure 6: Module Simulation — Results of a Simulation Run

Add Lessons (Figure 4). Creating a lesson is intended to be simple, in that lessons can be either registered with all
data up-front or incrementally (e.g., add basic lesson data, then analyze the lesson later). Sorting lessons is done
through a simple drag-and-drop operation. Lessons are associated with a module but can be re-used by adding to other
modules as well. Thus, lessons are global resources; changing the property of a lesson in one module means that it
will be changed in all modules. However, if a lesson is deleted from one module it will persist if it belongs to another
unless selected to delete globally. Currently, it is unclear whether this model adds value over the common approach
of requiring copies to be made of lessons if they are to be reused.

Analyze Lessons (Figure 5). The semi-automated process for metadata tagging can be initiated as soon as a lesson
has a Location (e.g., URL) and a Media Type. Currently, RACR is designed to analyze the following types of media:
standard web pages, PDF’s, videos, and text blobs (e.g., imported or manually entered). To analyze media requires
the ability to extract meaningful text, such as through a web-scraper or transcription of a video. RACR can also be
used to analyze dynamic web pages, by using the Preview panel to copy-paste text from a web page into a text blob
to analyze. Assuming text content is available, an analysis can be done within a second. To analyze videos requires
transcription of the audio slowing the process (can take a minute or more).
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Clicking the Analyze button (upper right) extracts the text, generates metadata and then pops up the “Lesson Metadata
Preview” window shown in Figure 5. The Preview shows the best-matching competency tags, associated confidence
scores, an estimated complexity of the language involved and an estimated duration (e.g., video length, reading time).
These generated values can be edited before continuing. At the bottom of the Preview window, the user can Cancel
(no changes), Replace (metadata values replaced with the values shown), or Add (competency tags added to the
existing set of competencies). The “Add” option allows a resource to be re-analyzed to quickly add new tags.

Simulate Module (Figure 6). After a content module is sufficiently developed, it can be evaluated with simulated
students. This simulator assumes a student has a certain performance (with some random variation) as they complete
resources. When the simulation’s stopping rule is triggered, the simulation concludes and statistics are shown (e.g.,
one possible stopping rule sets a maximum number of lessons). These simulations are based entirely on the lesson
metadata, and are intended to help find gaps indicating the need for additional resources. The upper-left “Learner
Template” is where the user type is defined, in terms of distributions for initial knowledge, performance on lessons,
and time spent relative to the expected time per resource. The upper-right “Simulation” allows selecting different
recommender simulators and stopping rules (e.g., maximum lessons, minimum mastery to pass the module). The
“Session History” shows the current simulated run of a learner completing lessons and receiving recommendations.
The “Summary” area gives statistics on the simulation run, such as the final average mastery achieved and the
estimated mastery of the module’s learning objectives.

Compared to the other components of RACR, the module simulation remains the most exploratory. Research on
how to evaluate adaptive systems is still evolving, even among specialized groups focused on this area (e.g., Krauss
et al., 2019). Moreover, the majority of research for evaluating adaptive systems is focused on the problem of how to
best-sequence an existing set of resources rather than how a set of resources might be expanded. However, analysis
of adaptive systems shows a number of counter-productive behaviors that may be addressed with content. These
include wheel spinning, where a learner attempts problems but cannot master a topic (Beck & Gong, 2013), and lack
of content that aligns to the ability level of a learner. Although further exploration is needed, based on this related
work, the simulator gives three types of feedback (in the “Summary” area): gaps (too few lessons assess a module
learning objective), duration (completing a module takes a large number of hours, such as 12h), and failure to master
(simulation found a learner type could not reach mastery, even after a large number of lessons).

SEMI-AUTOMATED TAGGING APPROACHES

Generating candidate metadata tags is a key part of this process, as it can help content managers quickly identify and
add multiple relevant competency tags to new lessons. Building this capability required three stages: text extraction
from media, content analysis, and learning from prior tags. Each stage will be described briefly, followed by a
comparison of different techniques used to tag competencies.

Metadata Tagging Stages

Text Extraction. Since RACR is built to handle many different types of content, multiple tools are used to extract
text. Web pages are scraped using Extractnet (Joulin et al., 2016), which can provide both an overall text equivalent
of a web page and also content associated with different page sections. This tool is effective on pages that render
when viewed by a bot, but is not effective when a page blocks bots or has dynamic elements that require browser-
based rendering. Videos are processed to extract their transcript, either by extracting subtitles (FFMPEG) or by
transcribing the video (e.g., external web services or Sphinx for on-server transcription; cmusphinx.github.io). Given
the now vast advantages of modern web services for transcription (Képuska & Bohouta, 2017), these should be
strongly preferred unless firewall or content security needs prevent using commodity speech-to-text.

Content Analysis. Analysis of content was designed to be fast, as the real-time performance was a key requirement.
The analysis currently produces competency metadata tags, text complexity, and an expected duration. Competency
labels are suggested based on their confidence values in a multiple logistic classifier model using S-BERT sentence
embeddings (Reimers & Gurevych, 2019). Text complexity and expected reading time were generated based on
TextStat metrics which consider reading difficulty level (Bansal, 2021). For videos, duration was based on the video
length instead. So far, complexity tagging needs further research because existing tools consider only the text but not
the task context (e.g., a task to answer questions about an article is qualitatively harder than only reading an article).
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Learning From Prior Tags. After competency tags are accepted and assigned to lessons, these are stored in a
database that contains the tags and their associated extracted text (i.e., text blobs). These stored tags can be used in
supervised ML to retrain the classifier model. This training process is currently started through a button in the user
interface, and for the current amount of data, it is relatively quick (e.g., minutes).

Comparing Metadata Tagging Approaches.

To explore metadata tagging approaches, an example data set was built based on Wikipedia Al articles (478 wiki
pages; 12 subtopics with at least 5-page examples). The goal of this exploration was to primarily investigate cold-
start performance, where the number of known examples starts very small, since RACR must be able to suggest tags
even if they have no actual examples yet (e.g., only the label name and description). Initial testing and earlier
research indicated that an S-BERT transformer model (Sentence Bidirectional Encoder Representations from
Transformers; Reimers & Gurevych, 2019) could be used to produce useful label suggestions. S-BERT is a neural
network transformer model trained to take a sentence as an input and produce a vector of numbers (e.g., 768 float
numbers), where the cosine similarity between the vectors for two sentences gives a high-quality measure of their
semantic similarity.

Multiple techniques can be used in combination with S-BERT outputs to potentially enhance its accuracy in
detecting relevant competency tags. However, for a real-time system, performance must also be balanced against
complexity and time to retrain and store models. Three techniques were compared, which each used the S-BERT
embeddings to generate features for a logistic regression model:

1) Raw Embeddings [Label ~ S-BERT(input)]: This model trained a multiple logistic classifier where the
training data consisted of the pair of a tag on a document (label) and 768 numeric features (one for each
dimension of the embedding for an input document). The primary disadvantage of this model is that it
ideally needs multiple tagged examples for each category, which is not always feasible.

2) Competency-Only [hasLabel ~ Cosine(S-BERT(competency), S-BERT(input))]: This model trained a single
classifier model which attempted to predict a binary outcome (hasLabel) based on a given cosine similarity
between the competency description and the sentence embedding of the input document. This model does
not learn from new labeled data but can be used even with no tagged examples.

3) Competency Plus Tagged Documents [hasLabel ~ Cosine(S-BERT(competency-+tagged), S-BERT (input))]:
This model is similar to the Competency-Only model, except that it can be updated by replacing the
competency S-BERT embedding with an average of that and documents tagged so far. This enables
learning from data while still keeping a very simple model.

Table 1. Comparison of Model Accuracy for Recommending Competencies for a Wiki Document
(Leave-One-Out Cross-Validation, whole documents left out)

Model Accuracy Accuracy Accuracy
(Top-1) (Top-3) (Top-5)
Raw Embeddings 39% 66% 77%
Competency-Only 38% 63% 74%
Competency Plus Tagged 42% 62% 74%

As shown in Table 1, comparing these techniques found that they were qualitatively similar in accuracy for
suggesting recommendations. Leave-one-out cross-validation found that all three models tended to provide a given
recommendation within the top 5 most-confident labels. This analysis shows a small advantage to the Raw
Embeddings on the Top-N accuracy to ensure a correct label is recommended. However, the advantage was small
and it requires maintaining a substantially more complex model. By comparison, the Competency Plus Tagged
lessons model performs nearly as well and in some cases, better (top suggestion accuracy). Exploratory research was
conducted to build an ensemble model between Raw Embeddings and Competency Plus Tagged models, where the
model would steadily favor the Raw Embeddings as more examples were tagged. However, this added complexity
and did not substantially improve performance. As a result, the simpler Competency Plus Tagged model was
selected for the current RACR prototype. However, it is straightforward to extend RACR to use additional models or
external API’s to suggest competency tags. Based on internal testing as part of the RACR content management UI,
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this model has worked reasonably, where the best two competency tags tend to be in the top 3 or 4 tags
recommended based on classifier confidence.

USABILITY - FORMATIVE FEEDBACK

To investigate the usability of the system, RACR was applied to a course based on the Immersive Navy Officer
Training System (INOTS) scenario-based intelligent tutoring system (Georgila et al., 2019; Perez, Skinner, &
Chatelier, 2016). INOTS was designed for junior officers-in-training to learn about and practice basic counseling skills
to address personal issues or performance problems of subordinates. The INOTS web-based module has three types
of media: videos, multiple-choice quizzes with feedback, and dynamic interactive training scenarios.

A usability session was conducted to gather formative feedback from three junior officers-in-training with no
experience with RACR or INOTS. In this session, the formative testers were given the INOTS content as a series of
links and lesson titles. They were instructed to follow the steps described in Figures 1 through 6, starting with a review
of the content links and materials, adding four competencies to each, and registering their own INOTS module with
31 lessons to add and analyze. Testers logged their time to complete each activity phase and also provided survey
feedback after each phase, for a period of 3h (including time for surveys and two 10 minute breaks). Usability was
rated on a 6-point scale from 1=Completely Disagree, and 6=Completely Agree with statements in the form “RACR
was clear and easy to use” and “Using RACR is a good idea.” In the time allotted the testers did not completely register
and analyze the whole module, with each tester completing about 20 lessons in the allotted time.

As shown in Table 2, formative testers were generally positive about the system but hit substantial issues with the
Analysis step. Early steps, including reviewing and adding competencies, ran smoothly for testers. The primary
feedback for these steps were that more guidance was needed in how to format competency names and
instructions/examples on good descriptions for competencies and modules. The analysis stage had intermittent errors,
partly due to more concurrent users than had previously been tested. Two additional issues were encountered. First,
some users did not set the correct media type (or set no media type), which meant that the analysis of videos failed
with an unhelpful error message. Second, video transcription resulted in long delays, and these were compounded
when multiple users tried to analyze videos at the same time. While web pages typically produced analysis results
within a second, videos always took over 10s and sometimes timed out with no result. This resulted in a significant
split between high ratings of RACR Content Analysis overall (a solid “Agree” for “Good Idea”) versus lower ratings
for the Analyze Lessons stage (negative ratings for both “Good Idea” and “Clear and Easy to Use”). Open response
feedback and high ratings of RACR Content Analysis indicate that automated analysis is a desirable and mostly
intuitive feature, but that the specific implementation must be improved to be more robust against unexpected content
types or related issues the required waiting or retrying analyses.

The simulation step was rated lowest overall and hit blocking bugs for some testers (e.g., would not complete), which
appeared to be caused by unexpected values when testers registered certain lessons. As a result, the numerical ratings
are not necessarily a clear indicator of the usability for that panel because testers were not always considering only
their own UI (e.g., at least one tester was looking at another tester’s screen to look at outputs due to bugs on their
side). With that said, a larger issue was that all testers (regardless of positive/negative ratings) were not clear on how
to interpret the simulation numbers or what to do with them, as a conceptual issue rather than due to bugs. This raises
questions about the overall utility of a user-facing simulation panel, at least for a typical instructor or content manager.

Table 2. Formative Testing Feedback (N=3 testers)

Content 1. Add 2. Create | 3.Edit | 4. Add | 5. Analyze | 6. Simul-
Overall | Analysis | Compet. | Module | Module | Lessons Lessons ation
Time (min) 116 59 9 4 7 36 59 2
Clear and Easy 3.7 4.0 5.0 5.7 43 53 1.7 23
to Use
Good Idea 43 5.0 5.0 53 5.7 53 3.3 2.3
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DISCUSSION

Considering the tester’s open response comments and usability ratings, the consensus opinion was that “the overall
concept of RACR is useful” but regarding the analysis (particularly video analysis) we needed to “fix the bugs and
the time it takes to analyze each lesson.” As this was the first session with multiple simultaneous testers, it was
anticipated that new bugs would be encountered and the majority of issues with the analysis function have either been
fixed or are straightforward to resolve, such as using a commercial transcription engine for videos. Most importantly,
the overall flow for registering content was well-understood, and testers appeared to have a clear understanding of
how competency tags could be created and used to tag both content modules and lessons.

The semi-automated analysis process was understood by testers and they indicated it was significantly faster than
manual tagging. However, the reliability must be improved significantly. An obvious improvement would be to auto-
detect the media type when possible, rather than displaying warnings and requiring users to fix it when it is wrong.
One tester also strongly requested that RACR “make ‘analyze’ automatic” when initially adding resources, so the tags
could be added while adding more lessons and then re-visited later. This might be a good approach to speed up tagging
because analysis could occur as a background task. However, the fully automated analysis raises risks that some
content managers might blindly accept tags and not take the effort to validate or improve them. Additional features to
encourage verifying tags would probably be required (e.g., an “unverified” flag for lessons where tags were generated
but never approved/edited). A complementary piece of user feedback was that for manual tagging, it would help to be
able to select multiple lessons to “paint” or “fill” lessons with a certain set of competencies since it took non-trivial
time to add the same tag to multiple lessons.

Larger numbers of testers will be required to fully understand how well the automated analysis assists tag quality,
particularly given that some testers had more trouble getting automated tags to generate reliably. Overall, lesson tags
were relevant to the resources, though for early resources, the tagging task for INOTS is relatively simple (e.g., an
“Initiate” skill has an associated “Initiate” video and quiz, in addition to being used in scenarios). A qualitative review
of tags versus a set of expert-assigned tags indicates that some users tend to provide minimalist tags (e.g., a small
number that is most-aligned to the lesson) while another user type tends to provide all tags that were somewhat relevant
after reviewing a resource manually. Unfortunately, it is not clear which approach should be encouraged: different
adaptive systems work better with sparser or denser tag sets. This might indicate that competency tags should have an
additional setting for “primary” or a relevance level so that content managers who prefer dense tags can better align
with those with sparser tags. Finally, sparse-tagging content managers are likely to only tag lessons with competencies
that they registered for the current content module, even if other competencies might be relevant. This would mean
that secondary skills or knowledge might not be tagged or tracked unless a process exists to re-evaluate tags for the
whole corpus of lessons at some point.

The simulation testing showed both difficulties understanding this step and less enthusiasm over how useful it would
be (e.g., “I do not understand where the scores and numbers are coming from”). Overall, this feedback suggests that
the module simulator is not appropriate for general content managers. Alternate designs might help content managers
better understand how their content will behave in an adaptive system. While this was a small number of testers, they
seemed to understand the “Session History” (the list of lessons a simulated student would have completed) and the
concept that it could identify gaps that needed more lessons. One alternative would be to use simulated students
exclusively in the background, to suggest content or changes to the module when inside the module editor (e.g., no
separate “Simulation” panel). Another approach might be to have a “simulate” panel that shows a representative
session history for three standard student archetypes (e.g., High-Performing, Partial Knowledge, Struggling) so that
these can be qualitatively reviewed rather than giving summaries of quantitative metrics. So far, little research has
investigated this area, so different techniques will need to be explored.

CONCLUSIONS AND FUTURE DIRECTIONS

The potential value of RACR and tools like it for adaptive systems is significant: prior to developing RACR, the time
for an expert to register and verify a module like INOTS for an adaptive system manually (e.g., using markup files for
metadata) was on the order of 1.5 to 2 weeks at 20% to 50% effort (e.g., 12h-40h). By comparison, testing with RACR
showed that the initial registration process could be done within a half-day, with non-specialist authors. Even if it took
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an expert a full day to adjust tags and review content (an upper-bound estimate), tools such as RACR will substantially
accelerate building adaptive content modules where sufficient content already exists.

For testing adaptive content, fundamental research is still required on how to help content managers anticipate how
their registered resources will be recommended in an adaptive learning system. This research found that a simulation
panel could be reviewed quickly, but it was not intuitive to testers. Future research should probably investigate two
directions: black box or interactive. Black box recommendations could suggest ways to improve an adaptive module
while editing the module (e.g., hints, tooltips, warnings before publishing). On the other hand, an interactive testbed
might allow an instructor to “play through” a set of resources as a student, which is a functionality that some standard
LMS platforms offer. Particularly if resources could be skipped, an instructor might be able to check for issues fairly
quickly and in a way that is more familiar to them.

Automated competency tag generation also shows strong benefits for the process, making it easy to add some or all
tags that are relevant to a learning resource from a suggested list rather than manually selecting them. However, the
current tagging approaches are not yet high-enough quality to allow fully automated tagging: the ideal tags are reliably
suggested, but irrelevant or less-relevant tags also tend to be included in the top-5 (weak precision). Additionally, user
feedback indicates that content managers do not want to wait until longer analyses complete (e.g., for videos).
Together, these factors mean that further design and user testing is needed to find ways that analyses can happen in
the background while a content manager is still directed to verify and fix tags before publishing an adaptive module.
As one benefit, fully-automated tags could be re-tagged and updated at any point prior to verification/manual edits to
take advantage of new supervised labels and models. Future research on RACR is expected to look at this further
because it offers a path to build large-scale adaptive content: automatic tagging done in the background could enable
registering large amounts of content while deferring expert verification and editing to when content is being included
in published modules.
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