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By Hon. Cynthia A. Norton and Prof. Nancy B. Rapoport1

Jason Willick’s recent Washington Post opin-
ion piece2 alerted us to a study by Profs. Eric 
Posner and Shivan Saran3 that sought to deter-

mine whether the judgment of artificial intelligence 
(AI) is superior to that of real-life federal judges. 
Because one of us actually is a federal judge and 
the other one used to be a bit of a statistics geek, we 
dove right in and read the Posner/Saran paper.
	 Much like the LawGeex study that showed that 
generative AI (GenAI) was better than sophisticat-
ed lawyers when it came to reviewing language in 
NDAs,4 the Posner/Saran paper demonstrated that 
when LLMs and human judges are given the same 
packet of information (a set of facts, briefs, a sum-
marized lower court opinion and a summarized stat-
ute), OpenAI’s GPT-4o stuck closer to precedent 
than the human judges.5 In the study, the facts were 
presented in two ways: one that made the defendant 
more sympathetic, and one that did not. GPT-4o 
appears to have been developed in a way that — try 
as the study’s authors might — refuses to factor in 
“soft” factors in its decision-making.
	 As Willick summarized the Posner/Saran paper: 
“The bottom line is that real judges appear to be 
more easily swayed by ‘legally irrelevant’ factors 
than [AI] presented with the same material. That 
result, however, contains a delicious duality: It 
highlights either the manifest fallibility of human 
judges or their superior wisdom. Perhaps they are 
one and the same.”6 If you get a chance, read the 
Posner/Saran study, which is much richer than we 
are describing in this short paragraph.7

	 However, the study — and the Washington 
Post write-up — got us thinking: Just how do 
judges think about judging, and are there ways in 

which AI-based judging can be better than people 
whom the Senate has confirmed (or a circuit or 
district court has appointed)? We spent some time 
visiting these issues.

	 Prof. Rapoport: Judge Norton, when you went 
to “baby judges’ school,” what were you taught 
about judicial decision-making? What were the 
basic “dos” and “don’ts”?
	 Chief Judge Norton: That question alone 
could be the subject of another article; should I ask 
ChatGPT to write it for me? Seriously, though, we 
learn some basics about how the brain works (heu-
ristics and slow and fast thinking), how to be mind-
ful of external factors that may impact decision-
making (like being hungry or tired), how to make 
parties feel heard, how to avoid making decisions 
based on our own implicit biases (or blind spots, as 
I like to think about it), and what considerations are 
important in deciding whether to write or rule from 
the bench, among other things.

	 Prof. Rapoport: I know that every case is dif-
ferent — different facts, different precedents, dif-
ferent lawyers, even — but when you’re wrestling 
with a decision, do you have a typical way that you 
approach weighing the evidence?
	 Chief Judge Norton: First, I try to be as prepared 
as I can be. I will have read the briefs, done indepen-
dent research and discussed the issues with my law 
clerks. Most importantly, I try to keep an open mind; 
I’ve been surprised at how many times I have antici-
pated I would rule one way, but after hearing the evi-
dence and arguments I’ve ruled the other way. I’m 
also cognizant that as bankruptcy judges, we have 
some limited ability to “do equity” when we can.

	 Prof. Rapoport: It seems that GenAI is pret-
ty good at applying legal precedents to new facts 
(at least as good as law students are). Part of a 
judge’s role is to weigh the factors in an individ-
ual case, which is way more nuanced that what 
GenAI can do (yet). How do you weigh things 
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I’ll Be the Judge of That!
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like how a decision in one case might create a bad prec-
edent in future cases?
	 Chief Judge Norton: I’m bound to follow the law, so 
if the applicable law and the evidence before me are going 
to compel me to create a bad precedent, I will hold my nose 
and do it. Now, I have some leeway in how I issue the deci-
sion; I will likely rule from the bench, rather than issue a 
written opinion, or I may drop a footnote to explain that 
although I don’t like the result, I’m bound by, for example, 
the circuit-level authority on student loan discharges. But 
I might urge the circuit to reconsider its approach. I also 
tend to give lots of warning shots over the bow to lawyers 
that they may get a result that comes back to bite them and 
suggest that they settle. Lawyers don’t always heed those 
warning shots, however.

	 Prof. Rapoport: What should we do about the “bad facts 
make bad law” problem? It seems as though GenAI isn’t at 
all concerned with that type of situation?
	 Chief Judge Norton: Apropos of the warning shots I like 
to give to lawyers, all I can say is that you can lead a horse to 
water but you can’t make it drink. I’d bet a GenAI-generated 
decision wouldn’t incorporate humor or a cheesy old saying 
into its answer, would it, Nancy? 
 
	 Prof. Rapoport: Well, I’ve discovered that GPT’s 
DALL-E can be sarcastic, albeit inadvertently.8 But you’re 
right: Computers don’t really have a sense of humor. Still, 
I’ll bet that there is some scutwork that GenAI might be able 
to do to make your life easier, such as pull evidence from a 
really dense record so that you can cite to that evidence in 
your opinions.9 Have you experimented with that?
	 Chief Judge Norton: Although some judges jumped in 
early and are reporting that using GenAI helps them save 
time in summarizing transcripts, creating timelines or even 
brainstorming basic background about an unfamiliar area of 
law, many of us have been reluctant to use something like 
ChatGPT on our government devices, at least until we were 
sure we were aware of the risks. We are just now getting 
access to licenses for various programs, so I am anxious to 
start using it, and I have received my first training.

	 Prof. Rapoport: In Snell v. United Specialty Ins. Co.,10 
Judge Kevin Newsom wrote a concurring opinion in which 
he used GenAI to help him determine whether something fit 
within the definition of “landscaping.” That was an intriguing 
use of AI, and he was transparent in his use of it, but what risks 
are there if a judge goes outside of the record by using AI?

	 Chief Judge Norton: The important thing to note about 
Judge Newsome’s use of GenAI was that what he learned 
did not impact or decide the issue on which the appeal was 
decided. As the ABA Working Group11 emphasizes, an inde-
pendent, competent, impartial and ethical judiciary is indis-
pensable to justice in our society. So, in using GenAI, a judge 
must be aware of the risks that the results may not be accurate; 
that the judge might be tempted to rely on extrajudicial infor-
mation and influences that parties do not have the opportunity 
to address or rebut; and that the quality of the output depends 
on the quality of the prompt. As the Working Group notes, 
overreliance on GenAI may undermine the essential human 
judgment that lies at the heart of judicial decision-making. 

	 Prof. Rapoport: What if lawyers use GenAI as part of 
their argument — not just in doing first drafts (and there 
are now several courts that have local rules about lawyers’ 
AI use12), but by demonstrating, in essence, “what is known” 
about a concept?
	 Chief Judge Norton: I know other judges in good faith 
disagree, but I personally don’t think courts should be in the 
business of discouraging the use of a technology that may 
save lawyers time and money, so long as the lawyers using 
GenAI verify the results, comply with applicable ethics rules 
in their jurisdiction regarding the use of GenAI, and comply 
with any applicable court orders requiring disclosure of the 
use of GenAI in documents filed with the court.

	 Prof. Rapoport: Any other “life lessons” on this topic 
for judges considering the use of GenAI in their chambers?
	 Chief Judge Norton: I remember thinking it was the end 
of the world to switch from paper to electronic filing and from 
WordPerfect to Word. Of course, we adapted and are better 
for it. All new technologies have the promise to help us do our 
jobs better and more efficiently. But as one judge so eloquent-
ly put it, “much like a chain saw or other useful [but] poten-
tially dangerous tools, one must understand the tools they are 
using and use those tools with caution. It should go without 
saying that any use of artificial intelligence must be consistent 
with counsel’s ethical and professional obligations. In other 
words, the use of artificial intelligence must be accompanied 
by the application of actual intelligence in its execution.”13 As 
of the date of this writing, there have been dozens of lawyers 
sanctioned for citing hallucinated cases.14 Please don’t be the 
lawyer that makes me use my chainsaw on you!  abi
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