Entire Process Simulation of Friction Stir Welding — Part 1: Experiments and Simulation

A combined strategy for mapping the macro- and microstructural responses of aluminum alloys was proposed
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Abstract

Understanding structure-parameter-property relationships in friction stir welding of aluminum alloys is a challenge despite its wide application in load-bearing components. In this paper, we propose a combined strategy for mapping the macro- and microstructural responses of these joints. A combined model based on experiment validation was adopted for the prediction of tensile strength. This included the computational fluid dynamics model, precipitation evolution model, dynamic recrystallization and recovery model, and computational solid mechanics model. The comparison between the experimental results and the combined model proved the rationality and accuracy of this numerical model.
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Introduction

Friction stir welding (FSW), a solid-state joining technology, has become an ideal welding method to join materials with low weldability (Refs. 1, 2). The heat input, including surficial frictional and volumetric deformation heat sources, is generated by the contact between the welding tool and the workpieces, which is inversely related to the transient flow stress of the material and ensures a transient temperature just above the critical value for dynamic recovery and recrystallization (Refs. 3, 4). Several variants of FSW further enhance material flow and heat input via the structural design of the welding tools. These techniques — which can include threaded pins (Ref. 5), milling facets (Ref. 6), external scribes (Ref. 7), stationary shoulders (Ref. 1), and external heat assistance (Ref. 8) — increase the flexibility of temperature-sensitive applications. However, the more-complex deformation mechanisms have hindered the understanding of industrial applications.

As a result, new strategies to systematically analyze the entire welding process are needed. Finite element methods are acceptable underlying frameworks for a calculation strategy because they can quantitatively describe the distribution of temperature, strain, and pressure during the welding process (Ref. 9). Finite element methods can be divided into two categories: computational solid mechanics (CSM) and computational fluid dynamics (CFD) (Ref. 10). Due to the difficulty in controlling the calculation time and convergence of CSM, researchers tend to adopt the CFD method to conduct field calculation of the FSW process (Ref. 11).

Su et al. (Ref. 12) conducted an accurate prediction of thermal generation and distribution for parametric optimization. A modified constitutive equation was proposed to correct the numerical results. Arora, De, and DebRoy (Ref. 13) suggested a criterion for the design of shoulder diameters based on the principle of maximum utilization of supplied torque for traction, which established a relationship between welding tools and joint performance. Wu et al. (Ref. 14) utilized the finite element method to simulate a temperature field throughout the joint and provide a microstructural explanation. A dynamic recrystallization (DRX) analysis was conducted based on the numerical model. Using the CFD method as the underlying framework for the combined strategy, relevant field data (e.g., temperature and strain rate) could be provided based on various welding tools and parameters.
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A microstructural evolution containing precipitation and recrystallization behavior can further the accuracy of calculations for mechanical properties. The microstructural model inherits the outputs from the CFD model as its input. For Al-Cu-Li alloys, the precipitate model tracks three kinds of primary strengthening precipitates. dos Santos et al. (Ref. 15) calculated the fraction and radius revolution of precipitates in friction stir welded Al-Zn-Mg-Cu alloys via the Kampmann-Wagner numerical (KWN) model, proving that it is applicable for the FSW process. The DRX model is also needed. Irani, Lim, and Jou (Ref. 16) examined the application of the Johnson-Mehl-Avrami-Kolmogorov model combined with the finite element method in DRX and recovery. The accuracy between measured and predicted grain sizes was convincing. Combining the two micro models allowed the local and global mechanical properties to be subsequently calculated based on precipitation, grain boundary, dislocation, and solution strengthening (Ref. 17).

In this work, we proposed an entire process-simulation strategy based on numerical simulation to predict the tensile strength of friction stir welded joints. Third-generation aluminum alloys (AA2195-T8), which are the preferred material of rocket fuel tanks in aerospace, were chosen as the research object owing to their more-complex phase composition and precipitations. This combined model provided an accurate strategy for mapping the macro- and microstructural responses and offered sufficient datasets for the neural network methods discussed in Part 2 of this paper (Ref. 18).

## Materials and Methods

The chosen object was an AA2195-T8 alloy with dimensions of 300 × 100 × 6 mm. FSW was performed at a rotational velocity of 600–1500 rpm and a welding speed of 100–500 mm/min. A plunge depth of 0.1 mm and a tilt angle of 1 deg were kept constant. A welding tool was used made of H13 steel and composed of two parts: a shoulder and a rotational pin. The rotating and stationary shoulder diameters were 14 and 18 mm, respectively. The pin size was 8 and 5.9 mm, respectively, in diameter and length, and the pin was characterized by threads and triple milling facets. The thermal cycle was recorded by several thermocouples fixed in the prefabricated blind holes that had a diameter of 1 mm.

An optical microscope (OM), KEYENCE VHX-7000, was used to observe metallography morphologies in joint transverse sections. A scanning electron microscope (Zeiss SUPRA 55) at a working voltage of 20 kV was utilized to perform an electron backscattered diffraction (EBSD) characterization with an HKL detector. The specimens for the OM and EBSD were polished by mechanical polishing and a JEOl IB-09020CP cross-section polisher, respectively. The OM specimens were etched by Keller’s reagent (2.5 mL HNO₃, 1.5 mL HCl, 1 mL hydrofluoric acid, and 95 mL H₂O). An Instron® 5569 tester was applied to evaluate the tensile properties of the joints at a constant crosshead speed of 2 mm/min. The tensile samples had dimensions of 100 × 25 × 6 mm. The microhardness required for the local strength conversion was obtained by the micro Vickers hardness test with a load of 200 g and a dwelling time of 10 s.

## Calculation

### CFD Model

Figure 1 illustrates the schematic outline of the combined calculation strategy. As the underlying framework, the CFD model served as a converter from primitive causative variables to field variables, including strain rate and temperature. The materials to be welded and simulated, AA2195-T8 alloys, were treated as an incompressible, non-Newtonian fluid. In accordance with the Boussinesq approximation, the change of alloy density was ignored during the simulation process. The tilt angle and plunge depth were taken in the same way as the experimental settings. The calculation was chosen as the steady mode to obtain the quasi-steady state of the welding process. The domain for calculation with coordinates of 60 × 90 × 6 mm was used.

The materials in the domain were described as an incompressible fluid with a constant density (Ref. 19). The deformation and flow behaviors followed the Navier-Stokes equations and the Boussinesq approximation (Ref. 20), which were solved using the finite volume method via the Fluent software:

\[
\nabla \cdot \mathbf{v} = 0 \tag{1}
\]

\[
\rho \frac{d\mathbf{v}}{dt} = -\nabla P + \mathbf{\nabla} \cdot \sigma \tag{2}
\]

\[
\rho c_p \frac{dT}{dt} = -\nabla(k\nabla T) + (\sigma : \nabla \mathbf{v}) - \phi \tag{3}
\]

where \( \rho \) is the density of the AA2195-T8 alloy, \( t \) is the step time, \( \mathbf{v} \) is the transient velocity, \( \sigma = \mu(\mathbf{\nabla v} + \mathbf{\nabla v}^T) \) is the deviatoric stress tensor, \( \mu \) is the non-Newtonian viscosity, \( P \) is the structural pressure, \( T \) is the absolute temperature, \( \phi \) is the source term that represents the heat generation of volumetric deformation heat and surficial frictional heat as well as the heat loss of convection and radiation, \( C_p \) is the specific heat capacity, and \( k \) is the thermal conductivity.

Because the Al-Cu-Li alloy is not fluid, the relationship between flow stress and viscosity was essential to access the real-time non-Newtonian viscosity. The equation between viscosity, equivalent strain rate, and flow stress was defined by the Perzyna viscoplasticity model (Ref. 21):

\[
\mu = \frac{\sigma_e}{3\epsilon_e} \tag{4}
\]

where \( \sigma_e \) is the flow stress or yield stress, which can be defined by a constitutive equation of aluminum alloys, and \( \epsilon_e \) is the equivalent strain rate:

\[
\sigma_e = \sqrt[3]{\frac{3}{2} \sigma_{ij} \sigma_{ij}} \quad i, j = 1, 2, 3 \tag{5}
\]
Here, $\sigma_{ij}$ and $\varepsilon_{ij}$ are the components of the second-order deviatoric stress tensor and the second-order strain rate tensor, respectively. The strain rate tensor can be defined by the Helmholtz velocity decomposition theorem:

$$\varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \quad i, j = 1, 2, 3 \quad (7)$$

The flow stress can be calculated by Sellars-Tegart constitutive equations based on strain rate and temperature (Ref. 22):

$$\sigma_e = \frac{1}{\alpha} \sinh^{-1} \left( \frac{Z}{\alpha} \right) \quad (8)$$

Here, $\alpha$, $A$, and $n$ are material constants. $Z$ is the Zener-Hollomon parameter, which is defined as follows (Ref. 23):

$$Z = \varepsilon^* e^{Q_h/kT}$$ \quad (9)

where $Q_h$ is the activation energy and $R$ is the gas constant.

However, there are limitations and drawbacks to Equation 8 when the temperature rises near the melting point (Ref. 12). Thus, the following modified constitutive equation was proposed:

$$\sigma_e = \left[ 1 - \left( \frac{T}{T_m} \right) \right] \frac{1}{\alpha} \sinh^{-1} \left( \frac{Z}{\alpha} \right) \quad (10)$$

where $T_m$ is the solidus temperature of the AA2195-T8 alloy, and $\gamma$ is the influencing factor.

For the heat boundary conditions, there are two parts of the heat source: frictional heat and deformation heat. Frictional heat is a surficial heat source applied to the interface between the welding tool and workpiece, which is described as follows:

$$F = \beta_1 R \omega \left[ \frac{\delta \sigma_e}{\sqrt{3}} + (1 - \delta) \mu P \sin \theta \right] \cdot \cos \theta \quad (11)$$

The deformation heat is a volumetric heat source, which can be defined as follows:

$$\Phi = \beta_2 \mu \left[ \frac{2 \left( \frac{\partial u}{\partial x} \right)^2 + 2 \left( \frac{\partial v}{\partial y} \right)^2 + 2 \left( \frac{\partial w}{\partial z} \right)^2}{\frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + \frac{\partial w}{\partial z} + \frac{\partial u}{\partial z} + \frac{\partial v}{\partial x} + \frac{\partial w}{\partial y}} \right] \quad (12)$$

where $\beta_1$ and $\beta_2$ are the empirical coefficients, $\mu$ is the frictional coefficient, $R$ is the radius of elements to the axis, $\omega$ is the rotational velocity, $\delta$ is the slip rate, $P$ is the axial pressure, and $\xi$ and $\theta$ represent the orientation of the element. The slip rate can be defined as follows (Ref. 24):

$$\delta = 1 - e^{-\frac{\omega R}{\delta \text{m} \text{a} \text{n} \text{i} \text{a} \text{r} \text{i} \text{s}}} \quad (13)$$

where $\delta_i$ is an interfacial constant, $\omega_i$ is a constant for nondimensionalization, and $R$ is the radius of the pin. Additionally, in consideration of the heat dissipation by the welding tool, the interfacial thermal efficiency was defined by the following:

$$\lambda = \frac{f}{f + f_T} \quad (14)$$
\[ J = \sqrt{kpC_p} \]  \hspace{2cm} (15)

where \( J_d \) and \( J_t \) represent the domain and tool, respectively. \( k \), \( \rho \), and \( C_p \) are the thermal conductivity, density, and heat capacity, respectively.

The boundary heat convection and radiation can be given as follows (Ref. 25):

\[-k\frac{\partial T}{\partial z} = h(T - T_w) + \sigma\epsilon(T^4 - T_e^4) \]  \hspace{2cm} (16)

where \( h \) is the heat transfer coefficient, \( \sigma \) is the Stefan-Boltzmann constant, and \( \epsilon \) is the emissivity of the domain.

For the motion boundary conditions, the thermoplasticized AA2195-T8 alloy, which is regarded as a non-Newtonian fluid, was driven by the following velocity equation (Ref. 10):

\[
\begin{aligned}
\nu_{\text{horizon}} &= \eta \omega R \\
\nu_{\text{shear}} &= \nu_{\text{horizon}} \cos \xi \cos \theta \\
\nu_{\text{normal}} &= \nu_{\text{horizon}} \cos \xi \sin \theta \\
\nu_{\text{vertical}} &= \nu_{\text{horizon}} \sin \xi
\end{aligned}
\]  \hspace{2cm} (17)

The particle tracing technique was applied to assess defect formation during the FSW process. The injections were set to be massless with a random generating position of 0.3 mm in amplitude. This detailed approach refers to the work conducted by Huang et al. (Ref. 10). The distribution of particles was obtained at the section of the outlet. Areas without particles were marked as crimson (#DC143C), while the area with particles was marked as gray (#808080). The gray areas implied that the joint was sound and free of defects. An index to evaluate the distribution of these particles was expressed as:

\[
\chi = \mu_R + \mu_G + \mu_B - 240 \frac{54}{54} \]  \hspace{2cm} (18)

where \( \mu_{R,G,B} \) are the average values of the colored section in the decimal system. The higher the index, the better the joint formation.

**Microstructural Evolution Models**

**Precipitation evolution model.** Microstructural evolution models were the secondary framework of the combined strategy. The input data for these models were taken from the CFD simulation results, which were called calculated causative variables in Fig. 1. The first part of the microstructural evolution model was the KWN precipitation evolution model. This evolution algorithm was based on the discretization of
time and particle size. The overall calculation process mainly included three parts, as shown in Fig. 2A: (a) calculating the growth rate of precipitation particles, including dissolving and coarsening; (b) calculating the nucleation rate of particles with different sizes at each time step; and (c) recording the continuum equation of each element between the matrix and the precipitations.

Because $\delta'$ was not the major precipitation for alloys whose element ratio of Cu to Li was larger than 2.5, there were two kinds of major strengthening particles in AA2195 alloys (Ref. 26). Cu and Li elements, which constitute the T1 and $\theta''/\theta'$ phases, were the binary diffusion controlling elements. Both elements were involved in the calculation, and the element with the lower diffusion rate at the specific time prevailed. Additionally, the shapes of the two major phases were platelets rather than globular. Tremendous increases in the complexity and calculation time of the modified KWN model occurred if the influence of the phase morphology was considered.

Therefore, for the convenience of calculation, all the particles that precipitated during the welding process were treated as globular. Assuming that the ratio of radius to the thickness of the precipitations was the specific value $k_s$, the equivalent radius was extracted. As shown below, there was a relationship between thickness and the equivalent radius of the platelet-like precipitations.

$$r = \frac{3k_s^2}{6} \sqrt{\frac{3}{4}}$$

where $r$ is the equivalent radius and $\delta$ is the thickness.

The first part of the calculation process was to calculate the growth rate of the precipitation particles, which depends on the solute concentration at the interface between the particles with a certain radius and the matrix. The growth rate can be described as the following (Ref. 27):

$$v_t = \frac{\partial r_t}{\partial t} = \frac{C_{ss} - C_{int}}{C_p - C_{int}} \frac{D_f}{r_t}$$

where $C_{ss}$ is the solute concentration of the diffusion-controlled element far away from the adjacent area of precipitations; $C_{int}$ is the concentration at the interface between the precipitations and matrix, which can be calculated using the Gibbs-Thomson equation (Ref. 28); and $C_p$ is the concentration of the diffusion-controlled element in the precipitations. When $C_{ss} < C_{int}$, the radius of particles was gradually reduced, showing the state of continuous dissolution. When $C_{ss} < C_{int}$, the radius of particles increased gradually, conversely showing the state of continuous coarsening.

$D_f$ is the diffusion coefficient and $r_t$ is the radius of the particle groups. Due to the severe plastic deformation essence during FSW, the dislocation density increased in an order of magnitude during the welding process, contributing to the presence of pipe diffusion (Ref. 29). This phenomenon greatly improved the diffusion rate. To reflect this characteristic in the modified KWN model, an additional coefficient was introduced into the diffusion equation, which can be written as follows (Ref. 30):

$$D_f = D_0 \sqrt{1 + \varepsilon \exp \left(\frac{Q_d}{RT}\right)}$$

where $D_0$ is the diffusion factor and $Q_d$ is the diffusion activation energy. The interfacial concentration is given by the following equation (Ref. 31):

$$C_{int} = C_e \exp \left(\frac{2Y_{int}V_m}{r_i RT}\right)$$

Fig. 3 — A, B — Surficial morphologies and macrostructures of the rotating shoulder with 800-rpm rotational velocity, 300-mm/min welding speed, 0.1-mm plunge depth, and 1-deg tilt angle; C, D — stationary shoulder with 1500-rpm rotational velocity, 150-mm/min welding speed, 0.1-mm plunge depth, and 1-deg tilt angle.
where $C_e$ is the equilibrium concentration of the solute element at the interface of the matrix and precipitation; $\gamma$ is the interfacial energy per unit area of the particles and matrix, which is influenced by the strain rate during the welding process; and $V_m$ is the molar volume of the precipitations. The equilibrium concentration $C_e$ can be calculated using the following equation:

$$C_e = C_{\text{eq}} \exp \left( \frac{Q_e}{RT} \right)$$

where $C_{\text{eq}}$ is a constant and $Q_e$ is the dissolution enthalpy of the precipitations. According to Equations 20–23, the critical radius between coarsening and dissolution can be given if $C_e = C_{\text{eq}}$:

$$r^* = 2\gamma \sqrt{m} V_m \left( \frac{RT}{\ln \left( \frac{C_{\text{eq}}}{C_{\text{eq0}}} \right) + Q_e} \right)^{-1}$$

The second part of the calculation process was to calculate the nucleation rate at each time step. Ignoring the incubation time required to generate nuclei for precipitations, the nucleation rate can be expressed based on the effect of strain rate (Ref. 9):

$$J_{\text{nuc}} = J_0 \sqrt{1 + \epsilon} \exp \left\{ \frac{A_0}{(RT)^2 \left[ \ln \left( \frac{C_{\text{eq}}}{C_{\text{eq0}}} \right) \right]^2} \right\} - \frac{Q_d}{RT}$$

$$J_0 = 2\rho d V_o D_0 C_{\text{at}} \sqrt{T_{\text{int}}} a^4 b \sqrt{k}$$

$$A_0 = \frac{16\pi \rho d V_o^3 N_a V_m^2}{3C_p^2}$$

where $\rho d$ is the dislocation density that provides the position for nucleation, $V_o$ is the volume of the matrix atom, $k$ is the Boltzmann constant, $C_{\text{at}}$ is the atom fraction of the...
diffusion-controlled element in the matrix, $a$ is the lattice constant of the matrix, $b$ is the Burgers vector, $\varphi_i$ is the wetting constant at dislocation, and $N_A$ is Avogadro’s number.

The last part of the calculation process was recording the continuum equation. The core of the particle grouping strategy was to discretize particles according to radii, simultaneously simulating nucleation, dissolution, and coarsening. Various groups of particles with different numbers flowed between the given control equation. Two kinds of precipitates were divided from small to large into groups with a fixed radius. Each particle group can be defined as a control body and can be an instance of the group class. Therefore, the nucleation, dissolution, and coarsening of particles can be written as methods of the group class, which symbolizes the source term, inflow, and outflow of the group instance. The material flow equation based on the material flow can be written as follows:

\[
\frac{\partial N}{\partial t} = -\frac{\partial F_n}{\partial r} + \varphi_n
\]  

(28)

where $N$ is the number density of the particles in each particle group; $F_n$ is the material flow; and $\varphi_n$ is the source term, which refers to the nucleation rate at each time step. The material flow is described based on the equation of growth rate:

\[
F_n = \Delta Nv
\]  

(29)

Therefore, the first-order upwind material flow equation is further expressed as follows:

\[
\frac{\partial N_i}{\partial t} = \begin{cases} 
\frac{\partial F_{n,i-1}}{\partial r_{i-1}} - \frac{\partial F_{n,i+1}}{\partial r_{i+1}} + \phi_{n,i} & F_{n,i-1} > 0, F_{n,i+1} < 0 \\
\frac{\partial F_{n,i+1}}{\partial r_{i+1}} + \phi_{n,i} & F_{n,i-1} \leq 0, F_{n,i+1} < 0 \\
\frac{\partial F_{n,i-1}}{\partial r_{i-1}} + \phi_{n,i} & F_{n,i-1} > 0, F_{n,i+1} \geq 0 \\
\phi_{n,i} & F_{n,i-1} \leq 0, F_{n,i+1} \geq 0
\end{cases}
\]  

(30)

The explicit continuum equation among all the particle groups and the matrix can be given as follows:

\[
C_{xx} = \frac{C_0 - C_p \sum f_i}{1 - \sum f_i}
\]  

(31)
where $C_0$ is the total concentration of the diffusion-controlled element; $f^i$ is the volume fraction of each particle group based on the globular assumption; and $\sum f^i$ is the volume fraction of the precipitation, which the particles pointed to. An accuracy issue existed in the calculation because the matrix concentration was obtained by updating the previous time step. The value of the time step needed to be focused on to avoid negative concentration. In other words, the change between two adjacent time steps should not be too large. An adaptive step time was applied using an auto-restart strategy — Fig. 2A.

**Dynamic recrystallization model.** The existing research usually indicate that DRX is mainly dominated by geometric DRX (GDRX) (Ref. 32). Therefore, the DRX behaviors in the joint — including the welding nugget zone (WNZ), thermo-mechanically affected zone (TMAZ), and heat-affected zone (HAZ) — were calculated based on GDRX mechanisms. The critical grain size of GDRX can be calculated with the following equation:

$$D_C = (a + blnZ)^{-1}$$  \hspace{1cm} (33)

where $a$ and $b$ are the constants, and $Z$ is the Zener-Hollomon parameter mentioned in Equation 9. The criteria can be used to determine whether GDRX occurred (no recrystallization occurred when the current grain size was greater than $D_C$). This is what happened to the HAZ. Recrystallization occurred when the current grain size was smaller than or equal to $D_C$. The initial dynamic recrystallized (DRXed) grain size was equal to $D_C$. For the subsequent calculation of grain size evolution, the following assumptions were made: (a) DRX occurred instantaneously when the critical recrystallization size was reached; (b) the dynamic recrystallized (DRXed) grains only underwent coarsening with subsequent deformation; (c) in the subsequent thermal process, the grains grew statically with the formation of high-angle grain boundaries. Additionally, there were precipitations in Al-Cu-Li alloys; the pinning effect of these particles should be considered (Ref. 33). The growth equation of grains is expressed as follows:

$$\frac{dD}{dt} = M_0 \left( \frac{2\gamma_b}{D} - \sum \frac{3\gamma_b \sum f^i}{2r} \right) \exp \left( - \frac{Q_G}{RT} - \dot{\varepsilon} \right)$$  \hspace{1cm} (34)

where $M_0$ is the migration coefficient of grain boundaries, $\gamma_b$ is the grain boundary energy, $D$ is the diameter of grains, $\sum f^i$ is the volume fraction of each precipitation, $\Sigma((3\gamma_b \sum f^i)/(2r))$ is the pinning effect of the major precipitations, and $Q_G$ is the migration activation energy of the grain boundaries. One should note that this model adopted the discretization method of grain diameter, which is similar to the modified KWN model. This detailed calculating process is depicted in Fig. 2B.

**Strengthening model.** As a precipitation strengthening alloy, the Al-Cu-Li alloy has four major strengthening mechanisms: grain boundary strengthening, solid solution strengthening, precipitation strengthening, and dislocation strengthening. The total yield strength (the yield strength was used as the output value in this research) can be calculated by the linear addition of inherent strength and these four strengthening mechanisms (Ref. 34):

$$\sigma_{\text{total}} = \chi' \left[ \sigma_{\text{in}} + \sigma_{\text{gb}} + M(\tau_{\text{ss}} + \tau_{\text{prec}} + \tau_{\text{dis}}) \right]$$  \hspace{1cm} (35)

where $\chi'$ is the sensitivity coefficient of defects in the joints, $\sigma_{\text{in}}$ is the intrinsic strength of the aluminum alloys,
\( \sigma_{gb} \) is the strength of the grain boundary strengthening, \( M \) is the Taylor factor (Ref. 35), \( \tau_{ss} \) is the strength of the solid-solution strengthening, \( \tau_{prec} \) is the strength of the precipitation strengthening, and \( \tau_{dis} \) is the strength of the dislocation strengthening. The grain boundary strengthening follows the Hall-Petch formula (Ref. 36):

\[
\sigma_{gb} = k_{gb}D^{-\frac{1}{2}} \quad (36)
\]

where \( k_{gb} \) is a constant. For the solid-solution strengthening, when solute atoms dissolved into the matrix, distortion of the matrix lattice occurred, increasing the migration resistance of dislocations and contributing to the increasing strength. The degree of strengthening was affected by the size difference, valence electrons, and moduli between the matrix and the solute atoms. The increase in critical shear stress of decomposition caused by the solid-solution elements can be expressed as:

\[
\tau_{ss} = \sum A_i c_{ss,i} \tau_{si} \quad (37)
\]

where \( A_i \) is a constant. The precipitation strengthening was calculated by the Orowan strengthening theory. Among the many equations based on the Orowan theory, the most common one is the Orowan-Ashby equation (Ref. 37):

\[
\tau_{prec} = \frac{0.13G}{\lambda} m \frac{r}{b} \quad (38)
\]

where \( G \) is the shear modulus of aluminum and \( \lambda \) is the mean distance of precipitations that can be calculated from volume fraction and radius of the precipitations. The dislocation strengthening can be calculated as follows (Ref. 38):

\[
\tau_{dis} = \alpha G b \sqrt{\rho} \quad (39)
\]

where \( \alpha \) is a constant.

**Tensile model.** To determine the global mechanical properties of the joint, a CSM simulation was conducted to obtain the structural response of the virtual joint via the Abaqus software. The local strength was calculated above, and the elongation was converted according to the ratio of the local strength to the strength of the base metal (BM). In Part 2

---

*Fig. 7 — Variations of precipitations during FSW: average radius and volume fraction from the modified KWN model of the rotating shoulder (A, B) and the stationary shoulder (C, D).*
of this research (Ref. 18), the output value (global tensile strength) will be used for the final output of the subsequent neural network.

Results and Discussion

Calculated Causative Variables and Experimental Validations

Figure 3 shows the friction stir welded specimens’ surficial and macro morphologies achieved with typical welding parameters. The value of welding thinning was directly related to the tilt angle and plunge depth. Excessive welding thinning will contribute to a severe drop in load-bearing capacity at the WNZ (Ref. 39). The issue of weld thinning was also seen in the subsequent CSM tensile model. The macrostructures reflected the formation characteristics of the joint with different combinations of welding parameters, including rotational or stationary shoulder, welding speed, and rotational velocity. The stationary shoulder, greater welding speed, and lower rotational velocity contributed to a lower heat input, which is usually a necessary and sufficient condition for better joint performances under the premise of no welding defects. However, these parameters are highly coupled. It is difficult to isolate and analyze every single parameter without being dependent on pure experimental methods. Therefore, the CFD method was applied to access the static and dynamic distributions of temperature and flow behaviors in the welding process.

The calculated field data via CFD methods are shown in Fig. 4. The temperature around the welding tool was significantly high. The highest temperature was located at the rear side of the shoulder, which was caused by the plunge depth due to the tilt angle. This angle concentrated more axial pressure in the rear side of the welding tool, thereby increasing frictional heat. The temperature of the advancing side was higher than that of the retreating side. The overall distribution of the temperature field showed an ellipsoidal shape (Ref. 25). This unique temperature distribution affected the macro- and microstructural evolution of the joint. Materials at high temperatures tend to quickly migrate the grain boundaries, and they have high diffusion rates, resulting in significant DRX and precipitation evolution.

Additionally, the thermoplasticized materials brought on by high temperature play a critical role in joint formation. Sufficient heat input guarantees the fluidity of the materials, thus obtaining defect-free joints. Figure 4C shows the comparison between the calculated and experimental data. The peak temperature relative error of less than 2% shows that the proposed CFD model was reasonable and accurate. For the rotating and nonrotating shoulders, the shape of the WNZ on the cross section was almost consistent with the simulated results — Fig. 6D, E. These results proved that the CFD model and its field output could be reliably applied to subsequent microstructural models and neural networks in Part 2 of this research (Ref. 18).

Although the thermal cycle is one of the major prerequisites for sound joints, the joining of BMs was not only obtained by thermal diffusion. Severe plastic deformation was another characteristic. The global and local material flow driven by the welding tool contributed to the main formation behaviors, including metallurgical reactions and mechanical interlocking. The material flow around the welding tool can be expressed via strain rate, a quantitative scalar of the velocity gradient tensor. A higher strain rate resulted in several aspects: (a) a more uniform and more frequent blending of the thermoplasticized materials occurred, improving the load-bearing capacity of the joints; (b) a higher velocity gradient brought on spatial discontinuity in the material flow, which potentially promoted the initiation of welding defects; and (c) more heat input was introduced by the greater strain rate in the form of deformation heat.

However, heat input tends to be reduced in most FSW processes. Higher heat input coarsens grains and precipitations,
which deteriorates the mechanical properties of the joints. The strain rate of the thermoplasticized AA2195 alloy was affected by the transient distributions of velocities around the welding tool. Figure 4B shows the contour of the strain rate around the welding tool. The strain rate decreased rapidly with increasing distance from the welding tool, which was consistent with the observations in other peer-reviewed literature (Ref. 40). In addition, the local strain rate significantly affected the pin morphologies. The milling facets and threads increased the strain rate, thereby improving the joint formation and increasing the tendency for welding defects. The above discussion is based on the observation of the contour. However, quantitative data were necessary to directly make the outputs applicable for the subsequent neural networks in Part 2 of this research (Ref. 18) to read such a highly nonlinearly coupled field dataset. Figure 5A and B depict the evolution of the temperature and strain rate along the streamlines of different models. These curves represent the thermal cycle and plastic deformation experienced by each cell throughout the welding process. With these changes in strain rate and temperature, speculations can be made on microstructural behaviors, including DRX and precipitation evolutions. In addition, the curves extracted from the pin with complex structures brought on a greater velocity gradient — Fig. 5C, D. The stationary shoulder was also capable of reducing the heat input. This proved that the extracted data was reliable.

It is worth noting that ameliorating the joint formation by increasing the strain rate was a double-edged sword, which has been mentioned above several times (Ref. 41). The initiation possibility of welding defects increased with the appearance of complex structures located on the welding tools. This possibility was difficult to evaluate with a simple CFD model. Lower heat input was equivalent to the better load-bearing capacity of welding joints if welding defects were ignored. This is unacceptable for a systematic calculation model.

Therefore, a defect prediction model based on the discrete phase model was utilized to characterize the forming characteristics of the joint formation. Figure 6 shows the distribution of massless particles generated by a discrete phase model with different welding parameters. Compared with Fig. 3, the crimson area in the WNZ corresponds to the welding defects. The formation index correlates well with the experimental distribution of welding defects. The performance of the joint with defects dropped sharply, which happens when the heat input is too low and the strain rate is not sufficient. This index was applied to predict the global tensile strength of the joint, thus avoiding the appearance of unacceptable results. By combining the CFD and discrete phase models, a model that can effectively predict macrostructural evolution during welding was successfully implemented.

**Microstructural Evolutions**

Because the weight fractions of Cu and Li were about 4% and 1%, no δ' phase existed. Instead, large amounts of T_1 and θ''/θ' phases existed (Ref. 26). However, these experimental results obtained by high-resolution transmission electron microscopy can only obtain the distributions of precipitations before and after welding. The microstructural evolution during the welding process cannot be monitored by experimental means. The modified KWN model provides a preferred solution.

As shown in Fig. 7, the evolution of precipitations in the WNZ of the rotating shoulder and stationary shoulder under their respective typical parameters exhibited different characteristics. Both firstly experienced a rapid heating process.
Precipitations, including $T_1$ and $\theta^\prime/\theta''$ phases, first underwent solid solution. Due to the rapid increase in temperature, the size of most of the strengthening phases was smaller than their critical radius, according to Equation 24. The average diameter and volume fraction decreased sharply. The Cu and Li elements in the matrix entered the supersaturated solid-solution state. Additionally, high-density dislocations and DRX-ed grain boundaries were generated due to the severe plastic deformation during FSW. These sites provided the necessary conditions for the nucleation of new precipitations in the subsequent cooling process (Ref. 30). These promoted the generation of the uniform and fine $T_1$ and $\theta^\prime/\theta''$ phases.

Decreus et al. (Ref. 26) pointed out that the evolution kinetics of these two strengthening phases were significantly affected by plastic deformation. Their distributions depended on the local concentration of the Li element. The $T_1$ phase preferentially nucleated in the area with high-density dislocations induced by the FSW process and gradually approached the saturation state. Then, due to the local depletion of the Li element, the $\theta^\prime/\theta''$ phase appeared in the area where the $T_1$ phase had not yet been formed. This explains why the formation of the $T_1$ phase was relatively earlier than the $\theta^\prime/\theta''$ phase, which proves the rationality of the calculates curve.

In addition, in the case of the rotating shoulder, the precipitations entirely dissolved due to the higher heat input in the heating process. The higher temperature also brought on a greater critical nucleation radius, making the initial size of precipitation larger and the nucleation rate lower. However, the volume fraction of the joint was still high. The coarser precipitations reduced their strengthening effect (Ref. 34). Furthermore, due to massive precipitations, the proportion of solid-solution strengthening also decreased, although solid-solution strengthening was not the key strengthening mechanism for the Al-Cu-Li alloys. By contrast, in the case of the stationary shoulder, the great reduction in heat input caused the peak temperature to drop by about 20%. The precipitations only partially dissolved during the heating process. In the subsequent cooling process, the lower temperature contributed to a smaller critical nucleation radius, which effectively improved the precipitation strengthening effect.

The transformation of precipitations is the embodiment of the precipitation strengthening effect. However, the load-bearing capacity of the heat-treated strengthening aluminum alloy does not depend solely on this. The Hall-Petch effect and dislocation strengthening are also not negligible (Ref. 17). Figure 8 shows the calculated and experimental results of DRX at the WNZ and HAZ based on the geometric DRX model. Due to severe plastic deformation, the materials in the WNZ quickly underwent DRX with sufficient strain rates and transformed from a deformed microstructure to fine equiaxed crystal microstructures. We have assumed that the materials did not undergo the second DRX. These materials in the nugget gradually recovered under the co-effects of subsequent heat and plastic deformation, resulting in a gradual increase in grain size. One can see from Equation 34 that the enhancement of strain rate can effectively suppress the coarsening of the grains, while the increases in temperature will accelerate the growth of grains. Therefore, our goal is to achieve a combination of low peak temperature and high strain rate without welding defects. In addition, the HAZ is also a major component, which usually manifests as the weakness of the joints. There is no strain rate and accumulated plastic strain, so DRX does not occur in the HAZ. Throughout the calculation process, only the static recovery was observed, leading to the gradual increase of the grain sizes while the dislocation density gradually decreased. This has a negative impact on both fine-grain strengthening and dislocation strengthening. Thus, FSW joints usually break at or near the HAZ during the unidirectional tensile test.

The strengthening effects on the local area were obtained using the aforementioned analyses. The local strength of any location on the joints could be calculated. These values considered various strengthening mechanisms and weakening effects of welding defects. However, the actual tensile strength of the whole joint was the reflection of all the cells in the welding joints. Applying these local values to a two-dimensional CSM tensile model was a good choice. The local elongation was generated by referring to the local strength in a linear ratio. Figure 9 shows the dynamic stress distribution and fracture position. This result was obtained from the typical parameters of the stationary shoulder. The stress-strain curves were obtained by calculating the stress evolution on the CSM model — Fig. 9B, C. It matched the experimental curves well, which shows that the aforementioned micro-evolution model is reasonable. As such, the macro- and micro-structural responses of the friction stir welded joints, which provided datasets for the following neural network in Part 2 of this research (Ref. 18), were successfully integrated.

Conclusions

An entire process-simulation strategy was proposed to map the macro- and microstructural responses of friction stir welded aluminum alloys. Owing to their more-complex phase composition and precipitations, AA2195-T8 alloys were chosen as the research object. This model adopted a series of numerical models, including the CFD model, modified KWN model, DRX and recovery model, and CSM model. The comparison between experimental results and the combined model proved the rationality and accuracy of this numerical model. This combined model will provide the necessary datasets for the following neural network methods in Part 2 of this research (Ref. 18).
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Appendix I: Physical and Empirical Parameters

All the physical and empirical parameters used in the numerical models in this paper are listed in Table A1.

Table A1 — Physical and Empirical Parameters Used in Numerical Models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material constant #1 of AA2195-T8</td>
<td>( \alpha )</td>
<td>( 1.1 \times 10^{-8} \text{ Pa}^{-1} )</td>
</tr>
<tr>
<td>Material constant #2 of AA2195-T8</td>
<td>( A )</td>
<td>( 3.77 \times 10^8 )</td>
</tr>
<tr>
<td>Material constant #3 of AA2195-T8</td>
<td>( n )</td>
<td>3.55</td>
</tr>
<tr>
<td>Influencing factor of AA2195-T8</td>
<td>( \gamma )</td>
<td>0.4</td>
</tr>
<tr>
<td>Activation energy of Sellars-Tegart constitutive equation of AA2195-T8</td>
<td>( Q_m )</td>
<td>( 1.52 \times 10^5 \text{ J/mol} )</td>
</tr>
<tr>
<td>Gas constant</td>
<td>( R )</td>
<td>( 8.314 \text{ J/(mol K)} )</td>
</tr>
<tr>
<td>Solidus temperature of AA2195-T8</td>
<td>( T_s )</td>
<td>807 K</td>
</tr>
<tr>
<td>Empirical coefficient #1</td>
<td>( \beta_1 )</td>
<td>0.8</td>
</tr>
<tr>
<td>Empirical coefficient #2</td>
<td>( \beta_2 )</td>
<td>0.7</td>
</tr>
<tr>
<td>Friction coefficient</td>
<td>( \mu )</td>
<td>0.4</td>
</tr>
<tr>
<td>Axial pressure</td>
<td>( P )</td>
<td>65 MPa</td>
</tr>
<tr>
<td>Interfacial constant</td>
<td>( \delta_0 )</td>
<td>0.4</td>
</tr>
<tr>
<td>Thermal conductivity of AA2195-T8</td>
<td>( k_{\text{D}}(T) )</td>
<td>( 92.5 + 0.17^*T \text{ W/(m-K)} )</td>
</tr>
<tr>
<td>Thermal conductivity of H13</td>
<td>( k_r )</td>
<td>29 W/(m-K)</td>
</tr>
<tr>
<td>Thermal conductivity of M42</td>
<td>( k_r )</td>
<td>20 W/(m-K)</td>
</tr>
<tr>
<td>Thermal conductivity of WC-Co</td>
<td>( k_r )</td>
<td>85 W/(m-K)</td>
</tr>
<tr>
<td>Thermal conductivity of W-Re</td>
<td>( k_r )</td>
<td>21 W/(m-K)</td>
</tr>
<tr>
<td>Thermal conductivity of polycrystalline cubic boron nitride (PCBN)</td>
<td>( k_r )</td>
<td>79 W/(m-K)</td>
</tr>
<tr>
<td>Density of AA2195-T8</td>
<td>( \rho_D )</td>
<td>2690 kg/m(^3)</td>
</tr>
<tr>
<td>Density of steel</td>
<td>( \rho_r )</td>
<td>7800 kg/m(^3)</td>
</tr>
<tr>
<td>Density of WC-Co</td>
<td>( \rho_r )</td>
<td>15630 kg/m(^3)</td>
</tr>
<tr>
<td>Density of W-Re</td>
<td>( \rho_r )</td>
<td>19650 kg/m(^3)</td>
</tr>
<tr>
<td>Parameter</td>
<td>Symbol</td>
<td>Value</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------</td>
<td>------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>Density of PCBN</td>
<td>( \rho )</td>
<td>2250 \text{ kg/m}^3</td>
</tr>
<tr>
<td>Heat capacity of AA2195-T8</td>
<td>( C_{pt}(T) )</td>
<td>( 703 + 0.373T + 0.00155T^2 ) \text{ J/(kg·K)}</td>
</tr>
<tr>
<td>Heat capacity of H13</td>
<td>( C_{pt} )</td>
<td>470 \text{ J/(kg·K)}</td>
</tr>
<tr>
<td>Heat capacity of M42</td>
<td>( C_{pt} )</td>
<td>450 \text{ J/(kg·K)}</td>
</tr>
<tr>
<td>Heat capacity of WC-Co</td>
<td>( C_{pt} )</td>
<td>280 \text{ J/(kg·K)}</td>
</tr>
<tr>
<td>Heat capacity of W-Re</td>
<td>( C_{pt} )</td>
<td>120 \text{ J/(kg·K)}</td>
</tr>
<tr>
<td>Heat capacity of PCBN</td>
<td>( C_{pt} )</td>
<td>970 \text{ J/(kg·K)}</td>
</tr>
<tr>
<td>Heat transfer coefficient of upper and side wall</td>
<td>( h_w )</td>
<td>15 W/(m²·K)</td>
</tr>
<tr>
<td>Heat transfer coefficient of lower wall</td>
<td>( h_{lw} )</td>
<td>130 W/(m²·K)</td>
</tr>
<tr>
<td>Stefan-Boltzmann constant</td>
<td>( \sigma )</td>
<td>( 5.67 \times 10^{-8} ) \text{ W/(m²·K⁴)}</td>
</tr>
<tr>
<td>Emissivity of AA2195-T8</td>
<td>( \varepsilon )</td>
<td>0.35</td>
</tr>
<tr>
<td>Diffusion factor of Cu element</td>
<td>( D_{0,Cu} )</td>
<td>( 6.5 \times 10^{-5} ) \text{ m}²/s</td>
</tr>
<tr>
<td>Diffusion factor of Li element</td>
<td>( D_{0, Li} )</td>
<td>( 4.7 \times 10^{-5} ) \text{ m}²/s</td>
</tr>
<tr>
<td>Diffusion activation energy of Cu element</td>
<td>( Q_{d,Cu} )</td>
<td>( 1.35 \times 10^6 ) \text{ J/mol}</td>
</tr>
<tr>
<td>Diffusion activation energy of Li element</td>
<td>( Q_{d, Li} )</td>
<td>( 1.03 \times 10^6 ) \text{ J/mol}</td>
</tr>
<tr>
<td>Interfacial energy of T₁</td>
<td>( \gamma_{\text{int}, T₁} )</td>
<td>0.23 \text{ J/m}²</td>
</tr>
<tr>
<td>Interfacial energy of ( \theta ) variants</td>
<td>( \gamma_{\text{int}, \theta} )</td>
<td>0.2 \text{ J/m}²</td>
</tr>
<tr>
<td>Molar volume of T₁</td>
<td>( V_{m,T₁} )</td>
<td>( 3.15 \times 10^{-5} ) \text{ m}³/mol</td>
</tr>
<tr>
<td>Molar volume of ( \theta ) variants</td>
<td>( V_{m,\theta} )</td>
<td>( 2.85 \times 10^{-5} ) \text{ m}³/mol</td>
</tr>
<tr>
<td>Concentration constant of T₁</td>
<td>( C_{e,0,T₁} )</td>
<td>10.35</td>
</tr>
<tr>
<td>Concentration constant of ( \theta ) variants</td>
<td>( C_{e,0,\theta} )</td>
<td>9.68</td>
</tr>
<tr>
<td>Dissolution enthalpy of T₁</td>
<td>( Q_{e,T₁} )</td>
<td>( 4.87 \times 10^4 ) \text{ J/mol}</td>
</tr>
<tr>
<td>Dissolution enthalpy of ( \theta ) variants</td>
<td>( Q_{e,\theta} )</td>
<td>( 4.62 \times 10^4 ) \text{ J/mol}</td>
</tr>
<tr>
<td>Nucleation constant #1 of T₁</td>
<td>( J_{0,T₁} )</td>
<td>( 1.035 \times 10^{25} ) \text{/(m}³\cdot\text{s})</td>
</tr>
<tr>
<td>Nucleation constant #1 of ( \theta ) variants</td>
<td>( J_{0,\theta} )</td>
<td>( 9.67 \times 10^{34} ) \text{/(m}³\cdot\text{s})</td>
</tr>
</tbody>
</table>
Table A1 — (continued)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nucleation constant #2 of T₁</td>
<td>A₀,T₁</td>
<td>1.92 × 10⁴ J/mol</td>
</tr>
<tr>
<td>Nucleation constant #2 of θ variants</td>
<td>A₀,θ</td>
<td>1.63 × 10⁴ J/mol</td>
</tr>
<tr>
<td>Geometric constant</td>
<td>Kₛ</td>
<td>11.0</td>
</tr>
<tr>
<td>DRX constant #1</td>
<td>a</td>
<td>−3.43 × 10⁻⁹ m⁻¹</td>
</tr>
<tr>
<td>DRX constant #2</td>
<td>b</td>
<td>0.16 × 10⁻⁹ m⁻¹</td>
</tr>
<tr>
<td>Migration coefficient</td>
<td>Mₛ</td>
<td>5 × 10⁻⁶ m²/s</td>
</tr>
<tr>
<td>Grain boundary energy</td>
<td>τₛ</td>
<td>0.3 J/m²</td>
</tr>
<tr>
<td>Migration activation energy</td>
<td>Qₐ</td>
<td>7.7 × 10⁴ J/mol</td>
</tr>
<tr>
<td>Sensitivity coefficient of defects</td>
<td>X₀</td>
<td>3.0</td>
</tr>
<tr>
<td>Intrinsic strength of aluminum alloys</td>
<td>σᵢᵣ</td>
<td>16 MPa</td>
</tr>
<tr>
<td>Taylor factor</td>
<td>M</td>
<td>3.06</td>
</tr>
<tr>
<td>Hall-Petch constant</td>
<td>Kₚ</td>
<td>0.065 MPa·s⁻¹/²</td>
</tr>
<tr>
<td>Solid-solution strengthening constant of Cu</td>
<td>Aₑₐ</td>
<td>12.431</td>
</tr>
<tr>
<td>Solid-solution strengthening constant of Li</td>
<td>Aₑᵢ</td>
<td>23.772</td>
</tr>
<tr>
<td>Shear modulus</td>
<td>G</td>
<td>26 GPa</td>
</tr>
<tr>
<td>Burgers vector</td>
<td>b</td>
<td>2.84 × 10⁻¹⁰ m</td>
</tr>
<tr>
<td>Dislocation strengthening constant</td>
<td>a</td>
<td>0.3</td>
</tr>
</tbody>
</table>
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