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ABSTRACT
An analytic model based on a single-ellipsoidal stationary heat source can estimate the penetration in gas tungsten arc welding (GTAW) accurately with the calibration from the 3D measurements of the weld pool surface. However, the computation needed for the integration associated with the analytic model increases with time and when the current is changed; its real-time application is no longer feasible. To address this challenge, the basic principles on which the analytic model was derived were analyzed to rebuild a modified analytic model. In this rebuilt model, the temperature distribution was expressed into two terms: one as a function of an earlier temperature distribution, and the other as a function of the newly applied arc power. With this rebuilt analytic model, a recursive solution was facilitated such that the computation does not increase/change as the welding time increases and the desirable real-time computation and calibration can be obtained. To further reduce the computation time, a model was fit for the earlier distribution as given by discrete points such that its function can be analytically evaluated to minimize the needed online computation. Experiments were performed where cross sections of the welds were used to verify the novel recursive model calibrated by the measurements of the 3D weld pool surface.
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Introduction
This work is a continuation of our recent efforts (Refs. 1, 2) to establish the scientific foundation for monitoring how deeply a developing weld pool has penetrated underneath the workpiece during gas tungsten arc welding (GTAW). Since the depth of the weld pool is not directly measurable, various techniques, including vision sensing (Refs. 3–7), pool oscillation (Refs. 8–11), ultrasound (Refs. 12–16), and infrared (Refs. 17–19) have been proposed to obtain indirect measurements. Efforts have been taken to interpret them by characterizing the weld pool surface (such as width, length, and convexity) from vision sensing (Refs. 20–22), analyzing process parameters (such as current, voltage, and speed) (Refs. 23–26), or modeling human welder responses to the dynamic weld pool surface (Refs. 27–30) to better correlate the measurements to the penetration of the weld pool. Analytic models have also been proposed to control the penetration as calibrated by online measurements (Ref. 31), but the relation between the measurements and the analytic model parameters is empirical.

In our recent efforts (Refs. 1, 2), a different approach was taken with the hope that the penetration and measurements may be better correlated based on a more solid scientific foundation. This approach used an analytic model to compute the temperature distribution and then calibrated it using measured weld pool surface. To this end, Nguyen’s single-ellipsoidal stationary, heat-source based analytic solution (Ref. 32) was used to provide an initial temperature distribution in the workpiece. The computed weld pool radius stationary welding was compared with that from the measurement. The temperature distribution was then shrunk/expanded through an adjustment ratio in the radius direction (x-y directions) such that the error of the computed radius with the measurement became zero. The calibrated temperature distribution was then used to compute the increase in the volume due to thermal expansion. The resultant volume was then compared with that from the measurement on the weld pool surface. The temperature distribution was thus fully calibrated in all directions.

The above-mentioned analytic model was developed, calibrated, and verified under a given constant current and a uniform preheating temperature. Its ability to predict the penetration depth accurately has been verified through comparison with the measured cross sections of welds. While this calibrated analytic model may predict the penetration depth and be used to produce the desirable penetration depth, developing the weld pool including weld width and penetration in desirable ways within the desired time re-
quires real-time adjustments on the arc power/current. Analytic models thus need to derive for a varying current, and this work is devoted to addressing this issue as a continuation of our recent efforts in using analytic computation and calibration methods to correlate measurements to weld penetration based on a solid scientific foundation.

Using the analytic model, the temperature distribution at \( t_f > 0 \) can be computed as an integral from the initial time to the current time \( t_f \). Since the function to be integrated changes with \( t_f \), the integration over the entire time period \([0, t_f]\) is computed each time as the time \( t_f \) changes/goes. Integrations/computations in different times are not correlated and the computation for the integration increased with the time. For a given constant current, all the computations may be performed offline in advance and the computed temperature distributions at different times are stored. However, when the current varies, computing and storing temperature distributions in advance is no longer feasible.

To address the challenge from the continuously increasing computation, the authors wondered if the temperature distribution may be analytically correlated to an earlier distribution and newly applied current. With such a correlation, a recursive solution may be facilitated such that the computation does not increase or change with the time. Not only can large storage be avoided, but also real-time computation and calibration can be obtained.

Obtaining this needed analytic correlation is challenging because the previous methods used for derivations are not fully and directly applicable, in particular the constant current and initial temperature field. To address this challenge, the authors first analyzed the basic principles that the previous derivations were based on and applied them to the new conditions to derive an analytic model that works under varying current. Then the analytic model, also as an integration over time, was decomposed into integrations in two different time intervals. Further analysis led to the favorable result that they are separately determined by an earlier temperature distribution history and the newly applied arc energy.

More excitingly, the authors analyzed the two terms and found they are the spatial convolution of the earlier temperature distribution with the heat source distribution and the multiplication of a fixed integration with the newly applied current (arc energy). While the fixed integration can be computed in advance, the spatial convolution cannot because the earlier temperature distribution varies. Numerical evaluation of the convolution is still computationally intensive. To obtain an analytic solution for the convolution, the earlier temperature distribution is used to fit an analytic description. With the analytic description for the earlier temperature distribution, its convolution with the heat source distribution, given analytically, can be analytically solved to minimize the needed computation.

This paper is organized as follows. In the "Analytic Model" section, the analytic model for varying current is derived. The "Experimental Procedure" section describes the observation system and experimental conditions. The calibrated penetration and its experimental identification are shown in the "Verification and Analysis" section. And, finally, conclusions are drawn in the "Conclusions" section.

### Analytic Model

The analytic model to compute the temperature distribution evolution \( T(x,y,z)_{t_f} = t_f \) (the temperature distribution at time \( t_f \)) for a point heat source is derived by Rosenthal (Ref. 33). This derivation is enabled through the following approximations/principles: 1) plate thickness being infinite; 2) heat transfer being conductive; 3) initial temperature being uniform; and 4) effects of the continuous heat applied at the different times being summable through the superposition principle. The derivation starts with applying the superposition principle to obtain the temperature distribution \( G(x,y,z) \), as the unit response of the heat source is continuously applied in \([0, \tau] \):

\[
G(x,y,z,t) = \int_0^t \frac{1}{(4\pi\alpha(t-\tau))^{3/2}} \exp \left(-\frac{x^2+y^2+z^2}{4\alpha(t-\tau)}\right) d\tau
\]

\[
= \left(\frac{1}{\rho c}\right) \int_0^t \frac{1}{(4\pi\alpha(t-\tau))^{3/2}} \exp \left(-\frac{x^2+y^2+z^2}{4\alpha(t-\tau)}\right) d\tau
\]

\[
= \left(\frac{1}{\rho c}\right) \int_0^t g(x,y,z,t-\tau) d\tau
\]
where \( g(x,y,z) = 1/(4\pi at)^{3/2} \cdot \exp \left[ x^2+y^2+z^2/4at \right] \); \( a \) is the thermal diffusivity \( a = k/\rho c \); \( \rho \) and \( c \) are the density and specific heat, respectively; \( k \) is the thermal conductivity; and \( t \) is the time of heat source application. Despite the use of all these arguable assumptions, Rosenthal’s derivation and the resultant analytic solution have been widely accepted by the welding community although its actual applicability is still subject to verification for the specific applications.

Further, for distributive heat source, the analytic solution has been enabled by the use of a single-ellipsoidal static heat source

\[
S(x,y,z) = \frac{6\sqrt{3} \gamma V \cdot I}{a_h b_h c_h \pi \sqrt{\pi}} \exp \left( \frac{-3x^2}{a_h^2} - \frac{3y^2}{b_h^2} - \frac{3z^2}{c_h^2} \right) \tag{2}
\]

proposed by Goldak (Ref. 34) as illustrated in Fig. 1, where \( \gamma \) is the effective heat-input coefficient that is chosen as 100% in this study because the results will be calibrated after calculation; \( V \) and \( I \) are welding voltage and welding current, respectively; and \( a_h, b_h, c_h \) are the single-ellipsoidal heat source parameters.

The temperature distribution under a distributive heat source can be obtained by convoluting the point heat source solution (Equation 1) with the heat distribution (Equation 2) to superposition spatially. After simplification, the following analytic solution for the temperature distribution can be obtained (Ref. 35):

\[
T(x,y,z) = t_f = S(x,y,z) * G(x,y,z)_{t_f}
\]

\[
= \frac{3\sqrt{3}P}{4\pi\pi} \int_0^{t_f} P(t_f - t) \exp \left( \frac{-3x^2}{a_h^2} - \frac{3y^2}{b_h^2} - \frac{3z^2}{c_h^2} \right) dt
\]

\[
= \frac{1}{\sqrt{12a(t_f - t) + a_h^2}} \cdot \frac{1}{\sqrt{12a(t_f - t) + b_h^2}} \cdot \frac{1}{\sqrt{12a(t_f - t) + c_h^2}} \cdot \exp \left( \frac{3x^2}{12a(t_f - t) + a_h^2} - \frac{3y^2}{12a(t_f - t) + b_h^2} - \frac{3z^2}{12a(t_f - t) + c_h^2} \right)
\]

Equation 3 is for the temperature distribution in the weld pool from a uniform initial room temperature under the application of a constant distributive power source. However, for real-time control applications, the authors target at the current \( I(t) \) (thus \( P(t) \)) is adjusted according to the feedback form the in-situ penetration depth in real-time. Equation 3 is thus not, at least not directly, applicable. Hence, deriving an analytic model that can suit for a varied current/arc power that changes its value at a discrete time is necessary for future optimization of the welding process.

**Analytic Model with Varied Current**

The superposition principle has been applied in obtaining Equations 1 and 3. Since the superposition principle is independent from the input and the spatial convolution is independent of time, the following solution under the varying current/arc power can be directly obtained:

\[
T(x,y,z)_{t=t_f} = \frac{1}{\sqrt{12a(t_f - t) + a_h^2}} \cdot \frac{1}{\sqrt{12a(t_f - t) + b_h^2}} \cdot \frac{1}{\sqrt{12a(t_f - t) + c_h^2}} \cdot \exp \left( \frac{3x^2}{12a(t_f - t) + a_h^2} - \frac{3y^2}{12a(t_f - t) + b_h^2} - \frac{3z^2}{12a(t_f - t) + c_h^2} \right)
\]

To obtain the desirable recursive solution, consider \( t_f = t_s + \Delta t \) the next time temperature distribution is computed. As such, the present time \( t_s \) is \( \Delta t \) earlier than \( t_f = t_s + \Delta t \) and we wish to correlate the temperature distribution at \( t_f = t_s + \Delta t \) to its history (temperature distribution) at \( t_s \) and the newly applied power \( P(t) \) during \( [t_s, t_s + \Delta t] \). Hence, the following derivation is made:
\[ P_{tk} = \gamma \cdot V_{tk} \cdot I_{tk} \]

Since the current is not adjusted between two sampling instants, the arc power in the time interval \((t_k, t_k + \Delta t)\) is constant, as determined by the control algorithm at the sampling time \(t_k\), and is thus denoted by subscript \(t_k\).

To understand the implication of decomposition (4), let’s examine the second term first:

\[
\int_0^{\Delta t} P_{tk} \cdot f_{x,y,z}(t_k + \Delta t - \tau) \, d\tau = \left[ P_{tk} \cdot f_{x,y,z}(\Delta t - \tau) \right]_0^{\Delta t} \frac{f_{x,y,z}(\Delta t - \tau)}{\Delta t} \, d\tau
= B_{x,y,z}Q_{tk}
\]  

where \(B_{x,y,z} = \int_0^{\Delta t} \frac{f_{x,y,z}(\Delta t - \tau)}{\Delta t} \, d\tau\) is a constant, when \(\Delta t\) is fixed, for a given point \((x,y,z)\) and \(Q_{tk}\) is the newly applied arc energy during \((t_k, t_k + \Delta t)\). To see the nature of the first term, let’s examine the spatial convolution of the earlier temperature distribution \(T(x,y,z)_{t_k}\) and \(g(x,y,z)\):

\[
T(x,y,z)_{t_k} \ast g(x,y,z) = \int_0^{t_k} Q(t) \cdot f_{x,y,z}(t_k - t) \, dt = \frac{1}{(4\pi\Delta t)^{3/2} \cdot \exp \left( \frac{x^2 + y^2 + z^2}{4a\Delta t} \right)} \cdot \frac{3\sqrt[3]{Q(t)}}{\rho c \sqrt{\pi} \sqrt{12a(t_k - t) + a_0^2} \sqrt{12a(t_k - t) + b_0^2} \sqrt{12a(t_k - t) + c_0^2}}
\]

By using the Gaussian integral, the above equation can be simplified as follows:

\[
T(x,y,z)_{t_k} \ast g(x,y,z) = \int_0^{t_k} Q(t) \cdot f_{x,y,z}(t_k - t) \, dt
\]
Fig. 6 — Weld pools computed using the recursive analytic model under verification experimental conditions. A — Surface temperature field (°C) \( t_c = 3 \) s; B — whole boundary \( t_c = 3 \) s; C — surface temperature field (°C) \( t_c = 6 \) s; D — whole boundary \( t_c = 6 \) s; E — surface temperature field (°C) \( t_c = 9 \) s; F — whole boundary \( t_c = 9 \) s; G — surface temperature field (°C) \( t_c = 12 \) s; H — whole boundary \( t_c = 12 \) s; I — surface temperature field (°C) \( t_c = 15 \) s; J — whole boundary \( t_c = 15 \) s
Table 1 — Welding Experiment Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>Welding Time</td>
<td>15 s</td>
</tr>
<tr>
<td>Q (60 A)</td>
<td>Heat Input (W)</td>
<td>900</td>
</tr>
<tr>
<td>Q (65 A)</td>
<td>Heat Input (W)</td>
<td>950</td>
</tr>
<tr>
<td>Q (70 A)</td>
<td>Heat Input (W)</td>
<td>1000</td>
</tr>
</tbody>
</table>

*The arc length is 5 mm.

Table 2 — Input Parameters for Analytic Model

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_o$</td>
<td>Initial temperature</td>
<td>293.15 K</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
<td>$8.03 \times 10^{-6}$ kg/mm$^3$</td>
</tr>
<tr>
<td>$c$</td>
<td>Specific heat</td>
<td>500 J/kg·K</td>
</tr>
<tr>
<td>$k$</td>
<td>Thermal conductivity</td>
<td>$16.2 \times 10^{-6}$ W/mm·K</td>
</tr>
<tr>
<td>$a$</td>
<td>Thermal diffusivity</td>
<td>4.035 mm$^2$/s</td>
</tr>
<tr>
<td>$a_0(T)$</td>
<td>Volumetric expansion coefficient</td>
<td>$4.5 \times 10^{-4}$ K$^{-1}$</td>
</tr>
<tr>
<td>$T_{melt}$</td>
<td>Melting point</td>
<td>1400°C</td>
</tr>
<tr>
<td>$a_i = b_i$</td>
<td>Heat source parameters (x-y)</td>
<td>4.153 mm</td>
</tr>
<tr>
<td>$c_i$</td>
<td>Heat source parameters (depth)</td>
<td>0.511 mm</td>
</tr>
</tbody>
</table>

$$T_{top} = \frac{1}{\rho \pi \sqrt{\pi}} \int_{0}^{\infty} f_{x,y,z}(t_1 + \Delta t) dt = \Delta T(x,y,z)$$

$$T(x,y,z)_{t_k} = T_{top} \cdot \exp\left(-\frac{x^2}{K_{x1}} - \frac{y^2}{K_{y2}} - \frac{z^2}{K_{z3}}\right)$$

where $T_{top}$ is an adjustable scale and $(K_{x1}, K_{y2}, K_{z3})$ are the shape parameters. This description is proposed because $T_{top}$ can represent the peak temperature at the arc, and the decreases in the temperature away from the center in the different directions can be described similarly as the heat source distribution. For identification purpose, this nonlinear model may be easily transformed into a linear equation such that the linear least square estimate of $(\ln(T_{top}))$, $-1/K_{x1} - 1/K_{y2} - 1/K_{z3}$ can be obtained analytically to
calculate \( T_{\text{top}}(K_{k1}, K_{k2}, K_{k3})^2 \). (For stationary welding where \( K_{k1} = K_{k2} \), the parameters can also be identified.) As such, \( T_{\text{top}} \exp(-x^2/K_{k1}^2 - y^2/K_{k2}^2 - z^2/K_{k3}^2) \) becomes the analytic description of the earlier temperature distribution. Its convolution with \( g(x,y,z) \) is

\[
A\left(T(x,y,z)_{t_k}\right) = \frac{1}{(4\pi a\Delta)^{3/2}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} T_{\text{tot}} e^{-x^2/K_{k1}^2 - y^2/K_{k2}^2 - z^2/K_{k3}^2} dx dy dz
\]

Subsequently, by evaluating and simplifying,

\[
A\left(T(x,y,z)_{t_k}\right) = T_{\text{top}} \sqrt{\frac{K_{k1}^2}{4a\Delta + K_{k1}^2}} \sqrt{\frac{K_{k2}^2}{4a\Delta + K_{k2}^2}} \sqrt{\frac{K_{k3}^2}{4a\Delta + K_{k3}^2}} \exp\left(-\frac{x^2}{4a\Delta + K_{k1}^2} - \frac{y^2}{4a\Delta + K_{k2}^2} - \frac{z^2}{4a\Delta + K_{k3}^2}\right)
\]

Hence, the transient temperature distribution can be recursively calculated when the welding current is varied.

**Summary of the Recursive Analytic Model Calibrated by Measurements**

In summary, the resultant analytic model that recursively computes the temperature distribution is given by Equation 4. The two terms in Equation 4 are given by Equations 5 and 11, respectively. Further, Equation 11 requires parameters in the analytic description of the temperature distribution of Equation 8. These parameters are obtained by fitting the analytic description of Equation 8 to the set of points that represent the earlier temperature distribution. The resultant analytic model is then calibrated by the measured 3D weld pool surface. The calibrated temperature distribution then provides the set of points to represent the “earlier temperature distribution” for the next time.

**Experimental Procedure**

The measurement of the weld pool surface to be used for calibration is obtained from an in-situ 3D weld pool surface sensor developed at the University of Kentucky (Refs. 36, 37) as shown in Fig. 2. In this system, a 20-mW power illumination laser with a 660-nm wavelength is used to project a 19 × 19 dot matrix structured light pattern on the weld pool surface. The mirror-like weld pool surface reflects the incident dots following the law of reflection. The reflected dots are captured by the imaging plane placed approximately 2 in. away from the torch. The arc light is also reflected and captured by the imaging plane, however, because its optic attenuation performance is obvious when the distance is increased, the reflected dots can be obtained by image processing from the pictures captured by a CCD camera. By using a specific image pro-
cessing and reconstruction algorithm (Ref. 38), a 3D weld pool surface can be obtained in real time.

Because the 3D weld pool surface shape (radius and convexity) is reconstructed in real-time, the elevation volume needed for calibration is calculated by the following equation,

$$\Delta V_m = A_{xy} \cdot H \quad (12)$$

where $\Delta V_m$ is the elevated volume from the measured weld pool surface, $A_{xy}$ is the area of the weld pool surface in face XOY, and $H$ is the average elevation of the weld pool surface.

The average elevation above the workpiece surface is computed by averaging all the points inside the weld pool boundary including interpolated and original points, which are more than 200 points in that area.

With the available measurement of the 3D weld pool surface, the temperature distribution computed from the recursive solution can be calibrated similarly to the previous analytic model under constant current (Ref. 1). That is, first shrink/expand the recursively computed temperature distribution $T(x, y, z)$ in x-y directions such that $T(\lambda_x x, \lambda_y y, z)$ matches the weld pool radius with that from the measured...
Verifying the recursive analytic model, a varying current is needed. To this end, the current waveform shown in Fig. 3 is used in which the current changes randomly every 3 s in 15 s of the total welding time among 60, 65, and 70 A.

Verification of stationary bead-on-plate GTAW experiments was performed on 3-mm-thick Type 304 stainless steel plates. The dimension of the workpiece is 300 × 100 mm. The experimental welding parameters are given in Table 1. The heat input distribution parameters $a_0$, $b_0$, $c_0$ needed in the analytic model are given in Table 2 as determined from Ref. 2. Other input parameters needed for the analytic model are also given in Table 2.

Verification and Analysis

Experimental Results for Calibration

The weld pool diameter and convexity are calculated from real-time reflected images monitored by the measurement system. The convexity was previously defined (Ref. 39) as the average elevation of the weld pool surface above the workpiece surface longitudinally along the weld joint. In this work, the entire volume of the surface elevation above the workpiece surface is divided by the surface area that is used to define another convexity. To avoid confusion, it can be referred to as the aerial convexity while the previously defined one can be considered as the linear convexity. Unless otherwise specified, the convexity in this study is the aerial convexity.

Experimental results are shown in Fig. 4, which indicated the process started at measured time $t_m = 7.2$ s and finished at $t_m = 22.1$ s for a total arc-on time of 15 s, as equal to calculation time $t_c = 0$ s and $t_c = 15$ s. The current began at 60 A and changed every 3 s among 60, 65, and 70 A. The actual current shown in Fig. 4 fluctuated slightly from the programmed value. The measurement system obtained and calculated a pair of diameter and convexity every 180 ms. In the first few seconds (from approximately $t_m = 7$ s to $t_m = 12$ s), there was no diameter or convexity calculated because the weld pool was not established or was too small. Then the diameter and convexity increased rapidly (from approximately $t_m = 12$ s to $t_m = 15$ s). Then the increases were slowed (approximately $t_m = 15$ s to $t_m = 19$ s). The slight decreases then occurred (approximately $t_m = 19$ s to $t_m = 21.5$ s for the diameter and $t_m = 20$ s to $t_m = 21$ s for the convexity) due to the decrease in the current ($t_m = 16$ s to $t_m = 19$ s) and the response delay. With the current being increased again (approximately $t_m = 19$ s to $t_m = 22$ s), the diameter and convexity of the weld pool increased back to 5.3 and 0.12 mm at the end of the process.

A set of reconstructed 3D weld pool surfaces are shown in Fig. 5. As shown, the weld pool increased rapidly/clearly in the first 3 s and then the increased speed reduced. Table 3 summarizes the measurements of the weld pool surface near the end of welding, i.e., at $t_m = 22.1$ s. One should note, although the central area has relatively high elevation, the convexity of the entire weld pool is relatively small. That is, for circular bands with the same radius interval, the area increases rapidly as the radius (distance from the z-axis) increases. As such, the majority of the elevated surface is at relatively low elevations.

Analytic Model and Calibration

The analytic model calculates the distribution of weld pool temperature distribution in real time. Because the current is changed every 3 s, the parameters as $T_{top}$, $K_{k1} = K_{k2}$, and $K_{k3}$ in the analytic description of the temperature distribution should also be determined every 3 s. The resultant $K_{k1} = K_{k2}$ and $K_{k3}$ are shown in Table 4, especially at $t_c = 0$ s, $K_{k1} = K_{k2} = K_{k3} = \infty$ and $T_{top} = 298$ K. Then the temperature distribution at $t_c = 3$ s is calculated using the initial temperature distribution as the earlier temperature distribution history and the newly applied arc power. To prepare for the next computation at $t_c = 6$ s, the obtained temperature distribution at $t_c = 3$ s is used to fit the analytic description Equation 8 via Equation 9. The resultant parameters are $K_{k1} = K_{k2} = 4.5475$ mm and $K_{k3} = 3.4722$ mm with a MSE (mean square error) $e = (T(x, y, z)_{t_c} - T_{top}(x, y, z)_{t_0})/T_{top}(x, y, z)_{t_0}$ of 0.0698. Repeating this process, the final temperature distribution at $t_c = 15$ s can be obtained.

Figure 6 shows the computed temperature distribution.

<table>
<thead>
<tr>
<th>Weld Pool Radius/Weld Pool Area</th>
<th>Average Elevation (Convexity)</th>
<th>Measured Elevation Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.65 mm/22.051 mm²</td>
<td>0.0257 mm</td>
<td>0.5667 mm</td>
</tr>
</tbody>
</table>
and weld pool boundary series. As shown, the temperature distribution continually increased first in \( t_c = 0 \) s to \( t_c = 9 \) s, then decreased a little during \( t_c = 12 \) s to \( t_c = 15 \) s caused by the decrease in the current, and then increased again. It can be seen more clearly from the boundary that both the weld pool surface and depth reduced during \( t_c = 12 \) s to \( t_c = 15 \) s indicating that the weld pool was solidifying a little as the current decreased. When the current increased again, the weld pool enlarged again.

The calibration is conducted by matching the measured and computed radius and elevation volume to obtain an accurate depth of penetration and can be done for each of the recursively computed temperature distribution. However, because the depth of penetration can only be measured at the end of the process as \( t_c = 15 \) s by cross section, the verification can only be done using the temperature distribution calibrated at \( t_c = 15 \) s. As such, only the calibration for the last temperature distribution is shown in Fig. 6.

To calibrate, the calculated and measured radius are matched first to calibrate in the x-y directions. The calculated radius is 2.56 mm, and the measured radius is 2.65 mm. Hence, the calibration ratio in the x-y direction is \( \lambda_{xy} = 2.65/2.56 = 1.0352 \). The analytic model after the calibration in x-y directions is

\[
T_{x,y,z}(x, y, z) = T(1.0352x, 1.0352y, z)
\]

Figure 7A shows the weld pool boundary before and after the calibration in x-y directions. A difference between \( T_{x,y} \) (\( x, y, z \)) computed and measured elevation volumes will trigger the calibration in the depth direction. The elevation volume computed using the original analytic model before calibration is 0.5746 mm\(^3\). After the calibration in x-y directions, this volume increases to 0.6157 mm\(^3\), a little larger than the measurement 0.5667 mm\(^3\). The calibration in the depth direction is thus needed. It is found that for \( \lambda_z = 0.9204 \), the elevation volume computed from \( T(1.0352x, 1.0352y, 1.0352z) \) equals 0.5667 mm\(^3\). As such, \( \lambda_z = 0.9204 \) and the finally calibrated analytic solution is

\[
T_{-15}(x, y, z) = T(1.0352x, 1.0352y, 0.9204z)
\]

where \( T(x, y, z) \) \( -15 \) is the temperature distribution at \( t = 15 \) s calculated from the recursive analytic model.

Using this calibrated model, the final shape of the weld pool can be computed. Its comparison with that computed from the original analytic model is shown in Fig. 7B. The depth of the weld pool when the welding ends as computed using the calibrated model is 1.6208 mm, changed from 1.761 mm computed from the original analytic model.

**Verification**

The calibrated model can be verified by comparing between the estimated depth of the weld penetration with that measured from the cross section. As shown in Fig. 8, the cross section shows 1.63 mm for the depth of weld penetration and 5.20 mm for the weld width/diameter. The results from the calibrated model are 1.6208 and 5.3 mm, respectively. The accuracies appear to be adequate for typical precision joining applications.

**Additional Experimental Verifications**

Additional experiments with different current waveforms were conducted to further verify the proposed recursive analytic model. The current was also changed every 3 s within 15 s of total welding time. In additional experiment \( a \), the current was 60-60-70-65-60 A, while for additional experiment \( b \), the current was 60-65-60-65-70 A. The actual current waveforms and measured diameters and convexities are plotted in Fig. 9. Both of the currents were a little higher than the setting values but still acceptable. The voltages were around 12 V. For additional experiment \( a \), the diameter and convexity finished at 4.7 and 0.099 mm, respectively, at the end; however, because the current begins decreasing at \( t_m = 16.3 \) s, the maximum penetration depth should also be acquired at the same time, the diameter and convexity measured at 4.72 and 0.082 mm. For additional experiment \( b \), they finished at 4.85 and 0.09 mm at the end. The elevation volume can be calculated according to the measurement results as 0.3693 mm\(^3\) at \( t_m = 16.3 \) s for additional experiment \( a \), and 0.4358 mm\(^3\) for additional experiment \( b \).

The calculation results are shown in Table 5. For additional experiment \( a \), the maximal penetration depth occurred at 9 s. At this time, the diameter and evaluation volume calculated by the model before calibration were 4.64 nd 0.3708 mm\(^3\), respectively. For additional experiment \( b \), the maximal penetration depth occurred at 9 s finished at the end, with 4.8 mm diameter and 0.4415 mm\(^3\) evaluation volume, respectively.

**Table 4 — Results of Temperature Distribution Recursive Computation in Verification Experiment**

<table>
<thead>
<tr>
<th>Time ( t_c ) (s)</th>
<th>( \kappa_{ix} = \kappa_{iy} ) (mm)</th>
<th>( \kappa_{iz} ) (mm)</th>
<th>Radius (mm)</th>
<th>Elevation Volume (mm(^3))</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>∞</td>
<td>∞</td>
<td>0</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>3</td>
<td>4.5475</td>
<td>3.4722</td>
<td>1.28</td>
<td>0.0271</td>
<td>0.0698</td>
</tr>
<tr>
<td>6</td>
<td>5.0164</td>
<td>3.8664</td>
<td>2.28</td>
<td>0.3429</td>
<td>0.0687</td>
</tr>
<tr>
<td>9</td>
<td>5.1368</td>
<td>3.9612</td>
<td>2.4</td>
<td>0.4383</td>
<td>0.0681</td>
</tr>
<tr>
<td>12</td>
<td>5.2267</td>
<td>4.0358</td>
<td>2.32</td>
<td>0.3588</td>
<td>0.0672</td>
</tr>
<tr>
<td>15</td>
<td>—</td>
<td>—</td>
<td>2.56</td>
<td>0.5746</td>
<td>—</td>
</tr>
</tbody>
</table>
The error \( \varepsilon = 1.5864 \text{ mm} \) is also very close to the measured penetration. The penetration computed from the calibrated model, i.e., 1.5154 mm. The error \( \varepsilon = (1.51 - 1.5154)/1.51 = 0.36\% \). From Fig. 11B, the measured penetration for additional verification experiment \( b \) is 1.61 mm. The penetration computed from the calibrated model, 1.5864 mm, is also very close to the measured penetration. The error \( \varepsilon = (1.61 - 1.5864)/1.61 = 1.47\% \). As such, the proposed calibration method is further considered experimentally verified for its ability to accurately predict the depth of the weld penetration for other welding currents used.

### Conclusions

The objective of this work was to continuously establish the scientific foundation to monitor how deeply a developing weld pool has penetrated underneath the workpiece during GTAW as a follow-up to the authors’ recent efforts on the analytic model calibrated by the 3D measurements. To address the challenge that the computation for the integration associated with the analytic model increases with time, a recursive solution was derived such that the temperature distribution can be computed from an earlier history and newly applied arc energy. As a result, the computation needed to calculate the temperature distribution does not increase/change as the welding time increases. To further reduce the computation time, an analytic description is fit for the earlier distribution as given by the temperature distribution to the present temperature distribution can be analytically evaluated to minimize the needed online computation. Verification experiments confirmed the calibrated recursive analytic model predicted the measured depths of welds from cross sections accurately.
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