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Abstract—This paper presents a new type of wake-up receiver, called a clock-harvesting receiver, which extracts a 21 Hz clock embedded within the GSM standard for the wake-up of a wireless sensor network. The receiver was fabricated in 0.13-µm CMOS and harvests a 21 Hz clock from the 1900–MHz GSM band. It was designed for heavily duty-cycled operation to reduce the energy required for synchronization of a network. In active mode, the receiver achieves a sensitivity of –87 dBm with 57 µs of jitter while consuming 126 µW. In sleep mode, the power consumption is 81 pW. Experiments conducted in the lab verify the functionality of the receiver with a real local GSM cellular signal.

Index Terms—Analog integrated circuits, global system for mobile communications (GSM), clock-harvesting receiver (CRX), synchronization, wake-up receiver (WRX), wireless sensor networks (WSNs).

I. INTRODUCTION

WIRELESS sensor networks (WSNs) are perceived as the next big step in a decades-long trend toward smaller, more pervasive computing. For many applications, such as environmental, infrastructure, and health monitoring, long lifetimes are desired from small sensor nodes. As a result, low power consumption is critical.

A typical sensor node consists of five major components: a communication radio, a microprocessor, a battery, a timer, and sensors. Unfortunately, the battery often has insufficient energy to operate a sensor node continuously for its desired lifetime. To alleviate this problem, energy usage must be reduced. The radio and timer easily dominate system energy usage when operated continuously for the purposes of synchronization. Thus, reducing the power consumed to maintain synchronization can greatly improve node lifetime [1]. The traditional (and perhaps obvious) approach to reducing average power consumption is to duty-cycle the communication radio and schedule communication using a high-accuracy on-node timer. Unfortunately, high-accuracy timers require relatively high powers in comparison with less accurate timers. In addition, high-accuracy timers across multiple sensor nodes will eventually drift apart, unlike networks which share a common timing reference.

An alternative approach replaces the accurate on-node timer with an always-on wake-up receiver (WRX) [2], [3]. WRXs allow the nodes in a WSN to operate in a low-power sleep mode and use a wireless signal to wake the nodes up. A traditional WRX remains on continuously during sleep mode, waking-up the node after a signal is broadcast within the WSN (Fig. 1(a)). As a result, a WRX enables fully asynchronous, interrupt-based communication.

To further conserve energy in the WSN, the high-power wake-up beacon should be eliminated from networks with symmetric communication links since the nodes already operate from a constrained power budget. The wake-up receiver can instead harvest a digital clock from an existing wireless standard such as Wi-Fi, broadcast TV, or cellular signals. We call this a clock-harvesting receiver (CRX). This paper presents a CRX designed to extract a 21 Hz clock from a synchronization signal embedded within every broadcast channel (BCH) of the GSM mobile phone standard for the wake-up of a WSN.

The clock-harvesting receiver can be duty-cycled to further reduce synchronization energy as part of a hierarchical synchronization strategy. By coarsely duty-cycling the CRX (with an on-node <1 nW program-and-hold timer, for example [4]), the CRX could be fully-powered only momentarily around the 21 Hz GSM clock edges with a timer optimized for this system. During the remaining time the CRX is asleep, so the receiver is designed with a <100 pW sleep mode. By aligning each node to the arrival of the next GSM-harvested clock edge, the entire WSN is synchronized and may selectively enable communication radios based on higher-layer network policies (Fig. 1(b)).

While the CRX requires an external local oscillator (LO) to select the desired GSM signal, a fixed-frequency LO should be sufficient for many WSNs. Fortunately, a low-power LO could be generated using an FBAR-based oscillator which consumes <100 µW and satisfies the requirements of this system [5], [6].

This work presents the entire design of a fully-characterized CRX starting in Section II with a discussion of the requirements for a wake-up source, the operation of the CRX, and the system architecture. In Section III, we describe the simulations results for designing the bandpass filters. The design of each circuit used in the receiver is discussed in Section IV, followed by measurement results in Section V. Finally, we conclude with a demonstration of the CRX by extracting a clock from a local GSM cell signal.

II. SYSTEM OVERVIEW

This section provides an overview of GSM-based synchronization, the system operation of the CRX and its architecture, and intermediate frequency selection.
A. GSM-Based Synchronization

GSM was selected as a wake-up source because it provides a pervasive and practical signal for use in WSN wake-up. GSM is a global standard (Fig. 2) that covers much of the inhabited world, including North America, Europe, China, and India [7]. Japan is one notable exception. A single GSM broadcast channel (BCH) exists per provider on each GSM cell, and that channel operates at a dedicated frequency. Furthermore, channels in neighboring cells are allocated frequencies that minimize adjacent-channel interference, simplifying filter requirements (Fig. 3). Based on received signal strength indicator (RSSI) measurements throughout our 5-story building, the typical received power of a GSM BCH ranges from −65 dBm to −95 dBm, with the strongest being in the 1900-MHz band. Another larger measurement campaign also has reported similar received signal strengths [8]. Specifically, [8] reported detailed RSSI measurements of one campus building, and the received power ranged from −43 dBm to −84 dBm inside the building and from −33 dBm to −78 dBm along the exterior perimeter of the building.

B. System Operation

Fig. 4 outlines the operation of the receiver in time. The GSM standard employs Gaussian minimum-shift keying (GMSK) and other modulation schemes with pseudo-GMSK spectrums to modulate bursts of data in time [9]. Approximately every 46 ms, a pure sinusoidal tone is transmitted on the GSM broadcast channel. This tone burst lasts for 577 μs at an offset frequency of 67.7 kHz from the center of the channel; otherwise, data is transmitted with a spectrum occupying the entire 200 kHz channel. The bandpass filters (BPFs) in the CRX are tuned to overlapping halves of this BCH. When modulated data is transmitted by a GSM cell, the power is spread over the entire channel, passing equal signal levels through each offset BPF. During a tone burst, however, the signals captured along the two filter paths will differ. This difference in signal energies can then be detected, toggling the clock output.

C. System Architecture

The system architecture of the proposed CRX (clock-harvesting receiver) is outlined in Fig. 5. An off-chip SAW filter selects the entire 1900-MHz band, such that any GSM broadcast channel operating in the band can serve as a clock source. The input is amplified and down-converted to an intermediate frequency (IF) of 250 kHz. Channel selection is done by using different fixed local oscillator frequencies and filtering at IF.
Fixed- and variable-gain amplifiers at IF provide gain control. Following amplification, the signal is split into two paths, each with two Gm-C BPF stages that perform sub-channel selection. Each path then amplifies and envelope detects the signal. The voltages at the output of each envelope detector (ED) are applied to a hysteretic comparator, generating a digital clock output from the harvested GSM signal.

D. Intermediate Frequency Selection

In a typical cellular network, the strongest channels in one geographic location do not sit in adjacent frequency channels in order to improve quality of service to the consumer. Based on lab measurements, the worst case frequency separation is 800 kHz between high-power channels; thus, a low IF of 250 kHz was selected (Fig. 3). The IF is low enough that the image created from down-conversion lies in a low-power adjacent channel. A low IF also lowers the quality factor requirements on the BPFs, decreasing power consumption. At the same time, the IF is high enough such that flicker noise remains low.

III. Bandpass Filter Model

In this clock-harvesting receiver, a digital clock output is generated during the intermittent tone bursts of the selected GSM broadcast channel. The tone burst is detected using filters tuned to different portions of the BCH. Therefore, optimizing the frequency response of these filters is critical to the functionality of this receiver.

Initially, we proposed the filter strategy in [10]. One filter captures the entire channel, while the other filter captures a very narrow band centered at the frequency of the tone burst. Unfortunately, the energy required to realize the narrowband filter in integrated circuits was prohibitive for a low-power system, so an alternative filter strategy was adopted. The new filter strategy uses BPFs tuned to overlapping halves of the GSM channel. They are optimized to equalize the received power during spectrally-wide data transmission and tuned to maximize received power differences during the tone bursts.

To determine the optimal characteristics of the BPFs, GMSK data was generated in MATLAB, and the bandwidth of ideal Butterworth filters was swept for several different filter orders. Then, the clock error rate (CER), defined as the number of clock
errors over the expected number of clock outputs, was recorded. Based on simulations shown in Fig. 6, 6th-order BPFs would allow for the largest variation in bandwidth while still having less than a $10^{-4}$ CER. At the same time, 6th-order filters, when realized with actual circuits, would require more power and system complexity than lower-order filters. Fourth-order BPFs, therefore, provide a good trade-off between bandwidth, power, and complexity. Simulations predict that less than $10^{-4}$ CER is achievable with filter bandwidths between 104 kHz and 144 kHz. The actual filter bandwidths for this receiver were then tuned to 121 kHz and 118 kHz for the lower-frequency and higher-frequency paths based on these simulations.

IV. CIRCUIT DESIGN

The system block diagram of the clock-harvesting receiver is shown in Fig. 5. The circuits in the receiver provide four primary functions: band selection and down-conversion, gain, clock detection, and sleep-power minimization.

A. RF Front-End

The RF front-end consists of a SAW filter, low-noise amplifier (LNA), and a mixer (Fig. 7). The SAW filter serves two primary functions. First, the filter serves as a balun for single-to-differential conversion from the antenna to the differential inputs of the receiver. Second, the filter serves as a bandpass filter for the downlink side of the 1900-MHz band (also called the PCS band). The GSM standard separates the uplink side of the 1900-MHz band for mobile-phone-to-base-station communication from the downlink side of the band for base-station-to-mobile-phone communication. To prevent possible saturation of the RF front-end from the uplink side of the 1900-MHz band, the uplink portion is rejected by the filter. The filter is designed to match to 50 Ω single-ended at the input and 100 Ω differential at the output.

To reduce active power in the receiver, the system has only one RF gain stage before mixing down to a low IF. The RF inputs are AC-coupled on-chip directly to an un-matched fully-differential low-noise amplifier with inductive loading (Fig. 7). The inductors are sized to maximize their impedance in the band-of-interest, and a varactor was added in order to tune center frequency. A varactor is sized to account for process variation while still passing every channel in the 1900-MHz band. The LNA is fully-differential in order to provide common-mode rejection and simplify biasing of the input devices. Current biasing is accomplished with a thick-oxide FET which also provides lower sleep-mode leakage current. While a single-ended implementation would require half the power in active mode for equal gain, higher active power due to the additional voltage headroom requirement was traded for the ability to reduce sleep-mode power with a thick-oxide tail device.

The LNA output is AC-coupled to a double-balanced Gilbert-cell mixer (Fig. 7). A Gilbert mixer provides good common-mode rejection and also has less RF and LO feedthrough than a single-ended implementation. The remaining RF and LO feedthrough is attenuated by the IF gain stages. Headroom is a challenge, but the problem is mitigated with the use of low threshold voltage devices for the RF and LO inputs and moderately sized load resistors. As with the LNA, the bias current of the fully-differential mixer can be shut-off in sleep mode with the use of a thick-oxide FET.

The local oscillator is generated off-chip and is used to select the desired GSM broadcast channel. The bandpass filters at IF have a measured tuning range that allows for up to 161 ppm in frequency drift from the LO across temperature or process while still maintaining proper receiver functionality. In addition, the broadcast channels at a given geographic location can be measured with either a spectrum analyzer or a mobile phone in field test mode. A desirable BCH then can be determined, and a fixed LO can be used with the CRX. Based on these specifications, a low-power local oscillator should be feasible. For example, FBAR-based fixed-frequency LOs consuming less than 100 µW have been reported [5], [6], which could be used to target a specific GSM broadcast channel.

A fixed LO solution, however, does assume the frequency allocation plan of the local GSM broadcast channels remains unchanged during the life of the WSN, and over many months of design and testing, the targeted BCH in our geographic location did not change, so we believe this assumption has significant merit for many WSNs.

B. Baseband Gain Stages

Once the signal is at IF, amplification is provided by four differential fixed-gain amplifiers (FGAs) and one vari-
able-gain amplifier (VGA). Each fixed-gain amplifier consists of low-threshold voltage input FETs, resistive loads, and split-source with capacitive-coupling (Fig. 8) [2], [11]. To reduce noise, the first FGA after the mixer is sized differently from later gain stages. The first gain stage has a simulated bias current of 3 μA and load resistance of 167 kΩ. Later gain stages, on the other hand, have a simulated bias current of 1 μA and load resistance of 500 kΩ. The gain stages are biased in weak inversion, which provides good gain efficiency \( \left[ \frac{g_m}{I_D} \right] \) and linearity. The simulated gain for all stages is 13 dB.

The split-source capacitor is placed between the input source terminals of the FGA. The capacitor adds a zero to the transfer function of the amplifier, creating a bandpass response to the overall gain stage. Near DC, the capacitor looks like a large impedance, which strongly degenerates the amplifier resulting in no gain and eliminating accumulated offset voltages. Without accumulated offset voltages, common-mode feedback becomes unnecessary.

Because the intermediate frequency is only 250 kHz, resistive loading provides ample bandwidth, while also making DC-coupling possible. Precise sub-channel filtering is performed in the Gm-C bandpass filters further down the signal path, so the passband of these FGAs extend below and above the frequencies of interest. As a result, the lower-cutoff frequencies are set to 25 kHz for the first gain stage and 27 kHz for the later gain stages based on simulations. The upper-cutoff frequencies are set to 11 MHz and 17 MHz, respectively.

The topology of the variable-gain amplifier is very similar to that of a double-balanced Gilbert mixer or an analog multiplexer [12]; however, this topology adds a current source for one of the input differential pairs (Fig. 8) and is based on an unfolded version of [12]. Gain is varied by changing the voltage difference between \( V_{A+} \) and \( V_{A-} \). Only one of these voltages \( V_{A+} \) is set off-chip, while the other is fixed on-chip. High-threshold NFETs were used for the gain inputs \( V_{A+} \) and \( V_{A-} \) in order to provide a larger input tuning range, so that a fixed-off-chip voltage tuning can provide stable on-chip gain.

To understand the operation of this VGA, it is easiest to first ignore the second current source \( I_{VGA2} \). In this case and when \( V_{A+} \) and \( V_{A-} \) are equal, equal currents are steered through each input differential pair, producing equal gain. Each differential pair, however, shares a single pair of resistive loads with inputs that are 180° out-of-phase. As a result, the voltages cancel, and the gain is 0 V/V \((-\infty \ dB)\). Therefore, as \( V_{A+} \) ramps from rail-to-rail while \( V_{A-} \) is held constant, the gain decreases until \( V_{A+} \) and \( V_{A-} \) are equal, then increases again—a non-monotonic response. A non-monotonic response makes external tuning needlessly difficult. To address this, a second tail current \( I_{VGA2} \) is added. The second current source ensures that the left differential pair always has more current than the right pair, so that the gain increases monotonically with \( V_{A+} \). For this VGA, the first current source is set to 1 μA in simulation, and the second current source is set slightly larger.

### C. Filtering and Clock Extraction

To detect the clock embedded in the GSM standard, the amplified IF signal is split into two sub-channels: a lower-frequency path and a higher-frequency path. Each signal path has a 2-stage Gm-C bandpass filter tuned to overlapping halves of a GSM broadcast channel.

Each Gm-C stage consists of a differential 2nd-order filter with unit transconductors for better matching. The unit transconductors consist of differential pairs with PMOS load and resistive CMFB for self-biasing (Fig. 9). Each unit consumes only 200 nA. Very large resistance is achieved by using reverse-biased FETs. In addition, one self-biasing network is shared by all unit transconductors connected to the same differential signals. In other words, two self-biasing networks exist per Gm-C bandpass filter stage; one network across \( C_x \) and the other across \( C_y \). The capacitors in each path and for each stage are sized to provide a Butterworth response, and unit MIM capacitors are used for better matching. The magnitude response of each BPF is tuned to equalize the received power through overlapping halves of the GSM channel during data bursts and to maximize received power differences during tone bursts.

The bandwidths of the BPFs along the lower- and higher-frequency paths are 121 kHz and 118 kHz, respectively. They are optimally determined by system simulations to minimize the clock error rate (CER), defined as the number of clock errors over the expected number of clock outputs (Fig. 6) [10]. Additionally, the use of two wideband filters decreases quality factor requirements over the detection method we originally proposed in [10], reducing the power required to filter the GSM channel.
The BPFs produce nominal gain in order to reduce active power. Each Gm-C BPF stage consists of seven unit transconductors. At 200 nA/unit-Gm the transconductors do not generate significant gain, but each stage still draws more current than a single FGA. Thus, additional gain was generated after filtering using two FGAs for each path.

The signal powers in the lower- and higher-frequency paths are converted to DC through two passive envelope detectors (EDs). The EDs have differential inputs and single-ended output, and each ED draws 100 nA. The 21-Hz harvested clock has pulses with 577 μs duration. Therefore, large 100 pF capacitors are connected to ground in order to decrease bandwidth and slow the response at the output of each ED. To eliminate instantaneous differences at the output of the EDs, the two paths are capacitively-coupled together with a 50 pF capacitor, so that high frequency signal components are shorted between the outputs.

The received signal powers through the lower-frequency and higher-frequency paths are compared using a 2-stage continuous-time comparator (Fig. 10). The ED outputs are directly coupled to the input PFETs of the comparator. The load of the first stage of the comparator creates hysteresis, which prevents spurious switching of the output. The load consists of a combination of cross-coupled and diode-connected NFETs. The relative drive strength of the cross-coupled and diode-connected NFETs sets the hysteresis levels. Additional parallel NFETs can be digitally-enabled with four NMOS switches in order to adjust the initial hysteresis levels either up or down. The second stage provides differential-to-single-ended conversion as well as additional gain. Finally, the harvested 21-Hz clock output is sent through a buffer to be driven off-chip.

D. Sleep-Power Minimization

In heavily duty-cycled operation, sleep-mode energy dominates active-mode energy; however, no recently reported low-power radios address sleep-mode power in their designs. In this CRX, thick-oxide tail devices were added to every stage in the receiver’s signal path and its bias generation in order to minimize sleep-mode leakage currents (Figs. 7–10). Using thick-oxide tail devices, however, increases active-mode energy due to the larger headroom requirements for the high-threshold voltage devices. In this case, 300 mV of additional headroom was used for the tail devices. Sizing of the thick-oxide devices was done to maximize the ratio between active-mode and sleep-mode current.

V. Measurement Results

The clock-harvesting receiver was fabricated in a 0.13 μm CMOS process with MIM capacitors. The entire receiver operates from a single 1 V supply. The conversion gain of the CRX is shown in Fig. 11 at three differently tuned varactor voltages in the LNA. The peak conversion gain measured at sensitivity is 57 dB, and gain-control is achieved by tuning the VGA and the tail bias currents of each stage. The measured bandwidth of the LNA is 140 MHz.

The center frequency of the receiver was measured across varactor voltage for three die (Fig. 12). The center frequency plotted corresponds to the frequency at which conversion gain peaked for each varactor voltage. The LNA for each die can be tuned with the varactor over a worst-case frequency range of 1.83 to 2.01 GHz. Therefore, all three die can be tuned over the entire downlink side of the 1900-MHz band, enabling the selection of any broadcast channel in the US.

The BPFs for the lower- and higher-frequency paths are critical to the overall functionality of the CRX. Their magnitude response is measured at the output of the envelope detectors (Fig. 13). The bandwidths of the BPFs along the lower- and higher-frequency paths are 121 kHz and 118 kHz, respectively, based
on system simulations to minimize the clock error rate (Fig. 6). Additionally, both the bandwidth and center frequency of each filter is tunable in order to change the intermediate frequency if necessary.

The measured CER (clock error rate) versus input power is shown in Fig. 14. At a CER of $10^{-3}$, the peak sensitivity is $-87$ dBm with a total power consumption of 126 $\mu$W, of which the front-end consumes 98 $\mu$W and the baseband consumes 28 $\mu$W. At a reduced sensitivity of $-60$ dBm while maintaining $10^{-3}$ CER, the total power consumption of the receiver can be reduced to 67 $\mu$W. Proper operation was verified at input powers up to $-5$ dBm. In sleep mode, the leakage power of the system is 81 pW.

The path delay and clock jitter were measured for two different die (Fig. 15). A pseudo-GSM broadcast channel was generated on an arbitrary waveform generator (AWG), then up-converted and sent into the two clock-harvesting receivers. At the start of each tone burst, a synchronization marker was generated by the AWG. Delay and jitter were then recorded. From this setup, the average delay in clock output is 109 $\mu$s for CRX-1, and 104 $\mu$s for CRX-2, which is predominately due to the slow response of the EDs. The measured jitter at peak sensitivity is 57 $\mu$s. At higher signal powers, the jitter reduces to approximately 7 $\mu$s worst case. The average chip-to-chip time difference is 5.1 $\mu$s with a jitter of 7.6 $\mu$s, which suggests that network synchronization can be achieved with better than 50 $\mu$s accuracy ($6\sigma + \mu$). The start-up time from sleep mode to active mode is roughly 500 $\mu$s, limited by slewing at the ED outputs.

The signal-to-interference ratio (SIR) was measured for interfering GSM signals in neighboring channels (Fig. 16). A broadcast channel was generated at a fixed frequency while a second interfering channel was generated at a frequency up to 800 kHz above or below the BCH frequency. The SIR was varied until the CER reached $10^{-3}$. Based on measured BCH allocations in the lab, interfering BCHs reside at least 800 kHz away from the target BCH (Fig. 3). The worst case SIR is $-14$ dB at this frequency offset. Thus, by selecting the highest power BCH in a given geographic location, the CRX always can be harvested, assuming a typical GSM channel allocation policy. Even with an atypical allocation policy, the measured SIR is only 7 dB at the image. Thus, an image has a negligible effect on performance in most channel environments so long as the desired BCH is 800 kHz above the image, which will occur away from the cell boundary. Finally, the SIR results similarly indicate that the IF bandwidth can be safely tuned to adjust for frequency variation in the LO for nearly all channel environments.

The core circuit area occupies approximately 0.99 mm$^2$ (Fig. 17). The area is dominated by the two inductors of the differential LNA and the capacitors for the EDs. The capacitors for the FGAs also occupy a noticeable amount of area along with the unit capacitor array created for the BPFs.

To illustrate how a WSN could be synchronized using CRXs, two clocks were harvested simultaneously from the 1976.2 MHz GSM broadcast channel of a local tower (T-Mobile) using two
CRXs placed 10 cm apart on a table. The resulting clock outputs are shown in Fig. 18. The envelope detected outputs for one CRX are shown in the figure as well. During wideband bursts, the envelope-detected outputs are approximately equal as expected. During the tone burst however, the ED outputs differ, toggling the comparator output of both receivers. The photo of the test setup is shown in Fig. 19. Both CRXs extracted the real GSM clocks in our lab using small monopole antennas.

This clock-harvesting receiver is compared with several recent wake-up receivers and low-power communication receivers for WSNs, and the active power consumption is plotted versus sensitivity (Fig. 20). The active power for other works excludes power for the local oscillator when possible or applicable to create a more fair comparison with this work. A detailed performance summary is provided in Table I along with a comparison to a few select WRXs.
VI. CONCLUSION

A new type of wake-up receiver, called the clock-harvesting receiver (CRX), is presented that is capable of extracting a 21-Hz clock embedded within the GSM standard for the wake-up of a wireless sensor network. By harvesting the clock from a pre-existing and pervasive source, the WSN does not have to generate it within the network. In addition, the CRX can be heavily duty-cycled for use in a tiered synchronization strategy to greatly reduce synchronization energy. Measurements show that the receiver achieves −87 dBm sensitivity while consuming only 126 μW. In sleep-mode, the power consumption is 81 pW. The functionality of two clock-harvesting receivers was verified by extracting a clock from the broadcast channel of a local cell tower.
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