
· Managing VPGs

After defining virtual protection groups (VPGs) the virtual machines specified as part of each VPG are protected. There are a number of ongoing management tasks that you can perform on a VPG, such as specifying a checkpoint to enable recovery to that specific point or you can modify the configurations of existing VPGs.

The following VPG management options are described in this chaptersection:

· “Monitoring Virtual Protection Groups”, below
· “Monitoring a VPG”, on page 38
· “Monitoring Protected Virtual Machines”, on page 39
· “Adding Virtual Machines to an Existing VPG”, on page 41
· “Modifying a VPG Definition”, on page 41
· “Modifying a Virtual Machine Volume Size”, on page 42
· “Pausing the Protection of a VPG”, on page 42
· “Forcing the Synchronization of a VPG”, on page 43
· “Deleting a VPG”, on page 43
· “Ensuring Application Consistency”, on page 44
· “VPG Statuses and Synchronization Triggers”, on page 49
Monitoring Virtual Protection Groups

View specific details of the VPGs in the VPGs tab. This dialog lists all the VPGs from both the local and remote sites and provides summary details of each VPG.
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The following information is displayed in the GENERAL view:

Alert status indicator – The color indicates the status of the VPG:

Green – The VPG is being replicated, including syncing the VPG between the sites.

Orange – The VPG is being replicated but there are problems, such as an RPO value larger than the Target RPO Alert value specified for the VPG.

Red – The VPG is not being replicated, for example, because communication with the remote site is down.

VPG Name (#VMs) – The name of the VPG. The name is a link: Click on the VPG name to drill-down to more specific details about the VPG that are displayed in a dynamic tab. The number of VMs protected in the VPG is displayed in parentheses.

Direction – The direction of the replication, from this site to the remote site or from the remote site to this site.

Peer Site – The name of the site with which this site is paired: the site where the VPG is protected or will be recovered to.

Priority – The priority of the VPG.

Protection Status – The current status of the VPG, such as Meeting SLA. Where appropriate, the percentage of the operation completed, such as syncing, is displayed.

State – The current substatus of the VPG, such as Delta syncing. Where appropriate, the percentage of the operation completed, such as syncing, is displayed.

Actual RPO – The time since the last checkpoint was written to the journal. This should be less than the Target RPO Alert value specified for the VPG.

Operation – The operation, such as Move, that is currently being performed.

PERFORMANCE View
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The following information is displayed in the PERFORMANCE view:

IO – The IO per second between all the applications running on the virtual machines in the VPG and the VRA that sends a copy to the remote site for replication.
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Throughput – The MB per second for all the applications running on the virtual machines being protected. There can be a high IO rate with lots of small writes resulting in a small throughput as well as a small IO with a large throughput. Thus, both the IOPS and Throughput values together provide a more accurate indication of performance.

Network – The amount of WAN traffic.

Provisioned Storage (not shown by default) – The xe "storage:provisioned"

xe "provisioned storage"provisioned storage for all the virtual machines in the VPG. This value is the sum of the values that are used in the vSphere Client console per virtual machine in the Virtual Machines tab for the root vCenter Server node. Each value is the sum of both the hard disk and memory. Thus, a virtual machine with 1GB hard disk and 4GB memory will show 5GB provisioned storage.

Used Storage – The storage used by all of the virtual machines in the VPG. This value is the sum of the values that are used in the vSphere Client console per virtual machine in the Virtual Machines tab for the root vCenter Server node.

BACKUP View
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xe "offsite backup:status in Dashboard"The following information is displayed in the BACKUP view:

Retention Policy – Whether the VPG is protected against a disaster only with the ability to recover to a point in time up to 14 days before the disaster, or protection is extended to include offsite backups of the virtual machines, going back for a maximum of one year.

Backup Status – The status of the backup.

Backup Repository – The name of the repository where the jobs are stored.

Restore Point Range – The restore points for the backup jobs out of the total backup jobs run for the VPG.

Backup Scheduling – The schedule for offsite backups.

Saving Details of Virtual Protection Groups to Filexe "export to CSV:virtual protection group;virtual protection group:saving details to file"
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You can save details of every VPG displayed in the VPGs tab to a CSV file, which can be opened using programs such as Microsoft Excel.

In the VPGs tab, click EXPORT and specify where to save the VPG details.

Monitoring a VPGxe "monitor:virtual protection group;virtual protection group:monitoring"
You monitor the status of a specific VPG by drilling-down for the VPG in the VPGs tab or from a virtual machine in the VMs tab. The specific VPG details are displayed in a dynamic tab.
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GENERAL Tab sandy: continue here!!!
The heading for the GENERAL tab includes the status of the VPG. The following information is displayed in the GENERAL tab:

Performance Graphs
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xe "performance graphs: for a single VPG"The current VPG performance, which includes the following information:

RPO (sec) – The time since the last checkpoint was written to the journal. This should be less than the Target RPO Alert value specified for the VPG.

IOPS – The IO per second between all the applications running on the virtual machines in the VPG and the VRA that sends a copy to the remote site for replication.

Throughput (MB/sec) – The MB per second for all the applications running on the virtual machines being protected. There can be a high IO rate with lots of small writes resulting in a small throughput as well as a small IO with a large throughput. Thus, both the IOPS and Throughput values together provide a more accurate indication of performance.

WAN TRAFFIC (MB/sec) – The outgoing traffic between the sites.

JOURNAL HISTORY

The values for each virtual machine in the VPG include the xe "provisioned:storage;storage:provisioned"provisioned storage and used storage. Thus, a virtual machine with 1GB hard disk and 4GB memory will show 5GB xe "provisioned storage"provisioned storage.

OFFSITE BACKUP
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xe "offsite backup: status in single VPG tab"If backup is enabled, the following backup details are displayed.

Retention Policy – Whether the VPG is protected against a disaster only with the ability to recover to a point in time up to 14 days before the disaster, or protection is extended to include offsite backups of the virtual machines, going back for a maximum of one year.

Backup Status – The status of the backup.

Backup Repository – The name of the repository where the jobs are stored.

Restore Point Range – The restore points for the backup jobs out of the total backup jobs run for the VPG.

Backup Scheduling – The schedule for offsite backups.

ACTIVE ALERTS, RUNNING TASKS, and EVENTS
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xe "Dashboard: alerts, events, and running tasks;events: in single VPG tab"

xe "monitor: alerts, events, and running tasks"A listing of the currently active alerts and running tasks, and the events run during the last few hours.

User input, for example, stopping a failover test or committing or rolling back a Move or Failover operation, can be initiated from the relevant task displayed in the RUNNING TASKS section.

PROTECTED VMs Tab

The details about the protected virtual machines.

SETTINGS Tab
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The SETTINGS tab shows details about the VPG settings, divided into general, replication, recovery, and backup categories.

Monitoring Protected Virtual Machines

View specific details of the protected VMs in the VMs tab. This tab lists all the protected virtual machines from both the local and remote sites and provides summary details of each virtual machine.
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The following information is displayed in the GENERAL view:

Alert status indicator – The color indicates the status of the VPG:

Green – The VPG is being replicated, including syncing the VPG between the sites.

Orange – The VPG is being replicated but there are problems, such as an RPO value larger than the Target RPO Alert value specified for the VPG.

Red – The VPG is not being replicated, for example, because communication with the remote site is down.

VM Name – The name of the virtual machine. The name is a link.

VPG Name – The name of the VPG. The name is a link: Click on the VPG name to drill-down to more specific details about the VPG that are displayed in a dynamic tab.

Direction – The direction of the replication, from this site to the remote site or from the remote site to this site.

Peer Site – The name of the site with which this site is paired: the site where the VPG is protected or will be recovered to.

Priority – The priority of the VPG.

Protection Status – The current status of the virtual machine, such as Meeting SLA. Where appropriate, the percentage of the operation completed, such as syncing, is displayed.

State – The current substatus of the VPG, such as Delta syncing. Where appropriate, the percentage of the operation completed, such as syncing, is displayed.

Actual RPO – The time since the last checkpoint was written to the journal. This should be less than the Target RPO Alert value specified for the VPG.

Operation – The operation, such as Move, that is currently being performed.

PERFORMANCE View

The following information is displayed in the PERFORMANCE view:

IO – The IO per second between all the applications running on the virtual machine and the VRA that sends a copy to the remote site for replication.
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Throughput – The MB per second for all the applications running on the virtual machines being protected. There can be a high IO rate with lots of small writes resulting in a small throughput as well as a small IO with a large throughput. Thus, both the IOPS and Throughput values together provide a more accurate indication of performance.

Network – The amount of WAN traffic.

Provisioned Storage – The xe "provisioned:storage;storage:provisioned"provisioned storage for the virtual machine in the recovery site. This value is the sum of the values that are used in the vCenter Server and displayed in the vSphere Client console per virtual machine in the Virtual Machines tab for the root vCenter Server node. Each value is the sum of both the hard disk and memory. Thus, a virtual machine with 1GB hard disk and 4GB memory will show 5GB provisioned storage.

Used Storage – The storage used by the virtual machine in the recovery site. This value is the sum of the values that are used in the vCenter Server and displayed in the vSphere Client console per virtual machine in the Virtual Machines tab for the root vCenter Server node.

BACKUP View
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xe "offsite backup:status in Dashboard"The following information is displayed in the BACKUP view:

Retention Policy – Whether the VPG is protected against a disaster only with the ability to recover to a point in time up to 14 days before the disaster, or protection is extended to include offsite backups of the virtual machines, going back for a maximum of one year.

Backup Status – The status of the backup.

Backup Repository – The name of the repository where the jobs are stored.

Restore Point Range – The restore points for the backup jobs out of the total backup jobs run for the VPG.

Backup Scheduling – The schedule for offsite backups.

Adding Virtual Machines to an Existing VPG

You can add virtual machines that are not already included in a VPG, to an existing VPG.

After adding virtual machines, the VPG definition is updated. This process may take a few minutes. While the VPG definition is being updated, you cannot perform any operation on the VPG, such as adding a checkpoint, editing its properties, or moving or failing it over. 

After the VPG definition has been updated, Zerto Virtual Replication begins the process of synchronizing the protected and recovery sites. You can, however, make changes to the VPG definition, as described in “Modifying a VPG Definition”, on page 41.

To add a virtual machine to an existing VPG:

· Click the Edit icon for the VPG or select the VPG and click MORE > Edit VPG in the VPGs tab, or click the VPG name link for the VPG from the list of VPGs in the VPGs tab and click EDIT VPG.

· In the VMs step, add the virtual machines to the list of protected machines.

· Configure the settings for the new virtual machines in the same way that you configured the other virtual machines in the VPG, when you created the VPG.

· Click DONE.

The virtual machines are added to the VPG. This process may take a few minutes. While the VPG definition is being updated, you cannot perform any operation on the VPG, such as adding a checkpoint, editing its properties, or moving or failing it over.

After the VPG definition has been updated, Zerto Virtual Replication begins the process of synchronizing the protected and recovery sites.

julian: i don’t know what the user sees when the user is a customer of a CSP. There is more text in the Admin Guides, with the 2 pictures (showing the VPGs tab + the list of checkpoints with the 2 checkpoints tagged). do we want to add this text + these pics?

If the virtual machine is added to a VPG replicating to resource pool in VMware vSphere environments, Zerto Virtual Replication checks that the additional virtual machine doesn’t exceed the resource pool capacity, such that the sum of the virtual machine reservation is less than or equal to the resource pool CPU and storage settings.

You configure the virtual machine in the VPG in the same way that you configured the other virtual machines in the VPG, when you created the VPG, including the storage and NICS.

Modifying a VPG Definition

You can edit a VPG definition, including adding virtual machines to the VPG, as described in “Adding Virtual Machines to an Existing VPG”, on page 41, deleting virtual machines from the VPG, or changing the information about how virtual machines are recovered, such as adding or removing volumes from the virtual machine.

· You cannot edit the VPG while a backup job is running.

After modifying the VPG, the definition is updated. While the VPG definition is being updated, you cannot perform any operations on the VPG, such as adding a checkpoint, editing the VPG properties, or failing the VPG. After the definition is updated, the VPG is synchronized with the recovery site.
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To modify a VPG:

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_VC.fm



_AdminEnt_VC

7_ManageVPG.fm



ZSSP.book

· In the VPGs tab in the Zerto User Interface, select the VPG to be edited and click MORE > Edit VPG. You can also select the VPG, display the VPG details, and click EDIT VPG.

The Edit VPG wizard is displayed, enabling editing the VPG, including adding and removing virtual machines from the VPG.

· If the VPG was previously viewed, and the tab for this VPG is still displayed, you can access the details by selecting the tab.

· Make any required changes to the VPG definition, as described in “To create a VPG:”, on page 5. You can jump directly to a step to make a change in that step, for example, the REPLICATION step or the RECOVERY step, by clicking the step. Steps that have been completed are marked with a tick.

· If the Journal Size Hard Limit or Journal Size Warning Threshold in the advanced journal settings for the VPG SLA settings, or the default values are changed, the changed values are not applied to existing virtual machines but only to new virtual machines added to the VPG.

· Click DONE.
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When a virtual machine is removed from a VPG, a warning is displayed. Another message is displayed when trying to save the VPG, asking whether or not to save the recovery volumes. These recovery volumes can be used for preseeding if the virtual machine is added back to the VPG.

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_VC.fm



_AdminEnt_VC

7_ManageVPG.fm



ZSSP.book

The VPG is updated and then synchronized with the recovery site, if required, for example when the host was changed.

· Synchronization after deleting a virtual machine from a VPG results in all checkpoints being removed and the checkpoint mechanism restarts after synchronization completes.

Modifying a Virtual Machine Volume Size

Adding volumes to or deleting volumes from a virtual machine protected in a VPG, is automatically reflected in the volumes used for the mirror virtual machine, managed by the VRA in the recovery site.

If you add a volume to the virtual machine the total number of disks cannot exceed 15 disks per SCSI controller and up to 4 SCSI controllers.

Pausing the Protection of a VPG
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During periods when the WAN bandwidth is utilized to its maximum, you can pause the protection of a VPG, to free up some of this bandwidth. After pausing the protection, the VPG can still be recovered to the last checkpoint written to the journal before the pause operation.xe "pause protection"

xe "WAN bandwidth, freeing up"

xe "bandwidth: freeing up"

xe "VPG:pausing protection"
· Zerto recommends adding a checkpoint to the VPG immediately before pausing protection, if you might want to recover the VPG to the latest point in time before the pause.

· You cannot pause a VPG while a backup job is running.

To pause the protection of VPGs:

· In the Zerto User Interface, click the VPGs or VMs tab and select one or more VPGs to pause protection.

· Click MORE > PAUSE.

A warning is displayed. If you click PROCEED in this warning, the VPG protection is paused.

· If the VPG was previously viewed, and the tab for this VPG is still displayed, you can access the details by selecting the tab.

The VPG protection is paused until you click Resume VPGs.
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To resume the protection of VPGs:

· In the Zerto User Interface, click the VPGs or VMs tab and select one or more VPGs to resume protection.

· Click MORE > Resume.

After resuming protection, a Bitmap Sync will most probably be performed to synchronize the protection and recovery sites.
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Forcing the Synchronization of a VPG

xe "virtual protection group:synchronize"If the protected virtual machines are updated such that they are no longer synchronized with their mirror machines in the recovery site, you can force the resynchronization of the machines. An example of when the machines can be out-of-sync is when there is a rollback of a virtual machine to a VMware snapshot. In this case, the recovery virtual machine will include changes that have been rolled back in the protected machine, so that they are no longer synchronized.

You can force the synchronization of the machines in a VPG to remedy this type of situation.

· You cannot force the synchronization of a VPG while a backup job is running.

To forcibly synchronize a VPG:

· In the Zerto User Interface, select the VPGs or VMs tab and click the VPG to display the VPG details.

· Click MORE > Force Sync.

· If the VPG was previously viewed, and the tab for this VPG is still displayed, you can access the details by selecting the tab.

The VPG starts to synchronize with the recovery site. As the journal fills up during the synchronization, older checkpoints are deleted from the journal to make room for the new data and the data prior to these checkpoints are promoted to the virtual machine virtual disks. Thus, during the synchronization, you can recover the virtual machine to any checkpoint still in the journal, but as times progresses the list of checkpoints available can lessen. If the journal is not big enough to complete the synchronization without leaving at least ten minutes worth of checkpoints, the synchronization pauses for the time specified in the xe "Replication Pause Time"Replication Pause Time value for the VPG, to enable intervention to ensure recovery to a checkpoint remains available. The intervention can be, for example, increasing the size of the journal, or cloning the journal as described in “Deleting a VPG”, below.

Deleting a VPG
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xe "VPG:deleting"You can delete a VPG and either keep the target disks to use later for preseeding if you want to reprotect any of the virtual machines in the deleted VPG or delete these disks. Any offsite backups stored for the VPG are not deleted and the virtual machines that were backed up can be restored.

· You cannot delete a VPG while a backup job is running.

To delete a VPG:

· In the Zerto User Interface, click the VPGs or VMs tab and select one or more VPGs to delete.

· Click MORE > Delete.

The Delete VPG dialog is displayed.

· Check Keep the recovery disks at the peer site if you might reprotect the virtual machines. Checking this option means that the target replica disks for the virtual machines are saved so that they can be used as preseeded disks if the virtual machines are re-protected.

· Click APPLY to delete the VPG.

The VPG configuration is deleted. The VRA on the recovery site that handles the replication for the VPG is updated including keeping or removing the replicated data for the deleted VPG, dependent on the Keep the recovery disks at the peer site setting during the deletion.

The locations of the saved target disks are specified in the description of the event for the virtual machines being removed, event EV0040, displayed in MONITORING > EVENTS.

Deleting a VPG When the Status is xe "VPG waiting to be removed:force delete;VPG status:VPG waiting to be removed;force delete"Deleting
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If, for some reason, the VPG cannot be deleted, the VPG status changes to Deleting and the substatus is VPG waiting to be removed. Attempting to delete the VPG a second time causes the following to be displayed:

Retry – Retry deleting the VPG.

Force Delete – Forcibly delete the VPG. This option leaves the target disks, regardless of whether they are wanted or not.

Cancel – Cancel the delete operation.

Ensuring Application Consistency
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Checkpoints are recorded automatically every few seconds in the journal. These checkpoints ensure crash-consistency and are written to the virtual machine journals by the Zerto Virtual Manager and each checkpoint has the same timestamp set by the Zerto Virtual Manager. During recovery you pick a checkpoint in the journal and recover to this point.xe "checkpoint"
The crash-consistent checkpoints guarantee write order fidelity. For example, if write A on a virtual machine in the VPG occurred before write B on a virtual machine in the VPG, then when a checkpoint is written, the journal will contain:

· Neither of the writes

· Both writes, and if they overlap the B data takes precedence

· Only A – indicating the checkpoint occurred between A and B

The coordination is done by the Zerto Virtual Manager.

You can also integrate Microsoft xe "VSS"Volume Shadow Copy Service (xe "VSS"VSS) with Zerto Virtual Replication to ensure transaction consistency in a Microsoft Windows server environment.

You can also use a script to place the application in a quiesced mode, such as Oracle Hot Backup mode, and execute the Zerto Virtual Replication PowerShell cmdlet Set-Checkpoint, then release the quiesced mode. For more information about Zerto Virtual Replication PowerShell cmdlets, refer to Zerto Virtual Replication Cmdlets.xe "PowerShell cmdlet:Set-Checkpoint"

xe "Set-Checkpoint cmdlet"
· xe "application-consistent checkpoints"

xe "checkpoint: application-consistent"To write application-consistent checkpoints, there is a performance impact on the virtual machine itself as a result of the application-consistent mechanism used, such as VSS, since the guest operating system and any integrated applications will be quiesced. This impact on performance may be negligible and does not always happen since not all applications require these checkpoints in order to achieve successful application recovery. Also, Zerto Virtual Replication only requires the guest and application to quiesce for a brief moment, just long enough to add a checkpoint.

This section describes the different options available to ensure application consistency:

· “Adding a Checkpoint to Identify a Key Point”, below.

· “Ensuring Transaction Consistency in Microsoft Windows Server Environments”, on page 46.

Adding a Checkpoint to Identify a Key Point
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In addition to the automatically generated checkpoints, you can add checkpoints manually to ensure application consistency and to identify events that might influence recovery, such as a planned switch-over to a secondary generator. You can recover the machines in a VPG to any checkpoint in the journal, to one added automatically or to one added manually. Thus, recovery is done to a point-in-time when the data integrity of the protected virtual machines is ensured.

· Adding a checkpoint manually does not guarantee transaction consistency.

· Changes to a VPG that result in re-synchronization of the VPG results in all checkpoints being removed. Adding checkpoints to the journal is resumed after synchronization completes. A forced synchronization of the VPG only removes checkpoints if the journal fills up during the synchronization.

To add a checkpoint to a VPG:

· In the Zerto User Interface select ACTIONS > ADD CHECKPOINT.

The Add Checkpoint dialog is displayed.

[image: image4.wmf]
A list of VPGs is displayed with the requested VPG selected. You can select more VPGs to add the same checkpoint to, for example, when something is happening at your site that affects multiple VPGs.

· Crash-consistency is per VPG and not across VPGs, even if a checkpoint was added to multiple VPGs.

· Enter a name for the checkpoint.

· Click SAVE.

When testing a failover, as described in “Testing Recovery”, on page 19, or actually performing a failover, as described in “Managing Failover”, on page 29, you can choose the checkpoint as the point to recover to.

[image: image5.wmf]
The checkpoints listed include checkpoints added via the ZertoVssAgent, as described in “Ensuring Transaction Consistency in Microsoft Windows Server Environments”, below.

Ensuring Transaction Consistency in Microsoft Windows Server Environments

The Microsoft xe "Volume Shadow Copy Service"Volume Shadow Copy Service (xe "VSS"VSS) enables taking manual or automatic offsite backup copies or snapshots of data, even if it has a lock, on a specific volume at a specific point-in-time over regular intervals. This ensures not just that the data is xe "VSS:crash consistency;crash consistency:VSS"crash-consistent but also xe "VSS:transaction consistency;transaction consistency:VSS"transaction consistency if recovery is needed.

Zerto Virtual Replication enables adding checkpoints to the journal that are synchronized with VSS snapshots.

To use Zerto Virtual Replication with VSS to ensure application consistency you must install the ZertoVssAgent on every virtual machine that uses VSS and that you want to protect with Zerto Virtual Replication. The ZertoVssAgent is available from Zerto Ltd. in both 32-bit and 64-bit versions.

You can install the ZertoVssAgent on the following supported Windows operating systems:

	32-Bit Operating Systems
	64-Bit Operating Systems

	Windows Server 2003 SP2
	Windows Server 2003 SP2

	
	Windows Server 2008, all versions (SPs and R2)

	
	Windows Server 2012, all versions (SPs and R2)


To install the ZertoVssAgent:

· Download and then run the appropriate version of the ZertoVssAgent from the Zerto Support Portal downloads page, either ZertoVss32Agent.msi or ZertoVss64Agent.msi on the virtual machines that uses VSS and that you want to protect with Zerto Virtual Replication.

ZertoVss32Agent.msi is for 32-bit Windows operating systems and ZertoVss64Agent.msi is for 64-bit Windows operating systems.

· Only a single virtual machine in a VPG can have application consistent checkpoints and the VSS checkpoint is only applied to the virtual machine where the ZertoVssAgent is installed. Thus, even if more than one virtual machine runs VSS, you only install the Zerto VssAgent on one of the virtual machines in the VPG. Also, the virtual machine where the ZertoVssAgent is installed must have network connectivity to the local Zerto Virtual Manager in order to be able to add VSS checkpoints successfully.

· Follow the wizard through the installation.

The Zerto Virtual Manager Connections Settings dialog is displayed.

[image: image6.wmf]
· Specify the IP address and HTTP port number for the Zerto Virtual Managers managing the protection of the virtual machines, both for the local site and optionally, for the paired, remote site. If the same hypervisor manager is used both for protecting and recovering virtual machines, specify the IP address and HTTP port number for the single Zerto Virtual Manager installed.

· The default HTTP port number when Zerto Virtual Replication is installed is 9080.

If you enter a wrong IP address or port you can correct the address or port after the installation completes by editing the ZertoVssAgentGUI.exe.conf file in the ZertoVssAgent folder under the folder where the ZertoVssAgent is installed, for example, C:\Program Files (x86)\Zerto.

· Click OK.

The ZertoVssAgent is installed and the Add VSS Checkpoint is placed on the desktop. The agent runs as a Windows service, ZertoVssprovider.

You can add a checkpoint to the Zerto Virtual Replication via the Add VSS Checkpoint dialog, via the command line or as a scheduled task. The ZertoVssAgent ensures that the virtual machine is in an application consistent state and then sends the checkpoint to the Zerto Virtual Manager, which then adds the checkpoint to the journals for the VPG containing that virtual machine.

The checkpoint is logged for the entire VPG, however any other virtual machine in the VPG will have a crash-consistent checkpoint.

To add a checkpoint while ensuring application consistency via the Add VSS Checkpoint dialog:

· On a virtual machine where the ZertoVssAgent has been installed, click Start > Programs > Zerto Virtual Replication > Add VSS Checkpoint or double-click the Add VSS Checkpoint icon on the desktop.

The Add VSS Checkpoint dialog is displayed.

[image: image7.wmf]
· Enter a name for the checkpoint.

· Click OK.

· A message that the process was completed is displayed on the machine where the ZertoVssAgent has been installed. The handling of the checkpoint by the Zerto Virtual Manager is done asynchronously and you can check via the recent tasks list in the Zerto User Interface that the checkpoint is added in the VPG.

To add a checkpoint while ensuring application consistency via the command line:

· Open the command line dialog as an administrator.

· Navigate to the directory where the ZertoVssAgent is installed. The default location is C:\Program Files\Zerto\ZertoVssAgent\.

· In the command line, run the following:

	ZertoVssAgent.exe <localURL> <localPort> <remoteURL> <remotePort> <checkpoint>


where:

localURL – The URL for the Zerto Virtual Manager that manages the protected site.

localPort – The HTTP port for the Zerto Virtual Manager that manages the protected site.

remoteURL – The URL for the Zerto Virtual Manager that manages the recovery site.

remotePort – The HTTP port for the Zerto Virtual Manager that manages the recovery site.

checkpoint – The name of the checkpoint.

· A message that the process was completed is displayed on the machine where the ZertoVssAgent has been installed. The handling of the checkpoint by the Zerto Virtual Manager is done asynchronously and you can check via the recent tasks list in the Zerto User Interface that the checkpoint is added in the VPG.

To schedule checkpoints:

· Open the Task Scheduler.

· Under the Actions menu item, select Create Task.

The Create Task dialog is displayed.

[image: image8.wmf]
· Enter the following:

Name – A name for the task.

Run whether the user is logged on or not – Make sure that this is checked.

Run with highest privileges – Make sure that this is checked.

The Windows Scheduled Task will be created and run by the currently logged in user. It is recommended after the task is created to change this to NT AUTHORITY\Network Service permissions and follow the steps to allow the correct permissions.

· Select the Triggers tab and configure a new trigger.

The New Trigger dialog is displayed.

[image: image9.wmf]
· Select the Actions tab and create a new action to start the ZertoVssAgent with the IP address and port of the Zerto Virtual Manager and the checkpoint to use. For example:

C:\Program Files\Zerto\ZertoVssAgent\ZertoVssAgent.exe and

106.18.206.10 9080 106.18.206.10 9080 VSSTaskCP

That is, with the format: <protecting_ZVM_IP> 9080 <recovery_ZVM_IP> 9080 "<CP_name>"
[image: image10.wmf]
· Click OK.

· Select the Settings tab and make changes as required. Make sure Stop the task if it runs longer than is not selected.

· Click OK.

During recovery you can recover to the VSS checkpoint, ensuring both application consistency and that the data is crash‑consistent for this virtual machine. For details, refer to “To test failover:”, on page 20 and “To initiate a failover:”, on page 31.

VPG Statuses and Synchronization Triggers
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During normal operations the VPG status can change. For example, a change can be made to the VPG definition, or an operation such as move or failover is performed on the VPG, or an external event impacts the system such as the WAN going down. When the status changes, resulting in the VPG being synchronized, for example with a Delta Sync, the estimated time to complete the synchronization is displayed under the VPG status, and if relevant, the synchronization trigger, such as Network Congestion.

VPG Statusesxe "VPG statuses;status:VPG"
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The following statuses are displayed:

	Status
	Substatus
	Comment

	Deleting
	Deleting the VPG
	

	
	VPG waiting to be removed
	

	Failing Over
	Committing Failover
	The VPG is being failed over.

	
	Failing over – Before commit
	A VPG being failed over is in the initial stage, before committing the failover.

	
	Promoting
	The failover has completed and the data from the journal is being promoted to the failed over virtual machine disk.

	
	Rolling back Failover
	The failover is being rolled back to prior to the failover.

	History Not Meeting SLA
	See Not Meeting SLA, below.
	The VPG is meeting the RPO SLA setting but not the journal history.

	
	Volume Initial Sync
	After adding a virtual machine to an existing VPG not meeting the journal history SLA.

	Initializing
	Creating VPG
	

	
	Initial Sync
	

	
	Syncing
	

	
	Volume Initial Sync
	

	Meeting SLA
	—
	

	
	Bitmap Syncing
	

	
	Delta Syncing (When Force Sync is applied)
	

	
	Recovery is Possible
	After a rollback.

	
	Volume Initial Sync
	After adding a virtual machine to an existing VPG meeting SLA.

	Moving
	Committing Move
	

	
	Moving – Before commit
	

	
	Promoting
	

	
	Rolling back Move
	

	Not Meeting SLA
	Delta Sync (when Force Sync is not applied)
	The VPG is not meeting the journal history nor RPO SLA settings.

	
	Delta Syncing a volume
	

	
	Error
	

	
	Needs configuration
	

	
	Site disconnection
	

	
	Site disconnection. No checkpoints
	

	
	VM not protected
	

	
	Volume Initial Sync
	After adding a virtual machine to an existing VPG not meeting the SLA.

	
	VPG has no VMs
	

	Recovered
	—
	The VPG has been recovered.

	RPO Not Meeting SLA
	See Not Meeting SLA, above.
	The VPG is meeting the journal history SLA setting but not the RPO.

	
	Volume Initial Sync
	After adding a virtual machine to an existing VPG not meeting the RPO SLA.


The following provides a full description of the sub-statuses are displayed:

	Substatus
	Description

	Backing Up
	An offsite backup is running.

	xe "bitmap sync"Bitmap Syncinga
	A change tracking mechanism of the protected machines during a disconnected state or when a VRA buffer is full. In these situations, Zerto Virtual Replication starts to maintain a smart bitmap in memory, in which it tracks and records the storage areas that changed. Since the bitmap is kept in memory, Zerto Virtual Replication does not require any LUN or volume per VPG at the protected side.

· The VRA buffer is set via the Amount of VRA RAM value, specified when the VRA is installed 

The bitmap is small and scales dynamically, containing references to the areas of the protected disk that have changed but not the actual I/O. The bitmap is stored locally on the VRA within the available resources. For example, when a VRA goes down and is then rebooted.

When required, Zerto Virtual Replication starts to maintain a smart bitmap in memory, to track and record storage areas that change. When the issue that caused the bitmap sync is resolved, the bitmap is used to check updates to the protected disks and send any updates to the recovery site. A bitmap sync occurs during the following conditions: 

· Synchronization after WAN failure or when the load over the WAN is too great for the WAN to handle, in which case the VPGs with the lower priorities will be the first to enter a Bitmap Sync.

· When there is storage congestion at the recovery site, for example when the VRA at the recovery site cannot handle all the writes received from the protected site in a timely fashion.

· When the VRA at the recovery site goes down and is then rebooted.

During the synchronization, new checkpoints are not added to the journal but recovery operations are still possible.

 If a disaster occurs requiring a failover during a bitmap synchronization, the VPG status changes to Recovery Possible and you can recover to the last checkpoint written to the journal.
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For synchronization to work, the protected virtual machines must be powered on so that the VRA has an active IO stack, which is only available when the virtual machine is powered on.

· If the synchronization takes longer than the configured history, all the checkpoints in the journal can be lost, preventing a failover from being performed.

	Committing Failover
	Failing over the VPG.

	Committing Move
	Completing the move, including removing the protected virtual machines.

	Creating VPG
	The VPG is being created based on the saved definition.

	Deleting the VPG
	Deleting the VPG.

	Delta Syncing

	The Delta Sync uses a checksum comparison to minimize the use of network resources. A Delta Sync is used when the protected virtual machine disks and the recovery disks should already be synchronized, except for a possible few changes to the protected disks, for example:

· When a virtual machine was added to the VPG and the target recovery disk is defined as a preseeded disk.

· After a VRA upgrade.

· For reverse protection after a move or failover.

· After the hypervisor manager was down and then restarted.

· A Force Sync operation was manually initiated on the VPG.

· A host protecting virtual machines was restarted and the protected virtual machines on the host had not been vMotioned to other hosts in the cluster or a protected virtual machine was vMotioned to another host without a VRA, and then vMotioned back to the original host.

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_VC.fm



_AdminEnt_VC

ManageVPG_VC.fm



_AdminEnt_VC

ManageVPG_VC.fm



_AdminEnt_VC

ManageVPG_VC.fm



_AdminEnt_VC

ManageVPG_VC.fm



_AdminEnt_VC

7_ManageVPG.fm



ZSSP.book

7_ManageVPG.fm



ZSSP.book

7_ManageVPG.fm



ZSSP.book

7_ManageVPG.fm



ZSSP.book

7_ManageVPG.fm



ZSSP.book

For synchronization to work, the protected virtual machines must be powered on so that the VRA has an active IO stack, which is only available when the virtual machine is powered on.

During the synchronization, new checkpoints are not added to the journal. Also, recovery operations are not possible during a Delta Sync.

	Delta syncing a volumea
	Synchronization when only delta changes for a volume needs synchronizing, for example, when a volume is added to a protected virtual machine in a VPG, and a preseeded disk is used.
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For synchronization to work, the protected virtual machines must be powered on so that the VRA has an active IO stack, which is only available when the virtual machine is powered on.

During the synchronization, new checkpoints are not added to the journal. Also, recovery operations are not possible when delta syncing a volume.

	Error
	Problem situation, for example, when a ZVM is disconnected from a VRA used to protect virtual machines. The VPG cannot be recovered until the problem is resolved,

	Failing over - Before commit
	Preparing and checking the VPG virtual machines in the recovery site.

	Initial Synca
	Synchronization performed after creating the VPG to ensure that the protected disks and recovery disks are the same. Recovery operations cannot occur until after the initial synchronization has completed.

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_AWS.fm



_AdminEnt_AWS

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_HyperV.fm



_AdminEnt_HyperV

ManageVPG_VC.fm



_AdminEnt_VC

ManageVPG_VC.fm



_AdminEnt_VC

ManageVPG_VC.fm



_AdminEnt_VC

ManageVPG_VC.fm



_AdminEnt_VC

ManageVPG_VC.fm



_AdminEnt_VC

7_ManageVPG.fm



ZSSP.book

7_ManageVPG.fm



ZSSP.book

7_ManageVPG.fm



ZSSP.book

7_ManageVPG.fm



ZSSP.book

7_ManageVPG.fm



ZSSP.book

For synchronization to work, the protected virtual machines must be powered on so that the VRA has an active IO stack, which is only available when the virtual machine is powered on.

Adding a virtual machine to a VPG is equivalent to creating a new VPG and an initial synchronization is performed. In this case, any checkpoints in the journal become unusable and only new checkpoints added after the initial synchronization completes can be used in a recovery. The data in the journal however remains and is promoted to the recovered virtual machine as part of a recovery procedure.

	Journal storage error
	There was an I/O error to the journal. For example, if the journal was full and the size was increased. Once the problem is resolved a synchronization is required.

	Moving - Before commit
	Preparing and checking the VPG virtual machines in the recovery site.

	xe "needs configuration"Needs Configuration
	One or more configuration settings are missing, for example, when reverse protection is not specified or a virtual machine is added to a vApp.

	Promoting
	Updating recovered virtual machines in the VPG with data from the journal.

	Recovery is possible 
	Communication with the Zerto Virtual Manager at the protected site is down so continuing protection is halted, but recovery on the remote site is available (compare with Site disconnection).

	Recovery storage error
	There was an I/O error to the recovery storage. For example, the datastore is almost full or the virtual machines are turned off and the recovery disks are inaccessible.

	Recovery storage profile error
	The storage profile in the recovery site specified to be used by the VPG cannot be found.

	Rolling back
	Rolling back to an initial status, for example, after canceling a cloning operation on the VPG.

	Rolling back Failover
	Rolling back a Failover operation before committing it.

	Rolling back Move
	Rolling back a Move operation before committing it.

	Site disconnection
	Communication with the Zerto Virtual Manager at the remote, recovery, site is down so continuing protection is halted (compare with Recovery is possible).

	Site disconnection. No checkpoints
	Communication with the Zerto Virtual Manager at the remote, recovery, site is down and there are no checkpoints to use to recover the VPG at the recovery site.

	Syncing
	Status while type of synchronization is being evaluated.

	User paused protection
	Protection is paused to enable solving a Journal disk space problem, for example, by increasing the disk size or cloning the VPG.

	VM not protected
	A virtual machine in the VPG is no longer being protected. For example, when the virtual machine was moved to another host without a VRA.

	Volume Initial Synca
	Synchronization when a full synchronization is required on a single volume, for example, when changing the target datastore or adding a virtual machine to the VPG without using a preseeded disk.
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For synchronization to work, the protected virtual machines must be powered on so that the VRA has an active IO stack, which is only available when the virtual machine is powered on.

During the synchronization, new checkpoints are not added to the journal. Also, recovery operations are not possible during a Volume Initial Sync.

	VPG has no VMs
	A configured VPG where the virtual machines have been removed from it, for example when changing both the datastore and host for the virtual machines in the VPG, causes the VPG to be recreated.

	VPG waiting to be removed
	An attempt to remove the VPG failed and it must be forcibly removed. For details, see “Deleting a VPG When the Status is Deleting”, on page 44.

	Zerto Virtual Manager paused protection
	Protection is paused to enable solving a Journal disk space problem, for example, by increasing the disk size or cloning the VPG.


VPG Synchronization Triggersxe "VPG:Synchronization triggers;synchronization triggers:VPG;triggers:VPG synchronization"
The following synchronization triggers can be applied:

	Trigger
	Description

	Force Sync
	The user requested to synchronize the VPG.

	Network Congestion
	The network bandwidth is not wide enough to handle all the data, causing some of the data to be backed up.

	Protected Storage Error
	An I/O error occurred to a protected virtual machine, after the data was sent to the recovery side.

	Protected VRA Congestion
	The host where the VRA is installed is highly loaded: many updates are made to the protected machines at the same time, causing a time lapse before the updates are passed to the recovery site.

	Recovery or Journal Storage Error
	There was an I/O error either to the recovery storage or journal, for example if the journal was full and the size was increased. Once the problem is resolved a synchronization is required.

	Recovery Storage Congestion
	The recovery datastore is being written to a lot, causing a delay for some of the data passed from the protected site to be written to disk.

	Recovery VRA Communication Problem
	A network error, such as the network being down for a period, requires a synchronization of the VPG between the two sites, for example a Bitmap Sync.

	VPG Configuration Changed
	The configuration of the VPG changed resulting in a synchronization being required. For example, the size of the journal was changed.


�Synchronization after a recovery starts after the promotion of data from the journal to the virtual machine disks ends. Thus, synchronization of virtual machines can start at different times, dependent on when the promotion for the virtual machine ends. All synchronizations are done in parallel, whether a delta sync or initial sync, etc.





1
21
Managing VPGs


