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Abstract—Predict daily global solar radiation (GSR) based on meteorological variables, using Multi-layer perceptron (MLP) neural networks is the main objective of this study. Daily mean air temperature, relative humidity, sunshine hours, evaporation, wind speed, and soil temperature values between 2002 and 2006 for Dezful city in Iran (32° 16' N, 48° 25' E), are used in this study. The measured data between 2002 and 2005 are used to train the neural networks while the data for 214 days from 2006 are used as testing data.
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I. INTRODUCTION

Iran possesses rich and diversified sources and potential for developing renewable energy, namely solar, wind, geothermal and biomass. The values of the global solar radiation (GSR) are the most important parameter for the solar energy applications [1-3]. For low-priced and effective development and utilization of solar energy, a complete knowledge about the accessibility and variability of solar radiation intensity in time and special domain is of great importance [1]. Several models have been presented by researchers to predict global solar radiation (GSR) using different meteorological variables (see [2-28]). In the present study, day of the year, daily mean air temperature, relative humidity, sunshine hours, evaporation, wind speed, and soil temperature values are to predict the daily GSR on a horizontal surface using ANN technique. Safiabad station located in Dezful city, Iran, is the case of this study.

II. ARTIFICIAL NEURAL NETWORKS (ANNs)

Neural networks are computational models of the biological brain. Like the brain, a neural network comprises a large number of interconnected neurons. Each neuron is capable of performing only simple computation [29]. Anyhow; the architecture of an artificial neuron is simpler than a biological number of interconnected neurons. Each neuron is capable of neuron. ANNs are constructed in layer connects to one or more hidden layers where the factual processing is performance through weighted connections. Each neuron in the hidden layer joins to all neurons in the output layer. The results of the processing are acquired from the output layer. Learning in ANNs is achieved through particular training algorithms which are expanded in accordance with the learning laws, assumed to simulate the learning mechanisms of biological system [30]. However, as an assembly of neurons, a neural network can learn to perform complex tasks including pattern recognition, system identification, trend prediction, function approximation, and process control [29]. MLPs are perhaps the most common type of feedforward networks. For more details about neural networks the readers are referred to [29-32].

III. PROBLEM DEFINITION

Day of the year, daily mean air temperature, relative humidity, sunshine hours, evaporation, wind speed, soil temperature values, measured by Safiabad station (located in Dezful city, a city in southwestern of Iran (32° 16' N, 48° 25' E)), between 2002-2006, were applied for forecasting daily GSR using MLP. The data for 1398 days from 2002 (February) to 2005 (December) were applied for the purpose of training and the data for 214 days from 2006 were used for testing. The data for testing were not applied to train the neural networks. Multi-layer perceptron (MLP) neural networks were applied for daily GSR prediction.

IV. RESULTS AND DISCUSSION

Multi-layer perceptron (MLP) neural networks were used by using neural network toolbox of MATLAB 2007 software. Day of the year, daily mean air temperature, relative humidity, sunshine hours, evaporation, wind speed, soil temperature, and daily GSR were normalized in rage (0, 1). In order to determine the optimal network architecture various network architectures were designed; different training algorithms were used; the number of neuron and hidden layer and transfer functions in the hidden layer/output layer were changed. Eventually, a network with 2 hidden layer (three neurons in first hidden layer and two neurons in second hidden layer), logistic sigmoid transfer function (logsig) for all hidden layers, linear transfer function (purelin) for output layer and LM (Levenberg–Marquardt) training algorithm were found to perform reasonably good prediction. Fig.1 shows the
comparison between predicted and measured GSR for presented model in this study and by [20].

![Fig. 1 Comparison between measured and estimated daily GSR (on testing data)](image)

The obtained results indicate that using soil temperature along with day of the year, daily mean air temperature, relative humidity, sunshine hours, evaporation, and wind speed base on MLP network has comparable performance with the presented model by [20] which has mean absolute percentage error (MAPE) of 6.08% and absolute fraction of variance (R²) of 99.03% (on testing data) and mean square error (MSE) of 0.0042 and sum of square error (SSE) of 5.9278 (on training data).

<table>
<thead>
<tr>
<th>Source</th>
<th>Network Type</th>
<th>Location of station (s)</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rehman and Mohandes [1]</td>
<td>MLP</td>
<td>Saudi Arabia</td>
<td>4.49</td>
</tr>
<tr>
<td>A. Azadeh et al. [14]</td>
<td>MLP</td>
<td>Iran</td>
<td>6.70</td>
</tr>
<tr>
<td>Sozan et al. [17]</td>
<td>MLP</td>
<td>Turkey</td>
<td>6.70</td>
</tr>
<tr>
<td>Sozan et al. [18]</td>
<td>MLP</td>
<td>Turkey</td>
<td>6.78</td>
</tr>
<tr>
<td>M. Mohandes et al. [21]</td>
<td>MLP</td>
<td>Saudi Arabia</td>
<td>12.61</td>
</tr>
<tr>
<td>M. Mohandes et al. [22]</td>
<td>RBF</td>
<td>Saudi Arabia</td>
<td>10.09</td>
</tr>
<tr>
<td>Behrang et al. [20]</td>
<td>MLP</td>
<td>Iran</td>
<td>5.21</td>
</tr>
<tr>
<td>Behrang et al. [20]</td>
<td>RBF</td>
<td>Iran</td>
<td>5.56</td>
</tr>
<tr>
<td>Present study</td>
<td>MLP</td>
<td>Iran</td>
<td>6.08</td>
</tr>
</tbody>
</table>

V. CONCLUSION

This study developed a model to forecast the daily GSR according to measured values of daily mean air temperature, relative humidity, sunshine hours, evaporation, wind speed, and soil temperature. This is of great importance because above parameters are commonly accessible. Data for Safiabad station, located in Dezful city, a city in southwest of Iran, from 2002 to 2005 were used to train different ANN techniques. Data for 214 days of the year 2006 were used for testing. These results indicated that using soil temperature along with day of year, daily mean air temperature, relative humidity, sunshine hours, evaporation, and wind speed base on MLP network had acceptable accuracy to GSR modeling. Future work is focused on comparing the methods presented here with other available tools. Predicting of global solar radiation can also be investigated with neural networks trained with intelligent optimization techniques like Particle Swarm Optimization, Bees Algorithm and etc. The results of the different methods can be compared with available methods.
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