Investigating soft computing in case-based reasoning for software cost estimation
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Software cost estimation has been the subject of intensive investigations in the field of software engineering. As a result, numerous software cost estimation techniques have been proposed and investigated. To our knowledge, currently there are no cost estimation techniques that can incorporate and/or tolerate the aspects of imprecision, vagueness, and uncertainty into their predictions. However, software projects are often described by vague information. Furthermore, an estimate is only a probabilistic assessment of a future condition. Consequently, cost estimation models must be able to deal with imprecision and uncertainty, the two principal components of soft computing. To estimate the cost of software projects when they are described by vague and imprecise attributes, in an earlier study we have proposed an innovative approach referred to as Fuzzy Analogy. In this paper, we investigate the uncertainty of cost estimates generated by the Fuzzy Analogy approach. The primary aim is to generate a set of possible values for the actual software development cost. This set can then be used to deduce, for practical purposes, a point estimate for the cost, and for analyzing the risks associated with all possible estimates.
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1. INTRODUCTION

Estimation models in software engineering are used to predict some important attributes of future entities such as software development effort, software reliability, and productivity of programmers. Among these models, the ones that estimate software effort have motivated considerable research in recent years. The prediction procedure used by these software-effort models can be based on a mathematical function, such as Effort = α × sizeβ or other techniques such as analogy-based reasoning, neural networks, regression trees, and rule induction models. Estimation by analogy is one of the most attractive techniques in the software effort estimation field, and is essentially a form of Case-Based Reasoning with four steps [1]:

1. Retrieve the most similar case(s).
2. Reuse the information and knowledge in the selected case(s) to solve the problem.
3. Revise the proposed solution.
4. Retain the parts of this experience likely to be useful for future problem solving.

For effort estimation, CBR is based on the following assumption: similar software projects have similar costs, and it has been deployed as follows. First, each project must be described by a set of attributes that must be relevant and independent. Second, we must determine the similarity between the candidate project and each project in the historical database. In the third step, known as case adaptation, the known effort values from the historical
projects are used to derive an estimate for the new project.

Recently, many researchers have begun to turn their
attention to the CBR-based effort estimation alternative
[2,5,14,21,23,24,28]. Consequently, many experiments
have been conducted to compare estimation accuracy of
the case-based reasoning approach with that of other mod-
ellping techniques. The obtained results have shown that
analogy-based estimation does not out-perform other cost
estimation techniques in every situation. Indeed, Shepperd
et al., Niessink, and Van Vliet found that estimation by
analogy generated better results than stepwise regression
[22, 23,24]. However, Briand et al. and Myrveit and Sten-
srud reported contradicting results [5, 21]. Recent research
has been initiated to explain the relationship between dif-
f erent properties of data sets (such as size, number of
attributes and presence of outliers) of historical projects
and the accuracy of a prediction system [25].

There are two main advantages of analogy-based esti-
 nation: first, it is easy to understand and to explain its
process to the users, and second, it can model a complex
set of relationships between the dependent variable (such
as, cost or effort) and the independent variables (cost driv-
ers). However, its deployment in software cost estimation
still warrants some improvements. Human intelligence
comes in large part from the ability to reason by analogy.
But human reasoning by analogy is always approximate
rather than precise. Indeed, the human mind can handle
imprecision, uncertainty, partial truth, and approximation
to achieve tractability, robustness, and low solution cost.
According to Zadeh, "the exploitation of these criteria
underlies the remarkable human ability to understand dis-
torted speech, decipher sloppy handwriting, drive a vehi-
cle in dense traffic and, more generally, make decisions in
an environment of uncertainty and imprecision"
[33,34,35].

Zadeh's idea is to mimic the ability of the human mind
in order to increase the Machine Intelligence Quotient
(MIQ) of the new industrial products (microwave, washing
machines, software, etc.). Thus, for more than 30 years,
Zadeh has been involved in the foundation of a new strat-
 egy of computing that is different from the traditional
(hard) computing. Zadeh's effort in this area begins with
his paper on fuzzy sets followed by the paper on possibili-
ty theory, the paper on soft computing, and more recently
his papers on computing with words [31,33,34,35,36]. Our
work concerns reasoning by analogy to which we integrate
the concept of soft computing in order to deal with uncer-
tainty and imprecision (like the human brain) in the analo-
gy process. Specifically, we study the use of reasoning by
analogy and soft computing in cost estimation for software
projects.

Currently, no cost estimation model has integrated in its
modelling process, the three components of soft comput-
ing (see Section 2.1). However, cost estimation models
must be able to deal with vague information. Indeed, most
of the software project attributes are measured on a scale
composed of linguistic values such as low and high. For
example, the well-known COCOMO'81 model has 15
attributes out of 17 (22 out of 24 in the COCOMO II) that
are measured with six linguistics values: very low, low,
nominal, high, very high, and extra-high [3,4,6]. Cost esti-
 mation models must learn from previous situations
because software development technology is continuously
evolving. Cost estimation models must appropriately han-
dle the uncertainty in estimates. To deal with vague infor-
mation, we have proposed an innovative approach,
referred to as Fuzzy Analogy for software cost estimation.

The purpose of this paper is to improve our approach by
integrating the uncertainty criterion of soft computing.
Managing the uncertainty in Fuzzy Analogy means that it
can produce a set of estimates, rather than only one, with
a possibility distribution. Thus, software projects managers
in an organization may use this cost possibility distribution
for risk assessment of the estimation results.

The remaining of this paper is organized as follows: In
Section 2, we briefly present the concepts of fuzzy sets
and soft computing. In Section 3, we present our Fuzzy
Analogy approach that deals with vagueness and imprecis-
ion when describing software projects. In Section 4, we
discuss two sources of uncertainty when estimating soft-
ware project cost by Fuzzy Analogy. These two sources
are related to the measurement error and the accuracy of
our approach. To deal with uncertainty in Fuzzy Analogy,
we present in Section 5, a strategy based on the assump-
tion that a CBR affirmation is non-deterministic in soft-
ware cost estimation. In Section 6, we summarise our
 findings and suggest future work in this area.

2. FUZZY SETS AND SOFT
COMPUTING

Zadeh is known as the founding father of fuzzy sets, soft
computing, and more recently computing with words. The
aim of these three components is to solve complex prob-
lems that have not been solved (yet) by any theory. How-
ever, such problems become very simple when the human
brain tackles them. Zadeh has noticed that the key of this
remarkable human ability is the human brain's crucial
ability to manipulate perceptions rather than measures.
The fundamental difference between perceptions and
measures is that, in general, perceptions are fuzzy gran-
ules, whereas measures are crisp numbers. The goal of this
section is not to discuss fuzzy sets in-depth, soft comput-
ing, and computing with words, but rather to explain those
parts for a better understanding in the context of this work,
especially fuzzy sets and soft computing.

2.1 Fuzzy sets

A fuzzy set, introduced by Zadeh in 1965, is a set with a
 graded membership function, \( \mu \), in the real interval \([0,1]\).
This definition extends the one for a classical set, in which
the membership function is in the couple \([0,1]\). Fuzzy sets
 can be used to represent linguistic values such as low,
young, and complex. The advantage of this representation
is that it mimics the way in which humans interpret these
linguistic values. However, fuzzy sets can be used in the
following two ways [15]:
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• Fuzzy sets that model the gradual nature of properties, i.e., the higher the membership x has in a fuzzy set A, the more it is true that x is A. Here the fuzzy set is used to model the vagueness of the linguistic value represented by the fuzzy set A.

• Fuzzy sets that represent incomplete states of knowledge. Here the fuzzy set is a possibility distribution of the variable X, and consequently, it is used to model the uncertainty. When considering that it is only known that x is A, and x is not precisely known, the fuzzy set A can be considered as a possibility distribution, i.e., the higher the membership x' has in A, the higher the possibility that x = x'.

2.2 Soft computing

In 1994, Zadeh distinguished soft computing from traditional (hard) computing in that, unlike hard computing, the point of departure in soft computing is the hypothesis that precision and certainty carry a cost and that computation, reasoning, and decision-making should exploit (whenever possible) the tolerance of imprecision and uncertainty. Indeed, the role model of soft computing is the human mind. Zadeh's example concerning the problem of parking an automobile illustrates clearly the advantages of the use of soft rather than traditional computing. According to Zadeh, the principal constituents of soft computing are [34]:

• fuzzy logic (FL) which is primarily concerned with imprecision,
• neural networks (NN) for learning, and
• probabilistic reasoning (PR) to account for uncertainty, ex., Bayesian belief networks.

According to Zadeh, it important to note is that although there are substantial overlapping areas between FL, NN and PR, in general they are complementary rather than competing. A striking example of a particularly effective combination is what has become to be known as ‘neuro-fuzzy’ systems.

3. COST ESTIMATION BY FUZZY ANALOGY

It is well recognized that estimation by analogy is a promising technique for software cost and effort estimation. However, until now its use in cost estimation does not appropriately handle (unlike the human brain) vague information. But, most software project attributes, such as experience of programmers, complexity of modules, and software reliability are measured on an ordinal or nominal scale composed of linguistic values such as low and high. Indeed, most investigations of analogy in cost estimation represent linguistic values by crisp rather than fuzzy sets [2,5,17,21,22,23,24]. To overcome this limitation in order to explore the benefits of using overlapping fuzzy set membership functions, we have developed a new approach referred to as Fuzzy Analogy [13]. We have validated this approach with the COCOMO'81 data set. The results obtained were compared with three other models. Fuzzy Analogy performs better in terms of accuracy and adequacy in dealing with linguistic values [14]. In the following sections, we present a summary of our approach.

Fuzzy Analogy is a fuzzification of the classical analogy procedure. It is also composed of three steps: identification of cases, retrieval of similar cases and cases adaptation. Each step is a fuzzification of its equivalent in the classical analogy procedure. In the following sub-sections, each step will be further detailed.

3.1 Identification of cases

The goal of this step is the characterization of all software projects by a set of attributes. Selecting attributes that accurately describe software projects is a complex task, and in machine-learning literature, it is known as the Feature Subset Selection (FSS) problem [7,19,26]. It is known that feature subset selection can enhance the performance of CBR systems [1]. However, few studies have investigated this issue in cost estimation by analogy [18]. Currently, in our F_ANGEL1 prototype, we do not yet provide intelligent solution for FSS problem; however, we adopt a simple solution by allowing the estimators to use the attributes that they believe best characterize their projects and are more appropriate in their environment. Further research work has been initiated to develop an appropriate technique for FSS problem in Fuzzy Analogy.

The objective of our Fuzzy Analogy approach is to deal with linguistic values. In the identification step, each software project is described by a set of selected attributes that can be measured by numerical or linguistic values. Let us assume that for linguistic values, we have M attributes, and for each attribute \( V_i \), a measure with linguistic values is defined \( A_i^1 \). Each linguistic value, \( A_i^1 \), is represented by a fuzzy set with a membership function \( \mu_{A_i} \). It is preferable that these fuzzy sets satisfy the normal condition, i.e., they form a fuzzy partition and each of them is convex and normal [11]. The use of fuzzy sets to represent linguistic values allows us to deal with vagueness, imprecision and uncertainty in the cases identification step. Another advantage of our Fuzzy Analogy approach is that it takes into account, the importance of each selected attribute in the ‘identification of cases’ step. It is obvious that all the selected attributes do not necessarily have the same influence on the software project effort. Hence, we are required to indicate the weights, \( \mu_{w} \), associated with all the selected attributes in the cases identification step.

3.2 Retrieval of similar cases

This step is based on the choice of a software project

---

1 F_ANGEL is a software prototype that we have developed to automate the fuzzy analogy approach. It can be seen as a fuzzification of the software ANGEL developed by Shepperd et al.
similarity measure. This choice is very important since it will influence which analogies are found. In the cost estimation literature, most researchers have used the Euclidean distance when projects are described by numerical data and the Equality distance when they are described by linguistic values [23,24]. In the fuzzy logic literature, a candidate similarity measure is a function, whose values are in [0,1] and must satisfy at least two criteria: it must be reflexive and symmetric [8,32]. However, the concept of similarity has also been discussed in other disciplines of cognitive science (Philosophy, Psychology, Artificial intelligence, etc.) [20,27]. In our case, we are looking for similarity measures for software projects. These measures must be able to evaluate the similarity between projects when they are described by linguistic values. Consequently, we have proposed a set of candidate measures for software project similarity [10]. These measures evaluate the overall similarity, \( d(P_1, P_2) \), of two projects \( P_1 \) and \( P_2 \) by combining the individual similarities of \( P_1 \) and \( P_2 \), associated with the various linguistic variables (attributes), \( V_j \), describing \( P_1 \) and \( P_2 \), \( d_{ij}(P_1, P_2) \). After an axiomatic validation of some proposed candidate measures for the individual distances \( d_{ij}(P_1, P_2) \) we have retained two measures [11]:

\[
d_{ij}(P_1, P_2) = \begin{cases} 
\max \min (\mu_A(P_1), \mu_A(P_2)) \\
\sum \mu_A(P_1) \times \mu_A(P_2) & \text{sum-product aggregation} 
\end{cases}
\]

where \( V_j \) are the linguistic variables describing projects \( P_1 \) and \( P_2 \), \( A \) are the fuzzy sets associated with \( V_j \) and \( \mu_A \) are the membership functions representing fuzzy sets \( A \). In this axiomatic validation, we have considered four axioms. The first two are about reflexivity and symmetry. Our "fuzzy" reflexivity is defined by \( d(u,v) \leq d(u,u) \), and not by \( d(u,v) = 1 \) as in the literature. This latter definition is very close to classical logic, whereas "classical" reflexivity implies "fuzzy" reflexivity, however the opposite case is not true.

To evaluate the overall distance of \( P_1 \) and \( P_2 \), the individual distances \( d_{ij}(P_1, P_2) \) are aggregated using Regular Increasing Monotone (RIM) linguistic quantifiers such as all, most, many, at most \( a \), or there exists. The choice of the appropriate RIM linguistic quantifier, \( Q \), depends on the characteristics and the needs of each environment. \( Q \) indicates the proportion of individual distances that we feel is necessary for a good evaluation of the overall distance. The overall similarity of \( P_1 \) and \( P_2 \), \( d(P_1, P_2) \) is given by one of the following formulas [12]:

\[
d(P_1, P_2) = \begin{cases} 
\text{all of } (d_{ij}(P_1, P_2)) \\
\text{most of } (d_{ij}(P_1, P_2)) \\
\text{many of } (d_{ij}(P_1, P_2)) \\
\text{... } \\
\text{there exists of } (d_{ij}(P_1, P_2)) 
\end{cases}
\]

Consequently, the similarity between two projects depends on the environment in which it is evaluated.

After choosing the appropriate RIM linguistic quantifier to guide the aggregation of the individual distances, its implementation is realised by an Ordered Weight Averaging operator [29,30]. The overall distance \( d(P_1, P_2) \) is calculated by means of the following formula:

\[
d(P_1, P_2) = \sum_{j=1}^{M} w_j \times d_{ij}(P_1, P_2)
\]

where \( d_{ij}(P_1, P_2) \) is the \( j \)-th largest individual distance, \( u_j \) is the importance weight associated with the \( k \)-th variable describing the software project, and \( T \) is the total sum of all importance weights \( u_k \) that are provided in the "identification of cases" (Section 3.1) step. Here we stress the meaning of \( u_k \) and \( w_j \). Tversky defines the saliency of a feature in terms of its intensity and its diagnosticity. In our approach, \( u_k \) represents the intensity, while \( w_j \) represents diagnosticity.

### 3.3 Cases adaptation

The objective of this step is to derive an estimate for the new project by using the known effort values of similar projects. In this step, two issues must be addressed. First, the choice of how many similar projects should be used in the adaptation, and second, how to adapt the chosen analogies to generate an estimate for the new project. In the literature, one can notice that there is no clear rule to guide the choice of the number of analogies, \( K \). The results obtained from many experiments seemed to favor the case where \( K \) is lower than 3 [2,17,23,24]. We are not convinced by the approach of fixing the number of analogies to be considered in the case adaptation step. The principle of this approach is to take only the first \( K \) projects that are similar to the new project. The choice of the number \( K \) relies on the use of the classical logical principle: the transition from one situation (contribution in the estimated cost) to the following (no contribution in the estimated cost) is abrupt rather than gradual.

In Fuzzy Analogy, we have proposed a new strategy to select projects to be used in the adaptation step. This strategy is based on the distances \( d(P, P_i) \) and the definition adopted in the studied environment for the proposition, \( P_i \) is a closely similar project to \( P \). Intuitively, \( P_i \) is closely similar to \( P \) if \( d(P, P_i) \) is in the vicinity of 1. The only way to represent correctly the value vicinity of 1 is by using a fuzzy set defined in the unit interval [0,1]. Indeed, this fuzzy set defines the closely similar qualification adopted in the environment. Figure 1 shows a possible representation for the value vicinity of 1. In this example all projects that have \( d(P, P_i) \) higher than 0.5 contribute to the estimated cost of \( P \): the contribution of each \( P_i \) is weighted by \( u_{\text{vicinity}}(d(P, P_i)) \).
The second issue in this step is to adapt the chosen analogies in order to generate an estimate for the new project. The most common solutions use the (weighted) mean or the median of the $K$ chosen analogies. In the case of weighted mean, the weights can be the similarity distances or the ranks of the projects. For our Fuzzy Analogy approach, we use the weighted mean of all known effort projects in the data set. The weights are the values of the membership function defining the fuzzy set vicinity of 1. The formula is then given by:

$$\text{Effort}(P) = \frac{\sum_{i=1}^{N} \mu_{\text{vicinity of } \{d(P, P_i)\}} \times \text{Effort}(P_i)}{\sum_{i=1}^{N} \mu_{\text{vicinity of } \{d(P, P_i)\}}}$$

(3)

The main advantage of our adaptation approach is that it can be easily configured by defining the value vicinity of 1 according to the needs of each environment. Until now, Fuzzy Analogy dealt with vague information. However, it is not able to handle uncertainty and risks inherent in estimates. Indeed, in its case adaptation step, it provides only one numerical estimate. Relying on a single estimate may easily lead to wrong managerial decisions. In the following section, we present a new strategy that can be used in the adaptation step in order to let Fuzzy Analogy generate a set of possible values for the real cost.

4. SOURCES OF UNCERTAINTY IN FUZZY ANALOGY

In order to satisfy the third criterion of Soft Computing, Fuzzy Analogy must be able to handle and incorporate the uncertainty factor when estimating the cost or development effort of the new project. The need of managing uncertainty in Fuzzy Analogy is justified by three reasons:

- An estimate is a probabilistic assessment of a future condition [16].
- We cannot include all the factors that affect the cost in the identification step of Fuzzy Analogy. In practice, we consider only the attributes for which data in the studied environment is available. Hence, the factors that affect the cost, which are not included explicitly in our model contribute to the uncertainty in the predicted cost.
- Software projects managers prefer cost estimation models to provide a set of possible values rather than a unique value of the actual cost. A unique estimate may easily lead to wrong managerial decisions and project failure.

Managing the uncertainty in Fuzzy Analogy means that it can produce a set of estimates with a possibility distribution. Thus, the software projects managers in an organization may use this cost possibility distribution for risk assessment of the estimation results. Kitchenham and Linkman have examined four sources of estimate uncertainty and risk: measurement error, model error, assumption error, and scope error [16]. The two first sources are related respectively to the accuracy of the measurements of the model's input and the accuracy of the model itself. The other two sources are concerned with the assumptions that we can make about a model's input parameters, which are not known when the estimate is required. These inputs must not be considered in the model in order to avoid double-counting the effects of uncertainty. These assumptions will be used to manage project risks. According to Kitchenham and Linkman there is no way to manage uncertainties and risks for a single one-off project. The only way to do that is to manage risks across an organization's entire project portfolio, as it is the case for insurance companies. We found that it is an interesting issue that must be explored in software cost estimation. However, in this work we only deal with the two first sources of uncertainty in the Fuzzy Analogy approach.

4.1 Measurement error

In Fuzzy Analogy, the software project attributes are measured either by numerical or linguistic values. The use of numerical values expresses that there is no uncertainty and no imprecision when evaluating the attribute. However, in software engineering most of the software project attributes are qualitative rather than quantitative. The overwhelming number of linguistic attributes reflects that software engineering is a 'young' science and still needs further maturing. Moreover, in the software measurement process, humans are directly involved and consequently the results of measurements may be highly influenced by their own judgement. To deal with uncertainty and imprecision when evaluating software project attributes, we suggest that software measurement values should be linguistic rather than numeric. According to Zadeh, the use of linguistic values instead (or in addition) of numbers serves many major purposes, such as [35]:

- Compared to numbers, linguistic values are easy to understand.
- Allowance for imprecision,
- Linguistic values generalize numbers. Indeed, numbers are only used when we have precise information,
- Acceptance of the finite ability of the human mind to resolve details and store precise information.

Here the most important advantage of using linguistic
rather than numeric values is to reduce the effect of measurement errors on the estimates generated by Fuzzy Analogy. When using numerical values, measurement error is evaluated by the difference between the given and the actual values, whereas when using linguistic values, it is evaluated by the difference between the given and the actual membership degrees to these linguistic values. Consequently, the effect of measurement error will be most likely higher when software project attributes are measured by numerical data than that when they are measured by linguistic values. Indeed, there are an infinite number of possible numeric values whereas there are only a small number of linguistic values to evaluate one attribute. For example, let us consider that the attribute, ‘experience of programmer’, is measured by the number of years, which is a numerical value, and suppose also that we can assign to each programmer one of the three qualifications (low, average, high) according to its experience (Figure 2).

There are many situations in which, although we can have imprecision in the evaluation of the ‘experience of programmer’ attribute, it will not have any effect on the cost estimated by Fuzzy Analogy. For example, let us consider that the programmer \( P_1 \), who is in position (*), must be in position (+) (see Figure 2). \( P_1 \) belongs in both cases to the ‘low’ qualification with degree equal to 1. Consequently, this measurement error has no effect on the estimate. However, if we use the number of years instead of linguistic values, it will affect the estimated cost. Also, let us consider that the programmer \( P_4 \), who is in position (*), must be in position (+) (Figure 2). In this case \( P_4 \) belongs to the ‘average’ and ‘high’ qualifications with different membership degrees. When evaluating individual similarity between \( P_3 \) and \( P_2 \) by the max-min aggregation (Equation 1.1) we obtain in both cases (\( P_3 \) is in position (*) or (+)) the same value. Consequently, there is no effect of this measurement error on the estimated cost.

The use of linguistic quantifiers to combine individual similarities may also avoid the effect of measurement error in the estimate. Let us consider that we have chosen the linguistic quantifier ‘at least four’ to combine the individual similarities, and all project attributes have the same weights \( u_j \). In this case, the overall similarity between two projects is exactly the fourth largest individual similarity between these two projects. Consequently, if the attribute, for which we have a measurement error, has the associated individual distance lower than the fourth largest individual distance, then this measurement error has no effect on the estimate. Although these examples show that the effects of measurement error may be avoided in our approach, we recognize that there are some situations in which measurement error can modify the estimates generated by Fuzzy Analogy. For example, the individual similarity between \( P_1 \) and \( P_4 \) (\( P_4 \) is in position (+)) is different than that of between \( P_1 \) and \( P_4 \) (\( P_4 \) is in position (*)). As consequence, if the linguistic quantifier used in the evaluation of the overall similarity cannot avoid this error, it will affect the estimate made using Fuzzy Analogy.

In the end of this section, we conclude that using linguistic values to describe software projects and linguistic quantifiers to combine individual distances may avoid or reduce the effect of measurement errors. Consequently, we do not consider this source of uncertainty in our model. We focus, in the next section, on the second source of uncertainty that is related to the accuracy of Fuzzy Analogy.

### 4.2 Model error

This type of error is related to the accuracy of the model used in the cost estimation task. The accuracy of a model depends on three parameters:

- The approach adopted by the model (linear regression, Neural networks, CBR, etc.)
- The characteristics of data set from which the model has been developed (size, number of attributes, presence of outliers, etc.)
- The characteristics of data set on which the model is validated

The Mean Magnitude of the Relative Error (MMRE) is the most used indicator to evaluate the accuracy of cost estimation models. For example, if we have a model with MMRE equal to 25% and the estimated cost for one project by this model is equal to 300 person-days, our estimate is likely to be between 225 and 375 person-days. When we validated the Fuzzy Analogy approach on the COCOMO'81 data set, it is observed that the accuracy of our approach is monotonously increasing according to the RIM linguistic quantifiers used in the evaluation of the overall similarity between two projects. A higher accuracy was obtained when using the ‘all’ linguistic quantifier (MMRE = 21). However, as Kitchenham and Linkman have noted, the MMRE assesses underestimates and overestimates to be of equal size. They point out that an underestimate is bounded naturally: the minimum effort required by an activity is zero, and in contrast, an overestimate is not bounded. Consequently, they proposed the use of a probability distribution like Gamma distribution for example.

We are convinced by the idea discussed above, but it still needs two improvements. First, the probability distribution must be developed and tailored according to the characteristics of each organization. As a consequence, different organizations can use different probability distributions. Second, an overestimate may also be bounded by the maximum budget that an organization can provide for
its software projects. In the following paragraphs, we discuss how our approach may generate a cost distribution for each software project by using the possibility theory.

The Fuzzy Analogy approach is based on the well-known CBR affirmation ‘similar projects have similar costs’. We can notice that there are two sources of uncertainty in this affirmation. First, the consequence of this affirmation is imprecise. Second, it seems that this affirmation is not always deterministic in software cost estimation. Thus, we may find two software projects that are similar according to a predefined similarity measure but their costs are completely different. Dubois et al. have proposed two approaches to deal with these two situations depending on whether the CBR affirmation is deterministic or non-deterministic [8]. Here, the most important question that we must highlight is, ‘Is CBR affirmation deterministic or non-deterministic in cost estimation?’ Intuitively, we can say that the CBR affirmation is deterministic in cost estimation. There is no reason for two similar projects not to have similar costs. However, in practice, there are two reasons that can lead to the opposite situation:

- Selecting the attributes that describe accurately software projects is a complex task. Often, practitioners use only attributes for which data is available.
- The projects similarity measures (C) and the cost similarity measure (C) may be invalid, i.e., they are not measuring what they claim to measure. Indeed, validation of software measures is a crucial step and there is no common definition regarding what constitutes a valid measure.

To check whether the CBR affirmation is deterministic or not, we have conducted an experiment based on the COCOMO’81 data set. CBR affirmation is deterministic in the COCOMO’81 data set implies that for each couple \((P, P)\) of software projects, we must have \(d(P, P) \leq c\) lower or equal to \(c\). This implies that the truth-value of the proposition ‘\(c\)’ is similar’, must be at least equal to the truth-value of the proposition ‘\(P\) and \(P\) are similar’. The COCOMO’81 data set contains 63 software projects. Each project is described by 17 attributes. The first two are the software size, a unique numerical attribute measured in KDSI (Kilo Delivered Source Instructions) and the project mode, defined as either ‘organic’, ‘semi-detached’ or ‘embedded’. The remaining 15 attributes are measured on a scale composed of six linguistic values: very low, low, nominal, high, very high, and extra-high. Among these 17 attributes, we have retained 12 attributes that we had already represented by fuzzy sets [9]. The other attributes are not studied because their descriptions proved insufficient.

For the individual project similarity measure, we choose the max-min aggregation (Equation 1.1) because it satisfies all established axioms [11]. The overall project similarity measure depends on the RIM linguistic quantifier used to combine the individual similarities. We use various \(\alpha\)-RIM quantifiers. An \(\alpha\)-RIM is defined by a fuzzy set in the unit interval with membership function \(Q(x) = x^\alpha\). The project cost is a numerical data and each organization, according to its financial policies, can define the set of similar values to a given cost. Below, we give two examples of cost similarity measures. Figure 3(a) shows a cost similarity measure, \(C_R\), that considers all values of the interval \([C_0 - \text{cost}, C_0 + \text{cost}]\) as similar to the cost \(C_0\). ‘\(p\) is a given percentage. Figure 3(b) shows a cost similarity measure, \(C_A\), that considers all values of the interval \([C_0 - \text{cost}, C_0 + \text{cost}]\) as similar to the cost \(C_0\). ‘\(\ast\)’ is a predetermined constant. The \(C_R\) measure, on the contrary of \(C_A\), takes into account the cost \(C_0\) to define the interval of its similar values and consequently the length of this interval depends on \(C_0\). Also, the \(C_R\) cost similarity measure is asymmetric whereas \(C_A\) is symmetric.

According to Dubois et al., the symmetry property is required for any similarity measure whereas Tversky suggested that it depends on the context [8,27]. We agree with Tversky’s suggestion. For example, in our case software projects similarity measure must be symmetric, but cost similarity measure may be asymmetric. Indeed, we can consider, for business purposes, that $15K ($1K = $1000) is more similar to $20K than $20K is to $15K. The \(C_R\) measure respects this empirical relation and it seems to be useful for cost similarity. Also, the \(C_R\) measure is equivalent to the classical principle used in the validation of cost estimation models. Indeed, the evaluation of the accuracy of cost estimation models is based on the affirmation: ‘An estimate is accurate if its MRE is lower than or equal to 25’; this affirmation is equivalent to the following: ‘An estimate is accurate if it is \(C_R\) similar to the actual cost’, with ‘\(p\)’ is equal to 25.

Table 1 shows the results obtained when evaluating the CBR affirmation on the COCOMO’81 data set. In this evaluation, we have used various linguistic quantifiers for the project similarity measure (\(\alpha\)-RIM column) and the two cost similarity measures: \(C_R\) and \(C_A\). For each couple of software projects similarity measure and cost similarity measure, we have calculated the following quantities:

- \(\text{NB}_C\): The number of cases where the CBR affirmation is non-deterministic
- \(\text{NB}_P\): The number of cases where the CBR affirmation is deterministic
- \(\text{NB}_C\): The number of cases where the CBR affirmation is non-deterministic and \(\text{NB}_P\) is similar

By analyzing the results of the evaluation of the CBR affirmation (Table 2), we noticed that the number \(\text{NB}_C\) or \(\text{NB}_P\) depends on similarities used both
for the projects and the costs. So, if we consider the number NB_CBR_ND as a function of \( \alpha \), we can notice that, for both cost measures C_A and C_R, it is a monotonously increasing function according to \( \alpha \). This is due to the fact that our project similarity measures are monotonously decreasing according to \( \alpha (d(P_r, P) \geq d_{\alpha} (P_r, P) \); \( \alpha \leq \alpha^* \)) Indeed, when \( \alpha \) tends towards zero, this implies that the overall similarity between two projects will take into account fewer attributes among those describing software projects. The minimum number of attributes to consider is one. This is the case when using the max operator where the selected attribute is the one for which the associated individual distance is the maximum of all individual distances. As a consequence, the overall similarity between two projects will be higher because we are more likely to find in the COCOMO'81 data set, at least one attribute for which the associated linguistic values are the same for the two projects. Thus, most likely, \( d(P_r, P) \) will be higher than \( C(c_{P_r}, c_P) \). By contrast, when \( \alpha \) tends towards infinity it implies that the overall similarity between two projects will take into account many attributes among all the available ones describing the software projects. As a maximum we may consider all attributes. This is the case when combining using the min operator. Consequently, the overall similarity will be minor because we are more likely to find in the COCOMO'81 data set one attribute for which the associated linguistic values are different for the two projects. Thus, most likely \( d(P_r, P) \) will be lower than \( C(c_{P_r}, c_P) \).

Figure 4 shows the relation between \( \alpha \) and the number NB_CBR_ND for the two cost similarity measures C_A and C_R. The min (max) aggregation gives lower (higher) NB_CBR_ND because it considers all (one) attributes in the evaluation of the similarity between projects. For the other \( \alpha \)-RIM linguistic quantifiers \((0 < \alpha < \infty)\), the number NB_CBR_ND decreases with \( \alpha \) because additional attributes will be considered in the evaluation of the overall similarity between projects. For example, a software project \( P_r \) which has an overall similarity with \( P \) higher than the similarity between their costs when \( \alpha = 100 \), may have the opposite relation when \( \alpha \) is equal to 300. Indeed, we have \( d_{\alpha}(P_r, P) \geq d_{100}(P_r, P) \). Also, we can notice that the number NB_CBR_ND of the measure C_R is lower or equal to that of the measure C_A for all \( \alpha \)-RIM quantifiers. Indeed, in our experiment, we have for each cost \( c_0 \) higher or equal to $24K, C_R(c_0, c) \geq C_A(c_0, c)$. Consequently, all the non-deterministic cases for C_R are also the same for C_A. If \( c_0 \) is lower than 24, we have the opposite situation. However, the number of projects that have the costs higher or equal to 24 represents 81% of the COCOMO'81 data set. As a consequence, most likely, the NB_CBR_ND of C_R will be lower than that of C_A.

If we consider the case of using the all linguistic quantifier for projects similarity ('Min' row in Table 1), we have only 77 cases for C_A, which represents 1.94% (72 for C_R, 1.81%) where the CBR affirmation is not deterministic. Consequently, one can consider that the CBR affirmation is deterministic for the COCOMO'81 data set. However, when we have used the deterministic approach

<table>
<thead>
<tr>
<th>( \alpha )-RIM</th>
<th>C_A measure: ( \alpha = 6 ) (6 is the lower cost in COCOMO'81 data set)</th>
<th>C_R measure: ( P = 25 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>NB_CBR_ND</td>
<td>Min ( E_q )</td>
</tr>
<tr>
<td>Max 3899</td>
<td>0.1666</td>
<td>1</td>
</tr>
<tr>
<td>1/10</td>
<td>3899</td>
<td>0.0839</td>
</tr>
<tr>
<td>1/7</td>
<td>3899</td>
<td>0.0507</td>
</tr>
<tr>
<td>1/5</td>
<td>3899</td>
<td>0.0826</td>
</tr>
<tr>
<td>1/3</td>
<td>3887</td>
<td>0.0003</td>
</tr>
<tr>
<td>1</td>
<td>3857</td>
<td>0.0041</td>
</tr>
<tr>
<td>10</td>
<td>3769</td>
<td>2.5E-08</td>
</tr>
<tr>
<td>20</td>
<td>3767</td>
<td>6.23E-16</td>
</tr>
<tr>
<td>100</td>
<td>3765</td>
<td>9.41E-77</td>
</tr>
<tr>
<td>500</td>
<td>3755</td>
<td>8.3E-229</td>
</tr>
<tr>
<td>1000</td>
<td>3487</td>
<td>5.33E-310</td>
</tr>
<tr>
<td>2000</td>
<td>2155</td>
<td>2.25E-310</td>
</tr>
<tr>
<td>3000</td>
<td>1263</td>
<td>1.08E-307</td>
</tr>
<tr>
<td>4000</td>
<td>977</td>
<td>2.65E-309</td>
</tr>
<tr>
<td>5000</td>
<td>433</td>
<td>3.96E-266</td>
</tr>
<tr>
<td>8000</td>
<td>401</td>
<td>1.66E-299</td>
</tr>
<tr>
<td>10000</td>
<td>239</td>
<td>3.73E-310</td>
</tr>
<tr>
<td>20000</td>
<td>77</td>
<td>0.0121</td>
</tr>
<tr>
<td>Min</td>
<td>77</td>
<td>0.0121</td>
</tr>
</tbody>
</table>
in the case adaptation step of Fuzzy Analogy, we have found that it always leads to an empty set of solutions. Indeed, a new project can be similar to many projects in the data set but the costs of these projects are different. For example by using the jack-knife procedure, if we remove the project $P_9$ from the COCOMO’81 data set, we find that it is similar to the project $P_{27}$ and $P_{56}$ with degrees equal to 0.30 and 0.19, respectively. But, there is no numerical value that can be similar, according to $C_R$ and $C_A$, to the cost of $P_{27}$ ($888K$) and the cost of $P_{56}$ ($958K$). To avoid this problem, Dubois et al. have suggested that the two similarity measures must be chosen in order to satisfy two properties. These properties guarantee that the set of solutions is not empty [8]. We are not convinced by their proposition because, in software cost estimation, it can lead to some contradictions between the obtained measures and our understanding of the similarity attribute. Consequently, we have chosen to use the non-deterministic approach in order to handle the uncertainty in the Fuzzy Analogy approach.

5. UNCERTAINTY IN ESTIMATES OF FUZZY ANALOGY

Basically, the non-deterministic CBR approach is based on the following affirmation: ‘similar projects have possibly similar costs’. Consequently, if we have a new project $P$ that is similar to one project $P_j$ of the historical data set, it is possible that their costs may be similar. Dubois et al. have proposed to represent this affirmation by a possibility rule of the form: ‘the more similar $P$ is to $P_j$, the more likely that-the cost of $P$ is similar to the cost of $P_j$’ [8]. This rule expresses that it is possible, at least at the degree $d(P, P_j)$, that the cost of $P$ is similar to the cost of $P_j$. Also, each value $c_0$ that is similar to the cost of $P_j$ with degree different from 0 is possibly, at least at the degree $\min(d(P, P_j), C_R(c_0, \text{cost}(P_j)))$, similar to the cost of $P$. In the following, we use only the measure $C_R$ for the similarity of costs. The fuzzy set of possible values, $c$, for the cost of $P$ with respect to project $P_j$ is obtained by modeling the implication in the possibility rule of $P$ and $P_j$ with a conjunction (T-norm):

$$\pi_{\text{conf}}(P_j)(c) = \min(d(P, P_j), C_R(c_0, \text{cost}(P_j))(c)) \quad (4)$$

If we have $N$ projects in the historical data set, each project $P_i$ will generate a new possible value for the cost of $P$ according to Equation 4. These various contributions of projects $P_i$ are combined by a max-based aggregation in order to obtain the fuzzy set, $C_p$ of all possible values for the cost of $P$:

$$C_p(c) = \max_{i} \pi_{\text{conf}}(P_i)(c) \quad (5)$$

The function $C_p$ represents the possibility distribution of the cost of $P$ by considering all the projects in the historical data set. It will be used to evaluate the degree of uncertainty when estimating the cost of a new project. For example, we have removed the project $P_{45}$ from the COCOMO’81 data set and have generated its cost possibility distribution by using Equations 4 and 5 (Figure 5). We have found that the project $P_{45}$ is similar to the projects $P_{42}$, $P_{43}$, $P_{44}$ and $P_{46}$ with a degree equal to 0.38, 0.40, 0.38 and 0.36, respectively. The possibility distribution is defined only for the values that are similar to at least one of the four values representing the costs of $P_{42}$, $P_{43}$, $P_{44}$ and $P_{46}$. For the other values, the possibility distribution is unknown. For practical purposes, we need a point estimate of the cost of $P_{45}$. There are many strategies that may be used to generate this estimate. These strategies are based on defuzzification methods such as the center-of-gravity, the mean-of-maxima, and the center-of-area. These strategies may not be necessarily applied to the whole fuzzy set representing the possibility distribution. It can also be applied only to some of its parts.

As discussed in Section 3.3, our ‘case adaptation’ step provides a single cost estimate. This approach will be equivalent to the fuzzy-mean defuzzification method if in Equations 4 and 5, we use the product and the summation instead of the min and the max operators. As we can notice, the cost possibility distribution of $P_{45}$ suggests that most likely the actual cost of $P_{45}$ is in the interval [664.4, 151.2]. Indeed, this interval defines the large part of the possibility distribution area. Consequently, if we apply the center-of-area or the center-of-gravity methods to the possibility distribution in this interval, we obtain an estimate equal to $100K$. As per our single cost estimate approach in Section 3.3, an estimate equal to $68K$ is generated. The actual cost of $P_{45}$ is $106K$. Here we are not concerned by the accuracy of the estimates generated by defuzzification methods but rather by the degree of information provided by the cost possibility distribution for risk assessment. For the project $P_{45}$, if we adopt an optimistic estimate, which is

---

**Figure 5** Example of possibility distribution for the project $P_{45}$ of the COCOMO’81 data set.
equal to $45K, and $45 has required $126K, we will need $81K to achieve the project. Kitchenham and Linkman propose to use the principle adopted by insurance companies in such situations. In our case, we can assign to each project a contingency that depends on the risk and the possibility of this risk. For the project $45, the contingency is equal to $29.06K against the risk that $45 can cost $126K.

As opposed to the case of project $45, the obtained distribution possibility may be un-informative where one project is similar to many projects, which have different costs. This type of situation was not present in the COCOMO'81 data set. In order to reduce the possibility of its occurrence, an organization may evaluate the cost of its projects by fewer linguistic values such as low, average, and high. Consequently, the fuzzy set of possible values, $c$, for the cost of $P$ with respect to the project $P_i$ will be:

$$\pi_{P_i}(c) = \max_k \min_L(d(P, P_i), \mu_A(c))$$

(6)

where $A_k$ are the fuzzy sets defined for the cost. Considering all projects $P_i$ in the historical data set, the cost possibility distribution $C$ of $P$, is obtained by a max-based aggregation of Equation 6. For example, let us consider a new project that is similar to $P_1$ and $P_2$ with a degree equal to 0.5 and 0.7, respectively. Although, the costs of $P_1$ and $P_2$ do not belong to the same qualification, there is no interval in which the cost possibility distribution for $P$ is unknown (Figure 6).

6. DISCUSSION AND FUTURE IMPROVEMENTS

In this paper, we have improved the Fuzzy Analogy approach in order to handle the uncertainty in its development cost/effort estimates. We have discussed two sources of uncertainty in our approach. The first source is from measurement errors when evaluating the input variables for the Fuzzy Analogy approach. We have shown that the use of linguistic values rather than numerical data when describing software projects may reduce or avoid the effects of measurement errors in our approach. Indeed, in Fuzzy Analogy, we use the membership degrees in the evaluation of the similarity between projects. In addition, the use of linguistic quantifiers to evaluate the overall similarity between projects may reduce or avoid the effects of measurement errors. Consequently, we have ignored this source of uncertainty in our approach. The second source of uncertainty is related to the accuracy of the Fuzzy Analogy approach.

We adopted the idea discussed by Kitchenham and Linkman, in that cost estimation models must be able to generate a set of values with a probability distribution for the estimated cost. To build the possibility distribution, we conducted an experiment using the COCOMO'81 data set in order to evaluate whether the CBR affirmation is deterministic or non-deterministic in the context of software cost estimation. Based on the experiment, we conclude that the deterministic approach is not useful in software cost estimation for three main reasons:

a) One cannot always accurately describe the software projects,
b) It is not easy to prove that the similarity measures for the projects and the costs are valid, and
c) The set of estimates generated by the deterministic approach may be empty although the new project is similar to many projects in the historical data set.

Consequently, we have chosen the non-deterministic approach to handle the uncertainty of cost estimates issue in Fuzzy Analogy. The non-deterministic approach uses possibility rules and max-based aggregation to generate the cost possibility distribution for a new project. This possibility distribution may be used to generate a point estimate and the risk of this estimate. Further research has been initiated to develop a new strategy based on our approach for risks assessment in software cost estimation.

By using fuzzy logic and the possibility theory in its estimation process, our approach satisfies two (out of three) criteria of the Soft Computing concept, i.e. the tolerance of imprecision when describing software project, and the uncertainty when estimating the development cost. The third criterion of soft computing that Fuzzy Analogy has not yet incorporated into its process is to learn from previous experiences. The learning criterion is required for any cost estimation model. Indeed, the software industry is continuously evolving: engineers use more and more high level programming languages, application generators, web-based technology, etc.

We have initiated the inclusion of some learning functionality in our approach. In the identification step, we can update all information concerning the linguistic variables describing software projects, specifically, their linguistic values that depend on human judgement. For example, the linguistic value high for software reliability may mean that the failure intensity is lower than 6 per month, but in the future, we may require less than 3 software failures per month to evaluate it as high. In the case retrieval step, we can update the definition of the linguistic quantifier used in the environment. Here also, the meaning of a linguistic quantifier depends on human judgement. However, other learning characteristics that are not included in our approach remain to be examined. For example, Fuzzy Analogy must be able to provide its user with a subset of linguistic variables that have always led to accurate estimates in the past. We may then use this subset in the 'identification of cases' step of Fuzzy Analogy. Thus, the attribute selection problem

![Diagram of linguistic values for cost can avoid intervals in which possibility distribution is unknown](image)

Figure 6 Use of linguistic values for cost can avoid intervals in which possibility distribution is unknown
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can also be addressed. Moreover, Fuzzy Analogy must be able to identify the appropriate linguistic quantifier to be used in "retrieval of similar cases" step by detecting those that have often yielded accurate cost estimates.
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